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Chapter 1

Introduction

Machine learning is a branch of artificial intelligence concerned with the design and 
development of methods that allow machines to learn. Based on observations and expe
rience, machines can learn to make accurate predictions and take useful decisions. In the 
recent years, machine learning has become a highly successful discipline with applica
tions in many different areas. Its success can largely be explained by the increasing avail
ability of empirical data and computational power. The type of applications of machine 
learning range from computational biology to astronomy to robotic surgery. Successful 
applications of machine learning are spam filtering, speech and hand-write recognition, 
medical diagnosis, detecting credit card fraud, stock market analysis, to name just a few.

There are many parallels between machine learning and human learning. On the 
one hand, many techniques in machine learning derive from the efforts of psychologists 
to build computational models for theories of human learning. On the other hand, the 
concepts and techniques explored by researchers in machine learning might help biolo
gists in a better understanding of human learning. People learn many and various things 
in a very efficient manner. This is a consequence, among others, of the property of human 
learning being highly dependent on prior experience. For example, the abilities acquired 
while learning to walk apply when one learns to run, knowledge gained while learning to 
recognize cars applies when recognizing trucks, and one can easily learn to speak Dutch 
if he/she already speaks German. Human learning can also be active, in the sense that 
the learner can select the most useful information while learning. As a consequence of 
these characteristics of human learning, people can learn languages, concepts, and causal 
relationships from far less data and much faster than any automated system.

Most of the machine learning tasks are supervised in the sense that the learning con
sists of inferring a function from training data. The training data is formed by a set of ex
amples, each example being a pair made by an input object and a desired output value. In 
spam filtering, an automatic classifier to label emails as “spam” or “not spam” is trained 
using a sample of previous emails labeled by a human user. In automatic mammogram
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Chapter 1. Introduction

classification, a model is trained on medical images which were labeled by radiologists 
as “malignant” or “benign”. Machines can interpret human speech by learning from vo
cal recordings that have been previously annotated for words and sentences. In all these 
cases and many others, obtaining labeled data to train the algorithms is expensive. This 
is an important issue that machine learning has to address. Making the parallel with hu
man learning, transfer/multi-task learning and active learning are areas that have been 
extensively explored in the machine learning community over the past few years. The 
idea behind multi-task learning is to utilize labeled data from other similar learning tasks 
in order to improve the performance on a target task. Multi-task learning is applicable 
to the situation in which data for a specific single scenario is scarce, but data is already 
available from similar scenarios. Active learning can be applied when the algorithm can 
interactively ask by its own choice for the labels of unlabeled examples. The motivation 
behind active learning is that a good classifier can be learned with a smaller training set 
by actively selecting the labels of informative examples, than by random selection.

The work in this thesis is an exploration of multi-task/transfer learning and active 
learning, for two directions: preference learning and supervised network inference.

Preference learning is a research field studying methods for modeling and predicting 
people’s desires. It has attracted significant attention in the machine learning community 
in the last years since it is a crucial aspect in modern applications such as decision support 
systems (Chajewska et al., 2000), recommender systems (Blythe, 2002; Blei et al., 2003), 
and personalized devices (Clyde et al., 1993; Heskes and de Vries, 2005). E-commerce, 
marketing, health care, computer games are application areas that significantly bene
fit from preference learning methodologies. A prototypical example for application of 
preference learning that we will use in this thesis is fitting hearing-aids, i.e., tuning of 
hearing-aid parameters so as to maximize user satisfaction. This is a complex task, due 
mainly to three reasons: 1) high dimensionality of the parameter space, 2) the determi
nants of hearing-impaired user satisfaction are unknown, and 3) the evaluation of this 
satisfaction through listening tests is costly (in terms of patient burden and clinical time 
investment) and unreliable (due to inconsistent responses). The last point illustrates an 
important issue that preference learning has to address, which is the limited availability 
of labeled data used for model training. Obtaining appropriate training data in preference 
learning applications requires time and effort from the modeled user. This shortcoming 
can be addressed by taking advantage of two characteristics of the settings in which pref
erence learning is usually applied. First, the training data is mostly acquired through 
interactions with the modeled user; and, second, preferences are modeled for multiple 
users, as a result multiple training data sets are available. In order for the preference 
learning methods to be implemented in real-world systems, they must be capable of ex
ploiting all possible sources of information and in the most efficient way. Figure 1.1 is a 
schematic representation of fitting a hearing-aid. User preferences are learned from lis
tening experiments of the type “which of the two audio samples sounds best?” Transfer 
learning methodologies allow to include useful information like preference data already
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Figure 1.1: Fitting a hearing-aid: a utility model is learned for a patient based on listening 
experiments and background information such as age, audiogram, lifestyle parameters, 
etc. The utility model determines the satisfaction of the patient with a certain setting of 
the hearing-aid parameters and for a given sound sample.

collected from other user and background information such as auditory profile, age, etc. 
Active learning makes it possible to select the most informative listening experiments 
throughout a fitting session. As a result, this method promises to find better parameter 
values with the same number of responses as current methods.

The inference of biological networks is currently an active research subject with 
important applications ranging from basic biology to medical applications. For exam
ple, knowing the interactions between proteins would highlight key proteins that interact 
with many partners, which could be interesting drug targets (Barabasi et al., 2011). The 
elucidation of gene regulatory networks would provide new insights into the complex 
mechanisms that allow an organism to regulate its metabolism and adapt itself to en
vironmental changes (Kumar et al., 2008). A recent trend is to solve the problem of 
network reconstruction in a supervised learning setting. The network of interest is often 
partially known and the reconstruction process uses this partial knowledge to guide the 
inference of the missing edges. In the case of protein-protein interaction (PPI) net
works, information about proteins and labels for protein pairs as interacting or not, su
pervise the estimation of a function that can predict whether a physical interaction exists 
or not between two proteins. Figure 1.2 is a schematic representation of the yeast PPI net
work, the nodes in the graph represent proteins and the edges represent the interactions. 
Obtaining labeled training data can only be done through costly and tedious laboratory 
experiments. Computational techniques for predicting protein interactions have become 
standard tools to address this problem complementing their experimental counterparts. 
Accurately predicting which proteins might interact can help in designing and guiding 
future laboratory experiments. Therefore, much effort is recently being put in develop-
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Figure 1.2: Yeast protein-protein interaction network: an undirected graph with no self
loops that encodes the proteins of an organism as nodes and two nodes are connected by 
an edge if the proteins they represent can physically interact.

ing computational methods that can accurately predict PPIs. Similar to the preference 
learning setting discussed above, the learning setting for PPI prediction is characterized 
by multiple data sets, in the sense that biological networks in general, and PPI networks 
in particular, are modeled from multiple organisms, which makes it possible to apply 
the multi-task/transfer learning paradigm in order to build accurate models for predicting 
PPIs.

1.1 Outline of the Thesis

This thesis starts with evaluating, in Chapter 2, methods for the analysis of pairwise 
data. This type of data will be used in the subsequent chapters, for preference learning 
and for predicting PPIs. The analysis of pairwise data is done in a Bayesian framework 
in which inference is intractable. Several techniques for approximate inference have 
been proposed in the literature, one of the most popular being Expectation propagation. 
Expectation propagation can be computationally expensive and in order to simplify it and 
adapt it to pairwise data we propose several modifications. The question that we want to 
answer in this chapter is: how do different variants of expectation propagation perform 
for the analysis of pairwise data in a Bayesian setting? These variants are evaluated by 
rating players in sports competitions, more precisely in tennis.
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1.1. Outline o f the Thesis

The next chapters, Chapter 3 and Chapter 4, investigate applications of machine 
learning for preference learning. Preference learning is a research field studying methods 
for modeling and predicting users desires. The work on preference learning has a focus 
on two directions. The first direction considers incorporating the information available 
from other users when learning the preferences of a new user. The second direction is 
concerned with the choice of experiments performed with a user in order to learn his/her 
preferences. Chapter 3 investigates multi-task learning for preference learning with 
Gaussian processes. We use the multi-task formalism to enhance the individual training 
data by making use of the preference information learned from other subjects. The con
tribution of this chapter is the combination of multi-task learning with another learning 
formalism, Gaussian processes (GPs) for the task of preference learning. The advantage 
of using GPs is twofold, first, GPs allow for non-parametric, thus complex, modeling, 
and second, when identifying high-quality features is difficult, GPs allow to specify a 
particular kind of pairwise function between data objects, known as a kernel function, 
which is used by the algorithm instead of explicit features. GPs are combined with the 
multi-task formalism by means of a semiparametric model. By using a semiparametric 
representation, multi-task learning can be easily implemented by employing the theory of 
hierarchical modeling for parametric models while in the same time benefiting from the 
characteristics of GPs. We demonstrate the usefulness of our model on an audiological 
data set. Since preference learning is a cumbersome process it is important to make it as 
efficient as possible in order to reduce the costs and time involved. Chapter 4 introduces 
a framework for optimizing the preference learning process. This framework considers 
the combination between active learning and multi-task learning. Active learning has 
hardly been studied in a multi-task formalism. In this chapter we offer an alternative for 
the standard criteria in active learning which actively chooses queries by making use of 
the available preference data from other subjects. The advantage of this alternative is the 
reduced computation costs and reduced time subjects are involved. The contribution of 
this chapter is a criterion for active learning designed for the multi-task setting; we show 
in theory and practice that this new criterion performs similar to the standard criteria from 
optimal experimental design. We validate empirically our approach on three real-world 
data sets involving the preferences of people.

The next chapters, Chapter 5 and Chapter 6, investigate applications of machine 
learning for supervised network inference, in particular for protein-protein interaction 
networks. The work on supervised network inference has a focus on two topics has a fo
cus on two topics. First, it investigates approaches for combining information about the 
topological structure of biological networks together with information about each protein 
in order to construct accurate models for PPI prediction. Second, it investigates methods 
for supervised network inference in a multi-task setting, that is transferring knowledge 
about PPIs from several reference species to a target species using orthology information. 
Chapter 5 presents a principled way, based on Bayesian inference, for combining net
work topology information together with observations about protein pairs as interacting
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or not. The goal of this combination is to improve the prediction of PPIs. We define a 
model for generating random graphs which gives rise to networks with topology similar 
to the one observed in PPI networks. We incorporate to this model the actual information 
from the network we investigate by treating our random graph model as a prior and de
fine a probability model for protein features given the absence/presence of an interaction, 
and combine these two using Bayes rule, to finally arrive at a model incorporating both 
topological and feature information. We show experimentally that this resulting model 
improves the prediction accuracy in yeast and human PPI networks. Chapter 6 inves
tigates link transfer applied to PPI prediction. Bioinformatics researchers have defined 
strategies that consist in mapping known interactions between a reference organism onto 
a target organism and this for the orthologous genes: this is called the protein-protein 
interologs approach. Predicting using interologs is based on the theory that proteins 
interacting in one organism co-evolve such that their respective orthologs maintain the 
ability to interact in another organism. The contribution of this chapter is a framework 
for link prediction, we call it “link transfer”, that resembles the interolog approach while 
remaining in the supervised learning setting. This link transfer framework is build on the 
theory of output kernel regression by using output kernel regression twice: first, to con
vert output feature vectors from a reference species to the target species and second, to 
learn the target network. The underlying idea of the converter is to increase the training 
set of the target species by converting the output space of the reference species to the 
output space of the target species.
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Chapter 2

Methods for Analyzing Pairwise 
Data

Rating players in sports competitions based on game results is one example 
of pairwise data analysis. Since an exact Bayesian treatment is intractable, 
several techniques for approximate inference have been proposed in the lit
erature. In this chapter we compare several variants of expectation propa
gation (EP). EP generalizes assumed density filtering (ADF) by iteratively 
improving the approximations that are made in the filtering step of ADF. Fur
thermore, we distinguish between two variants of EP: EP-Correlated, which 
takes into account the correlations between the strengths of the players and 
EP-Independent, which ignores those correlations. We evaluate the different 
approaches on a large tennis data set to find that EP does significantly bet
ter than ADF (iterative improvement indeed helps) and EP-Correlated does 
significantly better than EP-Independent (correlations do matter).1

1This work has been published as: A. Birlutiu and T. Heskes “Expectation Propagation for rating players 
in sports competitions.” Knowledge Discovery in Databases: PKDD 2007, 11th European Conference on 
Principles and Practice o f Knowledge Discovery in Databases, volume 4702 o f Lecture Notes in Computer 
Science, pages 374-381, Springer, 2007.
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Chapter 2. Methods for Analyzing Pairwise Data

2.1 Introduction

In this chapter we discuss methods for the analysis of pairwise data. We illustrate such 
methods by rating players in sports, in particular in tennis. In the rest of this section we 
will first present Bayesian methods in general (Section 2.1.1) and then give a general 
overview of how this applies to rating players in sports competitions (Section 2.1.2).

2.1.1 Overview of Bayesian Methods

Bayesian inference is a statistical method that provides a principled way to update hy
potheses about quantities or states of certain systems by using empirical data. The hy
potheses are typically expressed with the help of probabilities on the quantities or states 
under consideration. Let the variable 6 be a quantity of interest and let the probability 
p(0\M)  express the uncertainty in 6 given some background information expressed by 
the model M .  Based on a (new) set of observations, called it Y,  the knowledge about 6 
can be updated. The principled way to incorporate the empirical information is by com
bining the uncertainties using Bayes rule (Cox, 1946). The “updated” knowledge about
6 is expressed by the conditional probability p(0\Y, M ) computed according to

The assumed conditional probability p(Y\0; M )  expresses the uncertainty in Y  given 
a fixed 6 and the model M .  The proportionality factor p ( Y \ M )  is independent of 6 
and expresses the uncertainty in observing Y  given the model M .  It is computed by 
averaging the probability of observing Y  over all possible values of 0, i.e.,

This quantity is called the evidence and can be used to compare two different modeling 
choices M  i and M 2. The quantity is called the prior distribution andp{6\Y,M)
is called the posterior distribution. An important property of the Bayesian updating rule 
is that the information from a set of observations Y { m . . . . .  //„ } can be incorporated 
gradually, i.e.,

This allows us to update the probability (density) p(0\M),  whenever any information in 
terms of observations becomes available.

p (o\y , m )
p{Y\0-M)p{e\M)

p(Y\M)
(Bayes’ ru le).

p ( Y \ M )  =  / dQp(Y\Q;M)p(9\M)  (evidence).

p { 0 \yù M )  oc p (e \M)p(y1\9; M)  , 

p{d\yi,y2]M)  o c p ( % i ; M)p{v2\0\M)



2.2. Probabilistic Framework for Estimating Players’ Strengths

2.1.2 Bayesian Framework for Rating Players

In this work we present a Bayesian framework for rating players based on match out
comes. We consider the player’s strength as a probabilistic variable in a Bayesian frame
work. Before taking into account the match outcomes, information available about the 
players can be incorporated in a prior distribution. Using Bayes’ rule we compute the 
posterior distribution over the players’ strengths. We take the mean of the posterior dis
tribution as our best estimate of the players’ strengths and the covariance matrix as the 
uncertainty about our estimation.

An exact Bayesian treatment is intractable, even for a small number of players; the 
posterior distribution cannot be evaluated analytically, and therefore we need approxi
mations for it. Expectation propagation (Minka, 2001) is a popular approximation tech
nique. We will use it in this work for approximating the posterior distribution over the 
players’ strengths. The question that we want to answer here is: how do different variants 
of expectation propagation perform for this setting? In particular, does it make sense to 
perform backward and forward iterations for the approximations and does it help to have 
a more complicated (full) covariance structure?

The rest of the chapter is structured as follows: in the next section, Section 2.2, we 
introduce the probabilistic framework used to estimate players’ strengths. In Section 2.3, 
we present algorithms for approximate inference and the way they apply to our setting. 
In Section 2.4, we show experimental results for real data based on which we compare 
the performance of the algorithms. In Section 2.5 we end with conclusions.

2.2 Probabilistic Framework for Estimating Players’ 
Strengths

Let 9 be an n piayers-dimensional probabilistic variable whose components represent the 
players’ strengths. We define //,, =  1 if player i wins over player j ,  and //,, =  - 1  
otherwise. For modeling the probability of //,, as a function of the strengths <>, and Oj, 
we use the Bradley-Terry model (Bradley and Terry, 1952):

° i ]  =  1 +  e x p [ — y i j ( 0 i  — Oj)] ■ ( 2 ' 1}

A straightforward method to approximate the players’ strengths is to compute the likeli
hood of 9 given Y ; where Y  stands for the outcomes of all played matches. The likeli
hood is computed as the product of terms of the form given in Equation (2.1), with each 
term corresponding to a match outcome. This way of computing the likelihood is based 
on the assumption that the match outcomes are independent. This assumption does not 
totally holds in practice, but we have to make it in order to obtain a reasonable compu
tational form of the likelihood. We can then take the maximum of the likelihood as the 
estimate for the strengths of the players.

9



Chapter 2. Methods for Analyzing Pairwise Data

The maximum likelihood approach gives a point estimate, the Bayesian approach, 
on the other hand, yields a distribution over the players’ strengths. Furthermore, useful 
sources of information, like results in previous competitions and additional information 
about the players, can be incorporated in a prior distribution over the strengths. Using 
Bayes’ rule we compute the posterior distribution over the players’ strengths:

P (e \Y )  =  -dp {Y \e )p {e )  =  , (2 -2)
*7

where ¡>{0) is the prior, p(yij\6i, 6j) is given in Equation (2.1), and £  is a normalization 
constant, the evidence.

The mean or the mode of the posterior can be taken as the best estimate for the play
ers’ strengths. While computing the mean of the posterior distribution is computationally 
intractable, its mode (MAP) can be determined using optimization algorithms. For the 
MAP estimate the computation time is linear in the number of matches, and the number 
of iterations needed to obtain convergence. Typically, with a state-of-the-art optimization 
method such as conjugate gradient, the number of iterations needed scales linearly with 
the number of players.

For making accurate predictions and estimating the confidence of these predictions, 
using the entire posterior distribution over the players’ strengths is a better option than 
only focusing on point estimates of this distribution. The posterior distribution obtained 
in Equation (2.2) using Bayes’ rule cannot be computed analytically, hence we need to 
make approximations for it. For this task, sampling methods are very costly because of 
the high-dimensionality of the sampling space: the dimension is equal to the number 
of players. Therefore, for rating players, we here focus on deterministic approximation 
techniques, in particular expectation propagation and variants of it.

2.3 Expectation Propagation

Expectation propagation (EP) (Minka, 2001) is an approximation technique which tunes 
the parameters of a simpler approximate distribution to approximate the exact posterior 
distribution of the model parameters given the data. The typical choice for the simpler 
approximate distribution is the Gaussian distribution.

The Gaussian distribution, also known as the normal distribution, is a continuous 
probability distribution that is often used as a first approximation to describe real-valued 
random variables that tend to cluster around a single mean value. The multivariate Gaus
sian distribution of a random variable 9  of dimension d is defined as follows, i.e.,

p W f l ' s )  s  “ p B “ " ’) '

where /lx and E  are the parameters of the distribution.
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2.3. Expectation Propagation

Assumed Density Filtering

ADF is an approximation technique in which the terms of the posterior distribution are 
added one at a time, and in each step the result of the inclusion is projected back into the 
assumed density. As the assumed density we take the Gaussian, to which we will refer 
further as q.

The first term which is included is the prior, q { 6 )  =  p { 6 ) .  Next, terms are added 
one at a time p ( 6 )  =  0 j ) q { 6 ) ,  with Qj) =  p ( y i j \ Q i , Qj),  and at each step
the resulting distribution is approximated as closely as possible by a Gaussian q new (9 ) =  

Project{p{6)}. Using the Kullback-Leibler (KL) divergence as the measure between the 
non-Gaussian p  and the Gaussian approximation, projection becomes moment matching: 
the result q new of the projection is the Gaussian that has the first two moments, mean and 
covariance, the same as p. After we add a term and project, the Gaussian approximation 
changes. We call the quotient between the new and old Gaussian approximation a term 
approximation, and we use it for it the notation ^¿¿(0*, Qj).  The steps from above are 
formalized below.

Iterative Improvement

EP generalizes ADF by performing backward-forward iterations to refine the term ap
proximations until convergence. The final approximation will be independent of the 
order of incorporating the terms. The algorithm performs the following steps.

1. Initialize the term approximations ^¿¿(0*, Qj),  e.g., by performing ADF; and com
pute the initial approximation

q { 0 ) = p { 0 ) ' [ [ * ij { 0 i , 0 j ) .

*7

2. Repeat until all ^  converge:

(a) Remove a term approximation '1', , from the approximation, yielding

q ( 0 )
l V j (9) =

(b) Combine q\tj (6) with the exact factor ^  =  p { y i j  \0*, Qj)  to obtain

p(e) = ^ i j (Qi ,Qj ) q ^ ( e ) .  (2.3)

(c) Project i>(6) into the approximation family

qnew(0) = argmin KL[p\\q] .
q£Q

11
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(d) Recompute the term approximation through the division

„n ew  (

=  N o 

where i f L [ | | ]  is the Kullback-Leibler divergence (Kullback and Leibler, 1951). 
K L \ l ’\\()\ is a non-symmetric measure of the difference between two probability distri
butions P  and Q, more precisely it measures the expected number of extra bits required 
to code samples from P  when using a code based on Q. Typically P  represents the “true” 
distribution of data while Q represents an approximation of P.  For continuous random 
variables, it is defined as

KL[P\\Q] = [  ddp(e) log m
Q ( 0 ) '

When minimizing the KL divergence in step (c) we can take advantage of the locality 
property of EP (Seeger, 2002). From Equation (2.3), because the term '1',, does not 
depend on 0 ' 7, we can rewrite p  as:

p{0) = p(0\ i j \0i ,0j )p(0i ,0j ) = p (0 i ,0j )q\l:)(0\i j \0i ,0j ) .

Furthermore we obtain:

KL[p(0)\\q(0)} =

+ E m êj)[KL[q\i\ 0 \ i j \0U 0j )\\q{0\i j \0i , 0j)]]. (2.4)

The two terms on the right-hand side can be minimized independently. Minimization of 
the second term gives:

qnew(0V j \0i, 0j) = q\i j (eV j \0i, 0j) . (2.5)

Minimizing the KL divergence for the first term in the right-hand side in Equation (2.4) 
reduces to matching the moments, mean and covariance, between the 2-dimensional dis
tributions p(0i,0j ) and q(0i,0j).

Computational Complexity

Exploiting this locality property, we managed to go from n piayers-dimensional integrals 
to 2-dimensional integrals, which can be further reduced to 1 dimension, by rewriting 
them in the following way (see e.g., the appendix of (Barber and Bishop, 1998)):

{^(0i ,0 j ) )x(m ,c) = (F{a 0ij))N{m,c) = {F(0VaTC a  + a Tm ) ) ^ {0A) ,

where a  is the vector [-1 , 1] if player i is the winner, or a = [1, -1 ] if player / is the 
winner, 0 i j  = \0, . Oj], F  is defined through Equation (2.1), and M i n i .  C)  stands for a
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Gaussian with mean m  and covariance matrix C.  Substituting the solution (2.5), we see 
that the term approximation, in step (d) of the algorithm, indeed only depends on 0, and
e3.

We can simplify the computations by using the canonical form of the Gaussian dis
tribution. Because, when projecting, we need the moment form of the distribution, we 
go back and forth between distributions in terms of moments and in terms of canoni
cal parameters. For a Gaussian, this requires computing the inverse of the covariance 
matrix, which is of the order nplayers. Since the covariance matrix, when refining the 
term corresponding to the game between players i and j ,  changes only for the elements 
corresponding to players i and j ,  we can use the Woodbury formula (Press et al., 1992) 
to reduce the cubic complexity of the matrix inversion to a quadratic one. Thus, the 
complexity of EP is of the order:

Complexity(EP) =  0 ( n iterationS x n p lay e rs  X ^ m a tc h e s )  j

where «iterations is the number of iterations back and forth in refining the term approx
imations. In practice, the number of iterations to converge seems largely independent 
of the number of players or matches. In our experiments, we needed n iterations ~  5 to 
converge.

We will refer to this version of EP as EP-Correlated: by projecting into a non- 
factorized Gaussian, it takes into account the correlations between the players’ strengths.

EP-Independent

The complexity of the EP algorithm can be reduced further if we keep track only of 
the diagonal elements of the covariance matrix, ignoring the correlations. The matrix 
inversion has in this case linear complexity. The algorithm is faster and requires less 
memory.

2.4 Experimental Evaluation

We applied the approximation algorithms, presented in the previous section, to the anal
ysis of a real data set. The data set consists of results of 38538 tennis matches played 
on ATP events among 1139 players between 1995 and 2006. The goal was to compute 
ratings for the players based on the match outcomes. The methods described yield a 
Gaussian distribution of the players’ strengths; the mean of the distribution represents 
our estimate of the players’ strengths, the rating, and the variance relates to the uncer
tainty. Furthermore, we predict results of future games, and estimate the confidence of 
our predictions. We take as the prior a Gaussian distribution with mean zero and covari
ance equal to the identity matrix.

Figure 1 shows the empirical distribution of the players’ strengths (means of the pos
terior distribution) in comparison with the average width of the posterior for an individual
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- 2 - 1 0 1 2 3 4  
players’ strengths

Figure 2.1: A histogram of the players’ strengths (means of the posterior distribution) for 
all years. The bar indicates the average width of the posterior distribution for each of the 
individual players. The results shown are for EP-Correlated.

player. It can be seen that the uncertainty for individual players is comparable to the di
versity between players.

2.4.1 Accuracy

We computed the ratings for the players at the end of each year, based on the matches 
from that year. Furthermore, based on these ratings we made predictions for matches in 
the next year: in a match we predicted the player with the highest rating to win.

EP-Correlated versus ADF

We compared the accuracy of the predictions based on EP-Correlated ratings with the 
ones based on ADF ratings. We divided all joint predictions into 4 categories as shown 
in Table 2.1. We applied a binomial test on the matches for which the two algorithms gave 
different predictions to check the significance of the difference in performance (Salzberg, 
1997). The p-value obtained for this one-sided binomial test is 3 x 10~14, which indicates 
that the difference is highly significant: EP-Correlated performs significantly better than 
ADF.

EP-Correlated versus EP-Independent

The same type of comparison was performed between EP-Correlated and EP- 
Independent, the results are shown in Table 2.1. As for the previous comparison, the
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Table 2.1: Comparison between EP-Correlated, ADF and EP-Independent based on 
the number of matches correctly/incorrectly predicted. The EP-C in the table below 
stands for EP-Correlated.

ADF EP-Independent

true false true false

EP-C

true
false

16636(54.48%) 2395 (7.81%) 
1902(6.21%) 9620(31.50%)

17857 (58.46%) 1174 (3.83%) 
945 (3.09%) 10577 (34.62%)

p-value is very small, 3 x 10 7: the binomial test suggests that the difference between 
the two algorithms is again highly significant.

EP-Correlated versus Laplace and ATP Rating

We compared Laplace’s method and EP-Correlated to find out that EP-Correlated does 
slightly, but not significantly better (p-value is 0.3). They disagree on only 0.2% of all 
matches.

We also compared the accuracy of the predictions based on the EP ratings with the 
accuracy of the predictions obtained using the ATP ratings at the end of the year. The 
ATP rating system gives points to players according to the type of the tournament and 
how far in the tournament they reached. Averaged over all the years, both EP and ATP 
ratings, give similar accuracy of predictions for the next, about 62%.

2.4.2 Confidence

With a posterior probability over the players’ strengths we can compute the confidence 
of the predictions.

The algorithms presented perform about the same in estimating the confidence. How
ever, they all tend to be overconfident, in the sense that the actual fraction of correctly 
predicted matches is smaller than the predicted confidence, as indicated by the solid line 
in the left plot of Figure 2.2. We can correct this by adding noise to the players’ strengths, 
to account for the fact that a player’s strength changes over time:

S t + l  =  ®t +  £

where e has mean zero and variance a 2. To evaluate the confidence estimation, we plot 
on the right side of Figure 2.2 the Brier score (Brier, 1950) for different values of a. The 
optimum is obtained for a  =  1.4, which then yields the dashed line in the left plot of

15



Chapter 2. Methods for Analyzing Paim’ise Data

Figure 2.2: Left: the actual fraction of correctly predicted matches as a function of the 
predicted confidence; without added noise (solid line) and with noise of standard devi
ation 1.4 added (dashed line); the dotted line represents the ideal case and is drawn for 
reference. Right: the Brier score for the confidence of the predictions as a function of the 
standard deviation of the noise added to each player’s strength.

Figure 2.2.

2.5 Conclusions and Future Work

Based on the experimental results reported in this study we draw the conclusion that EP- 
Correlated performs better in doing predictions for this type of data set than its modified 
versions, ADF and EP-Independent. Further experiments should reveal whether this also 
applies to other types of data.

Our results are generalizable to more complex models, e.g. including dynamics over 
time, which means that a players rating in the present is related to his performance in 
the past (Glickman, 1993); and team effects: a player’s rating is inferred from team 
performance (Herbrich et al., 2007; Huang et al., 2005). Specifically for tennis, the more 
complex models should also incorporate the effect of surface because the performance 
of tennis players in a match is influenced by the type of surface they play on (grass, clay, 
hard court, indoor). In this work we considered the most basic probabilistic rating model; 
this model performs as good as the ATP ranking system. We would expect that the more 
complex models could outperform ATP.
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Chapter 3

Multi-Task Preference Learning 
with an Application to 
Hearing-Aid Personalization

We present an EM-algorithm for the problem of learning preferences with 
semi-parametric models derived from Gaussian processes in the context of 
multi-task learning. We validate our approach on an audiological data set 
and show that predictive results for sound quality perception of hearing- 
impaired subjects, in the context of pairwise comparison experiments, can 
be improved using a hierarchical model.1

1This work has been published as: A. Birlutiu, P. Groot andT. Heskes “Multi-Task Preference Learning with 
an Application to Hearing-Aid Personalization” Neurocomputing, vol 73, issues 7-9, pages 1177-1185, 2010. 
It is based on the work which appeared as: A. Birlutiu, P. Groot and T. Heskes “Multi-Task Preference Learning 
with Gaussian Processes” Proceedings o f the 17th European Symposium on Artificial Neural Networks, pages 
123-128, 2009.
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3.1 Introduction

There has been a wide interest in learning the preferences of people within artificial 
intelligence research in the last years (Doyle, 2004). Preference learning is a crucial 
aspect in modern applications such as decision support systems (Chajewska et al., 2000), 
recommender systems (Blythe, 2002; Blei et al., 2003), and personalized devices (Clyde 
et al., 1993; Heskes and de Vries, 2005).

It is important to optimize the preference learning process in terms of cost/time in
vested. Many machine learning techniques especially designed for optimizing the learn
ing process, such as multi-task learning, have been little explored in the context of pref
erence learning. Multi-task learning is especially suited to the situation in which data for 
a specific single scenario is scarce, but data is already available from similar scenarios. 
An example is evaluating sound quality with hearing aids: we have gathered sound eval
uations for quite some subjects, information that we would like to exploit when learning 
a model for a new subject.

The aim of this work is to apply multi-task learning to the context of preference 
learning. We consider the problem of learning people’s preferences not as an individual 
problem, but in the context of learning from similar tasks with multiple subjects. In 
this way, the model of different subjects can regularize and influence each other. We 
demonstrate the usefulness of our model on an audiological data set. We show that the 
process of learning preferences can be significantly improved by using a hierarchical 
semi-parametric model based on Gaussian processes.

3.1.1 Related Work

In this section we review some studies from preference learning and multi-task learning 
related to the work presented in this chapter.

Preference Learning

Preference learning has recently received much attention in the machine learning com
munity (Furnkranz and Hullermeier, 2005). In the literature, two approaches are mainly 
used for representing preference information: i) binary preference predicates and ii) scor
ing methods (utility functions). The first category aims at obtaining a ranking of instances 
from a set of pairwise preferences by solving an augmented binary classification prob
lem (Herbrich et al., 1998; Aiolli and Sperduti, 2004) or by decomposing the problem 
into multiple binary classification problems (Furnkranz and Hullermeier, 2003). The 
second category uses regression to map instances to target valuations for direct rank
ing (Caruana et al., 1996; Crammer and Singer, 2001; Chu and Ghahramani, 2005a; 
Brochu et al., 2008). We focus on the second approach by modeling utility functions 
using Gaussian processes (GPs). By formulating the preference elicitation process as a 
probabilistic Bayesian learning problem, one can deal with inconsistencies in subjects’
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responses as well as learn biases the subjects may have. GPs have been around for quite 
some time (Kimmeldorf and Wahba, 1970; Blight and Ott, 1975), nevertheless, their ap
plications have increased considerably over the recent years and is still the focus of much 
research (Rasmussen and Williams, 2006). Only recently, GP models have been applied 
to the problem of eliciting people’s preferences (Chu and Ghahramani, 2005a; Brochu 
et al., 2008) or eliciting probability distributions from expert’s opinions (Gosling, 2005; 
Gosling et al., 2007; Moala and O’Hagan, 2009).

Multi-Task Learning

The basic idea in multi-task learning is that models learned on different scenarios have 
parts in common. In a Bayesian framework this often boils down to sharing a hierarchical 
prior (Bakker and Heskes, 2003; Evgeniou et al., 2005; Xue et al., 2007). Typical applica
tion scenarios for multi-task learning are in the area of recommender systems (Blei et al., 
2003; Marlin, 2003), which combine content information (e.g., features of items) with 
collaborative information (data from other subjects) (Chapelle and Harchaoui, 2005; Yu 
et al., 2003). Multi-task learning with Gaussian processes has recently received attention 
(Schwaighofer et al., 2005; Yu et al., 2005; Bonilla et al., 2008; Platt et al., 2002). This 
work is an extension of the semi-parametric multi-task models for regression based on 
Gaussian processes introduced by (Schwaighofer et al., 2005; Yu et al., 2005) to the case 
of learning from qualitative preference statements.

3.1.2 Outline of the Chapter

The rest of this chapter is organized as follows. Section 3.2 introduces the probabilistic 
choice model which represents how subjects choose among a finite set of alternatives. 
The model assumes a latent utility function that represents a person’s preferences. Sec
tion 3.3 presents three representations for utility functions: i) A parametric representation 
in which multi-task learning can be easily implemented; ii) A non-parametric Gaussian 
process representation; Hi) A semi-parametric dual representation based on Gaussian pro
cesses. Section 3.4 describes Bayesian learning of the individual utility function. Sec
tion 3.5 presents multi-task preference learning. We introduce a hierarchical extension 
to the Bayesian framework and use the Expectation Maximization algorithm for learning 
a hierarchical prior. Section 3.6 reports experimental results with the hierarchical model 
for learning subject preferences in an audiological context. Section 3.7 presents our con
clusions and directions for future work. The appendices give details about the algorithms 
developed in this chapter.

3.1.3 Notation

We denote vectors and matrices with boldface type and their components with regular 
type, i.e., vector x  with components x n, and matrix K  with elements K l;, . The notation
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£ )  is used for a multivariate Gaussian with mean /li  and variance £ .  The trans
pose of a matrix M  is denoted by M T . The zero vector and identity matrix are denoted 
by 0 and I ,  respectively.

3.2 Probabilistic Choice Models

This section introduces the probabilistic choice model which gives a representation of 
how people choose among a finite set of alternatives. Let X  =  { * 1, . . . ,  * /}  be a set 
of I  distinct inputs. Typically every input is represented by an V-dimensional vector 
of features (a:* e  R /V). We consider M  subjects. Let D m be a set of Jm observed 
preference comparisons over instances in X  corresponding to subject to =  1 , . . . ,  M

A n  =  { ( x iTi j ) , . . . , X i™{j), a " i)\ l  < j <  Jm, a™ £  (3.1)

with . . . ,  : { 1 , . . . ,  J m } —> { 1 , . . . ,  1} index functions such that i™{j) represents 
the first input presented in the j th  preference comparison to subject to, and a™ =  a 
means that alternative x , ^ ( :i) is preferred from the A  inputs presented to subject to in 
the j th  comparison. We consider a version of this setup in which the preference data 
of each subject uses the same set of inputs X ,  which is known beforehand and remains 
fixed. This is the standard setup in marketing applications of preference modeling where 
the same choice panel questions are given to many individual consumers, each subject 
provides his/her own preferences, and we assume that there is some similarity among the 
preferences of the subjects in the general sense that people have some common prefer
ences.

The preference observations from the comparisons described above can be modeled 
using probabilistic choice models. The main idea behind probabilistic choice models is 
to assume a latent utility function value ! (x)  associated with each input x  which cap
tures the preference of subject to for a;. In the ideal case the latent function values are 
consistent with the preference observations, which in probabilistic terms can be written 
as p(o<j • • • ? a (j)? ) 1 if Urrrii^x^a(j)) ^  Um (*^a/( j)) when a ^  <2 . In
practice, however, subjects are often inconsistent in their responses. A very inconsistent 
subject will have a high uncertainty associated with the utility function; this uncertainty 
is directly taken into account in the probabilistic framework. A standard modeling as
sumption (Bradley and Terry, 1952; Kanninen, 2002; Glickman and Jensen, 2005) is that 
the subject’s decision in such a forced-choice comparison follows a multinomial logistic 
model, which is defined as

„f.  - I -  -  TT > exP [u m ( x ia{j))]p(a,j — a \x i l (j-),. . . ,  Um ) — , . (3.2)
E a ' = l eXP

For pairwise comparisons, i.e., the subject choosing between one of two presented alter
natives, Equation (3.2) is known as the Bradley-Terry model (Bradley and Terry, 1952).
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The Bradley-Terry model using a dichotomous response scale {worse, better} can be ex
tended to a polytomous response scale, such as, for instance, {much worse, worse, equal, 
better, much better}. The polytomous response scale results in more information from a 
comparison than a dichotomous response scale and can be modeled using a polytomous 
Rasch model (Alagumalai et al., 2005). The optimal response scale, however, depends 
on the application domain. The polytomous scale cannot be applied in some domains. 
For example, in the audiological domain that we consider in this work it is standard prac
tice to use forced-choice pairwise comparisons using a response scale with two or three 
items; more alternatives or a larger response scale would make the preference elicitation 
process too tiresome for the subject.

An alternative to the model from Equation (3.2) is the multinomial probit model, 
which has been used before to learn from pairwise comparisons, for example in (Chu and 
Ghahramani, 2005a; Brochu et al., 2008). The two models, logistic and probit, give sim
ilar predictions, however, for A  > 3 the probit model is more difficult to handle (Kropko 
and Rabinowitz, 2008). For this study we will use the multinomial logistic model.

In this probabilistic framework, learning the preferences of a subject to reduces to 
learning the corresponding utility function Um . The goal of this work is to learn the util
ity functions corresponding to different subjects jointly by sharing information between 
them.

3.3 Models for Utility Functions

This section discusses three representations for the utility functions:

1. A parametric representation in which multi-task learning is naturally obtained by 
introducing a joint prior over parameters (Section 3.3.1).

2. A non-parametric representation using Gaussian processes (Section 3.3.2). Multi
task learning is in this case arguably more complicated since here one has to con
sider a joint prior over functions.

3. A semi-parametric dual representation of the utility function based on Gaussian 
processes (Section 3.3.3). This dual representation has a parametric form on which 
multi-task learning can be easily implemented by employing the theory of hierar
chical modeling for parametric models. We show in Appendix 3.8 that this repre
sentation preserves properties of the non-parametric Gaussian process representa
tion.

For simplicity of notation we omit, in this section and the next one, the superscript to 
when referring to the individual utility function.
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3.3.1 Parametric Models

The utility function in the parametric representation is a fixed model U ( x , 0 )  in which 
the vector of parameters 9  captures the preferences of the subject. To learn a subject’s 
preferences we need to learn the parameter 0. Multi-task learning is implemented by 
introducing a prior distribution over 0. This prior is learned from the data available 
from all subjects. The parametric representation is rather limited as the model U(x ,  6) 
is predefined.

3.3.2 Non-Parametric Models

The main advantage of using the Gaussian process formalism in our framework is that it 
allows modeling the utility function in a non-parametric way, allowing more flexibility 
than a fixed parametric model. Furthermore, the computational complexity of GPs is 
independent of the dimension of the data points but dependent on the number of them; 
this is an advantage when the number data points is less than the feature dimension.

A Gaussian process (GP) (Rasmussen and Williams, 2006) is a collection of random 
variables any finite number of which have a joint Gaussian distribution. In our case the 
random variables are the output values of the utility function and we identify the utility 
function U with a finite vector U.  Following the approach of (Chu and Ghahramani, 
2005a) for learning preferences with GPs, we define a GP prior over the utility function, 
i.e., given X  =  { a ^ , . . . ,  a;/}, the joint distribution over the utility function values is a 
multivariate Gaussian distribution

The covariance matrix K  is generated by a kernel function k , = n i x ,  . x ;j). Possible 
choices for k are, for example, the linear kernel «Linear or the Gaussian kernel «Gauss 
defined as follows

where i  in Equation (3.4) is a length-scale parameter.
The choice of the kernel function depends on our assumptions about properties of 

the actual utility function, where actual utility function refers to how the people evaluate 
utilities in reality. In some domains a linear kernel can be good enough; in other domains 
when a more complex form of the utility function is needed a Gaussian kernel is more 
suited.

A Gaussian process is in fact equivalent to a Bayesian interpretation of linear regres

(3.3)

n =  1

(3.4)
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sion (Rasmussen and Williams, 2006). Let

U (x )  = <p(x)T a  = y ' j a i<t>i (x)

be a linear combination of (a possibly infinite number of) basis functions </>*(•). If the 
weight vector a  is drawn from a Gaussian distribution this induces a probability distri
bution over functions U(-) = 4>(-)T a .  This distribution is a Gaussian process. From 
this analogy it follows that a linear kernel is essentially equivalent to a linear parametric 
model.

A graphical representation of preference learning using the GP representation of the 
utility function, for the case of pairwise comparisons, is given on the left-hand side of 
Figure 3.1. What is inside the plate corresponds to the utility model of one subject. 
The response a\  given by a subject to the comparison {x  \. x ->} depends on the values 
U i x  i j and U (x->) of the subjects’ utility function. The goal is to learn the latent utility 
function in order to predict the outcomes of the unobserved comparisons (a2) based on 
the observed ones (ai and a3). The utility function values U { x i), £/(:r 2), and U { x 3) 
(corresponding to the same subject) are correlated in the GP formalism since they depend 
on each other through the kernel (illustrated by the solid bar between them). Furthermore, 
the utility models for each subject depend on the same prior estimates m  and K .

3.3.3 Semi-Parametric Models

Inspired by the representer theorem (Scholkopf et al., 2001) —  that links the GP to a 
semi-parametric model —  we use a dual representation for the utility function. The dual 
representation has a semi-parametric form on which multi-task learning can be easily 
implemented by employing the theory of hierarchical modeling for parametric models. 
In the dual representation the utility function U(x) ,  x  e  X  is defined as follows

where Xi e  X ,  n is the kernel function, and a  -- A £) .  Equation (3.5) expresses the 
utility function as a linear combination of basis functions defined by a kernel centered on 
the data points. The vector of parameters a  with dimension I  —  the number of inputs — 
captures the information collected from the data set related to a subject. Even though a  
is a parameter, it does not induce a fixed form for the utility function —  as the represen
tation of the utility function in Equation (3.5) is data dependent. The parameter a  can 
give further insights about the importance of each data point and can be used to obtain 
sparseness and detect outliers (Gestel et al., 2002). The representation of the utility func
tion from Equation (3.5) is similar to the Relevance Vector Machine (RVM) (Tipping, 
2001); the vector of parameters a  can give information about which data points (if any)

i
(3.5)

25



Chapter 3. Multi-Task Preference Learning

Figure 3.1: Preference learning based on two representations of the utility function. What 
is inside the plate corresponds to the utility model of one subject. Left: non-parametric 
Gaussian process (cf. Section 3.3.2). Right: semi-parametric model derived from a Gaus
sian process (cf. Section 3.3.3). The observation a\  of the comparison [x  \. x->} depends 
on the values U ( x  \ ) and Uix->) of the subjects’ utility function. The goal is to learn the 
latent utility function U in order to predict the outcomes of the unseen comparisons (o2) 
based on the observed ones (« i and o3).

are relevant / prototypes. Furthermore, based on a  we can decide which data points to 
query for labeling next such as to obtain maximum information in an experimental de
sign / active learning approach. When the number of data points is large sparsity may be 
desired for the parameter a .  In that case a Laplacian rather than a Gaussian prior may be 
more suited.

A graphical representation of preference learning using the dual representation of the 
GP, for the case of pairwise comparisons, is given on the right-hand side of Figure 3.1. 
Analogous to the left-hand side of the figure, what is inside the plate corresponds to the 
utility model of one subject. The difference with the left-hand side is that the utility func
tion of one subject is determined by the parameter a .  Note that in this representation the 
utility function values U ( x  \ ) . ( xi )  are conditionally independent given a .  Fur
thermore, the parameters corresponding to the utility models of different subjects depend 
on the hierarchical prior estimates (j, and £ .

The correspondence between the dual representation considered in this section and 
the primal formulation considered in Section 3.3.2 is discussed in the Appendix 3.8.
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3.4 Learning Utility Functions

In order to learn a subject’s preferences, we treat the vector of parameters a  as a ran
dom variable. After performing experiments and observing their outcomes, the posterior 
distribution over a  is computed using Bayes’ rule,

p ( a \ D ,  fi, E ) oc p ( a ) p ( D A \Dx , a )  
j

=  p ( a ) Y [ p ( a j \ x i l U h  .. . , x iAU]l, a )  
j= i

where D  = { D X , D A } represents the inputs D x  and the outputs D A, 
with inputs D x  = { ( x ^ ^ , . . . ,  x iA^ ) , j  =  1 , . . . ,  J} , preference observations 
D a  {n;i - j  I . . . . .  •/}, and likelihood terms of the form given in Equation (3.2). 
We make the common assumption of a Gaussian prior distribution. The entire posterior 
distribution over a  is needed in the multi-task learning framework presented in the 
next section. As the exact posterior distribution is intractable we approximate it with 
a Gaussian distribution. The Gaussian approximation is a good approximation of the 
posterior distribution because with few data points the posterior is close to a Gaussian 
due to the prior, and with many data points the posterior approaches again a Gaussian as a 
consequence of the central limit theorem (Bishop, 2006). Two types of approaches exist 
for approximating the posterior distribution i) deterministic methods for approximate 
inference (e.g., Laplace’s method (Mackay, 2002), Expectation Propagation (Minka, 
2001)); ii) methods based on sampling. Since the sampling methods are computationally 
expensive and the deterministic methods are known to be very accurate for these types of 
models (Glickman and Jensen, 2005) we focus on deterministic methods. In Appendix 
3.9 we present two methods for approximate inference in the probabilistic choice models 
described in Section 3.2.

3.5 Multi-Task Preference Learning

In this section we consider learning the utility function in a multi-task setting. Consider 
M  tasks, each task corresponding to one subject. Let D m be the data set of subject m 
of the form given in Equation (3.1). The goal is the joint learning of the latent utility 
functions Um for to =  1 , . . . ,  M  by sharing information between tasks. We implement 
the multi-task learning using Bayesian hierarchical modeling. We derive a method for 
gathering data from previous subjects into a single distribution that is used as a prior 
distribution for a new subject.

The utility function Um is parameterized in terms of a m . The inference problems for 
all the tasks are coupled by having the same prior over the parameters a m , i.e., we set 
p{oLm ) = N { a . m \n, E ) a Gaussian prior with the same /lx and E  for all subjects. The 
posterior distribution for each task is assumed to be (close to) a Gaussian with mean fj,m
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and variance £ m. A penalized version of the maximum likelihood values for the prior 
mean fj, and the prior variance £ ,  can be obtained by specifying a hyper prior distribution 
p(lli, £ ) .  We assume a normal-inverse-Wishart distribution as the hyper prior since it is 
the conjugate prior for the multivariate distribution

The normal-inverse-Wishart distribution is specified by means of the scale matrix £ , 
with precision r  and mean /lx0 with precision 7r. We assume that fj,0 =  0 and S 0 =  I .

3.5.1 EM Algorithm for Learning the Hierarchical Prior

The hierarchical prior is obtained by maximizing the penalized loglikelihood of all 
data. This optimization is performed by applying the Expectation Maximization algo
rithm (Gelman et al., 2003; Yu et al., 2005) which reduces to the iteration (until conver
gence) of the following two steps.

E-step: For each subject m  estimate the sufficient statistics (mean fj,m and covariance 
matrix £ m) of the posterior distribution over a m given the current estimates / / '• ' 
and X/'-' of the hierarchical prior. The E-step is performed using one of the infer
ence techniques mentioned in Appendix 3.9.

M -step: Re-estimate the parameters of the hierarchical prior:

where fxm and £•„, are the posterior mean and variance for subject to computed 
based on the previous prior mean / / '• ' and variance The update equation for 
the variance relates to the variance of a mixture model: the last term on the right- 
hand side of Equation (3.6) computes the variance between the individual means 
and the second term the individual variances in the mixture components.

In each E-step the distribution over a m is approximated with a multivariate Gaussian. 
Therefore, in our hierarchical framework each utility function Um can still be interpreted 
as an (approximate) Gaussian process (cf. the equivalence stated in Appendix 3.8). The 
derivation of the EM algorithm is given in Appendix 3.10.

Pin ,  S )  =  - E )  Z W (E |t ,  So) .
7T

m= 1

(3.6)
m= 1
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3.6 Experimental Evaluation

We validated our approach for hierarchical preference learning on an audiological data 
set. The audiological data set consists of evaluations of sound quality from 14 normal- 
hearing and 18 hearing-impaired subjects which we considered as two separate data sets. 
Each person was subjected to 576 pairwise comparison listening experiments of the form 
(* 1, X 2 , a), where x  and x-> represent two output sounds obtained by processing the 
same input sound using two different parameter settings of the hearing aid and a G {1,2} 
denotes which of the two alternatives was preferred by the subject. The preference data 
collected in the audiological experiment is related to the overall evaluation of the quality 
of the sound stimulus presented. Research in audiology (Arehart et al., 2007) shows 
that intelligibility is an important factor in the perceptual judgment of sound quality by 
subjects. In order to increase intelligibility the sound stimulus is being processed, e.g., 
by reducing noise or increasing the volume in some frequency bands. Sound processing 
adds, however, different kinds of distortions to the output signal listened to by a subject, 
thus degrading the comfort and as a result the overall sound quality. The way in which 
people perceive the quality of the processed sound stimulus varies, even for normal- 
hearing subjects. A detailed description of the data set can be found in (Arehart et al., 
2007).

The goal of the validation was to check whether the preferences of a new subject can 
be learned more accurately by using the available preferences from other subjects. To 
answer this question we compared the hierarchical model with a method which assumes 
no prior information and a pooling method. In each simulation one subject was left- 
out (the test subject). The data set for the test subject was split into training (used for 
learning preferences) and testing (the accuracy of the predictions on the test data was 
used as a measure of how much we learned about subject’s preferences). Each subject 
was characterized by a utility function which describes his/her preferences. The utility 
function was parameterized by the vector a  as discussed in Section 3.3.

The hierarchical model uses the EM algorithm described in the previous section to 
gather data from the group of subjects into a probability distribution over a ,  which was 
used as the starting prior for the test subject. The values of the hyper-parameters of the 
hierarchical prior were set to 7r =  0 and r  =  1. The non-informative prior method uses 
a flat prior (a Gaussian distribution with a large variance) which assumes no information 
about the test subject’s preferences. The pooling method pools all data together and a 
single model is learned based on all but the test subject after which data from the test 
subject is added one by one.

The plots in Figure 3.2 compare the accuracy obtained using the hierarchical model 
with a Gaussian kernel versus the non-informative method and the pooling method. The 
data for each test subject was split into 5 equal sized blocks, one block was considered for 
training and the rest for testing. The results were averaged over the splits and within each 
group of normal-hearing and hearing-impaired subjects. The pooling method works good 
for normal-hearing subjects but performs bad for the hearing-impaired subjects. This is
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Normal-hearing subjects Hearing-impaired subjects

# experiments # experiments

Figure 3.2: Accuracy for the hierarchical model, pooling method and the non-infonnative 
method as a function of the number of data-points included for the test subject for normal- 
hearing subjects (left-hand side plot) and for hearing-impaired subjects (right-hand side 
plot). A Gaussian kernel with ( =  1 was used. The bars indicate the standard error of the 
mean.

as expected since hearing-impaired subjects have large variations in their preferences for 
speech quality, whereas for normal-hearing subjects the variations are smaller. There is 
no change in the accuracy of the pooling method as a function of the number of experi
ments / data points because the few extra data points of the test subject, compared with 
all the data points from the other subjects, do not really affect the estimate. The vari
ance is higher within the hearing-impaired group due to variations in the audiological 
conditions.

Furthermore, in order to determine which of the kernels for the hierarchical model is 
more suited for this data set we compared the accuracy obtained with a Gaussian kernel 
versus a linear kerne. We used the same setup as in the previous comparison. The results 
are shown in Figure 3.3 The Gaussian kernel appears to be better overall than the linear 
kernel for this data set.

3.7 Conclusions and Future Work

We have introduced a hierarchical modeling approach for learning related functions of 
multiple subjects performing similar tasks using Gaussian processes. A hierarchical prior 
was used which enforces a similar structure for the utility function of each individual 
subject.

We are interested in further improvements of the model. Particularly, we plan to 
investigate how to select, in an active way, the most informative experiments in order to 
learn subjects’ preferences. Furthermore, it might be interesting to automatically cluster, 
either beforehand or as an integral part of the algorithm, the subjects into groups with
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Normal-hearing subjects Hearing-impaired subjects

#experiments #experiments

Figure 3.3: Accuracy of the hierarchical model with a Gaussian kernel (solid line) versus 
a linear kernel (dashed line) for normal-hearing subjects (left-hand side plot) and for 
hearing-impaired subjects (right-hand side plot). The bars indicate the standard error of 
the mean.

similar behavior. For the audiological data set used in this study we manually clustered 
the data into two sets of normal-hearing and hearing-impaired subjects since the plots of 
the maximum-likelihood estimates of the subjects’ parameters did not show the need for 
further subclustering. For other data sets one could consider replacing the Gaussian prior 
with a Dirichlet prior (Xue et al., 2007). This would lead to automatically clustering of 
the subjects and would enable the algorithm to identify relatedness among the subjects. 
In this way the hierarchical prior is learned using those subjects that are more related 
to the test subject. Another alternative for future research is to compare our approach 
to other multi-task learning approaches, for example, (Micchelli and Pontil, 2005) and 
(Bonilla et al., 2008).

3.8 Appendix A: Equivalence of the GP Representations

We analyze the relation between the non-parametric Gaussian process representation and 
the semi-parametric dual representation of the utility function given in Sections 3.3.2 
and 3.3.3, respectively. We show below that the two representations induce the same 
Gaussian distribution over the utility function for any subset Z  C l .

Let U z  be the vector U  restricted to the index set Z,  and let a  -- N { n ,  £ )  be a Gaus
sian distributed variable. From Equation (3.5) follows that U z  is a linear combination 
of Gaussian distributed variables and has therefore a multivariate Gaussian distribution.
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The distribution over a  induces the following distribution over U z

U z  ~  Af ( K ( Z ,  X) fx,  K ( Z ,  X ) H K ( Z ,  X ) T ) . (3.7)

The two Gaussian distributions from Equations (3.7) and (3.3) restricted to Z  C X  are 
the same when

K ( Z ,  X)fj ,  = m z  ,

K ( Z ,  X ) ' E K { Z , X ) T = K { Z , Z ) ,

with m z  the vector m  restricted to the index set Z.  This leads to the following result.

Theorem  3.8.1 (Prim al-D ual Equivalence) The utility model U{x) = 
^2Ii=1a iK ( x , x i ) with ol ~  and x  G X  = { x i , . . .  , x j }  is equivalent
to the standard GP formulation U  ~  K )  when

K f i  =  m  , (3.8)

£  =  K + , (3.9)

with K  the pseudo-inverse o f  K .

Proof: Equation (3.9) follows directly from the definition of the pseudo-inverse,

K  K  K  K

If K  is invertible, for any m  there exists a /lx that satisfies Equation (3.8). This property 
does not necessarily hold if K  is not invertible. □

The equivalence between the primal and the dual representation holds when we apply 
the model in a transductive setting, i.e., only to inputs x  e  X .  The two representations 
are not equivalent anymore when we apply the model to a new test point x '  (p X .

3.9 Appendix B: Methods for Approximate Inference

We present two methods for approximate inference for the probabilistic choice models 
described in Section 3.2.

Laplace’s m ethod

In the Laplace approximation (Mackay, 2002) the posterior distribution is approximated 
by a Gaussian with mean equal to the maximum a posteriori solution

6* =  argm a x L ( 0 )  
e
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where

J ' 1 
L(0)  = J 2 l°S P(aj \ x i1(j), - - - , x iA(j) ,0 )  -  - { 0  -  -  n )

3 = 1

and variance equal to the inverse of the Hessian, the second derivative of L{0).

ADF and EP

Assumed Density Filtering and Expectation Propagation (Opper and Winther, 2001; 
Minka, 2001) are approximation techniques in which the terms of the likelihood cor
responding to the observed data are added in a sequential way. At each step the result of 
the inclusion is projected back into the assumed density. We choose for the assumed den
sity a Gaussian distribution. The projection is done by minimizing the Kullback-Leibler 
divergence between the real posterior and the approximate density. For assumed densi
ties in the exponential family this reduces to moment matching, i.e., the new approximate 
posterior is the Gaussian which has the same mean and variance as the real posterior.

For a linear utility model U ( x , 0 )  = <\>(x)r 0  (lie computation of the posterior ap
proximation can be simplified from N  dimensions (where N  is the dimension of 0) to 
1 dimension. The likelihood function depends on 0  only through its projection onto a 
particular direction defined by the input $ (* ) . The key idea is then to decompose 0  such 
that one of the components of the decomposition is perpendicular to S 1/ 2$ (a;). The 
computations needed for the normalization constant can be simplified as follows

(g ^ g  (ri^<i>(x)T 'E<i>(x) + $ ( x ) T ^

where g is the logistic function

giyZ  ̂ 1 +  exp (—z)

and

W ,s )  = ƒ  9( m To)M{0\^)d0.

Similarly, computing the mean and covariance of the real posterior can be reduced to 1 
dimension. For a more detailed description of the method used here see (Seeger, 2002; 
Barber and Bishop, 1998). The same idea of efficiently updating the posterior distribu
tion is extended to generalized linear models in (Lewi et al., 2007) using the Laplace 
approximation.

Which approximation technique performs better depends on the real posterior distri
bution. If the posterior distribution has a form close to a Gaussian, the simple Laplace’s

33



Chapter 3. Multi-Task Preference Learning

method gives good results. For more complex posterior distributions ADF or EP give 
in general better approximations (Minka, 2001). In the setting presented in this study 
the product between a logistic function and a Gaussian results in a posterior close to a 
Gaussian, thus the approximation is very accurate and the choice of the approximation 
method does not have a big influence on the result. In the experimental evaluation we 
used ADF.

The basic idea in Bayesian hierarchical modeling is to assume that the parameters for 
individual models are drawn from the same hierarchical prior distribution.

We will first state the algorithm and then its derivation. We make the common as
sumption of a Gaussian prior distribution p { a m ) = A f { a m \/lx, E ) with the same /lx and 
E  for all models. This prior is updated using Bayes’ rule based on the observations from 
each scenario resulting in a posterior distribution for each individual model. Because 
the posterior is intractable we approximate it with a Gaussian. The hierarchical prior 
is obtained by maximizing the log-likelihood of all data in a so-called type-II maximum 
likelihood approach. This optimization is performed by applying the EM algorithm (Gel- 
man et al., 2003; Yu et al., 2005), which reduces to the iteration (until convergence) of 
the following two steps.

E-step: Estimate the sufficient statistics (mean /Lxm and covariance matrix E m) of the 
posterior distribution corresponding to each individual model to, given the current 
estimates and E ^ )  of the hierarchical prior. The E-step is performed using 
one of the inference techniques mentioned in Appendix 3.9.

M -step: Re-estimate the parameters of the hierarchical prior:

The term ~  A1” ' Km»,, -  'S7 in Equation (3.11) measures the
variance between the most probable estimates for different subjects; the term

probable estimates.

In very high dimensions, some of the eigenvalues of the covariance matrix E  may 
tend to infinity. For numerical stability, we therefore add a small constant ¡3 to the

3.10 Appendix C: EM Derivation

(3.10)
m= 1
1 r M

E<‘+1> =  7T/LX(Î+1)/LX(Î+1)T +  E  S » +

(3.11)
m= 1

J2m=i measures the variance of the probabilities p ( a m ) around these most
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diagonal of £  1, and set

s  <- ( x r 1 + / ? r r 1 (3.i2)

after each update (3.11). With the update proposed in (3.12), the eigenvalues of £  
remain finite and we never observed problems with numerical stability.

It is common practice to make approximations in the E-step (see e.g., (Frey et al., 2001; 
Minka and Lafferty, 2002)). In theory convergence can then no longer be guaranteed, but 
in practice, in particular when the approximations are known to be very accurate (as it is 
our case, see above) it usually works fine.

In the following we give the derivation of the M-step. Let D m denote the data 
obtained from subject m,  D  = { I) \. . . . ,  D M } denote the data obtained from all sub
jects, A  =  f/Lt,,,. £ m ; m  =  1 , . . . ,  M }  denote all parameters for all subjects, and A «  =  
{f-i: 11. >/'"} denote the parameters of the hierarchical prior at the tth  iteration. In order 
to obtain the estimates of the hierarchical prior in the (t +  l) th  iteration, we maximize 
the penalized log likelihood of all data

log[p(_D|A(-i+1-))p(A('i+1-))] =  logp(_D|A(-i+1-)) +  logp(A (-i+1-)) .

We note that

> ( .A ,£ |A (t+1)) 'logp(_D|A('i+1 )̂ =  log
_p(A\D, A(i+1))_

and thus

logP(_D|A(-i+1)) +  logp(A (-i+1 )̂

cL4+ logp(A^i+1 )̂
_p(A\D,  A(i+1))_

= Q(A(‘+1>, A «) + logp(A (-i+1 )̂ -  ƒ  p (A \D ,  A ^ ) l o g p ( A \ D ,  A(‘+1>) <U

(3.13)

with the “full data loglikelihood”

Q(A(‘+1>,AW) =  ƒ  p ( A \ A (-t \ D ) l o g p ( A , D \ A (-t+1'>)dA.  (3.14)

The EM algorithm that iteratively maximizes Q(A^t+1\  A ^ )  +  logp(A (i+1)) is guar
anteed to converge to a local maximum of the data likelihood since the negative term in 
Equation (3.13) can only make things better when A (/ ■' /  A” -'.
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Different subjects are only coupled through their joint prior, i.e., we have

M

p ( A , D |A(i+1)) =  p ( D m \ a m ) p ( a m \A<-t+1)) .
m= 1

Plugging this into Equation (3.14) we get

Q(A(‘+1>,AW)
„ M

=  /  p (A \D ,  A(i)) ^ 2  log p ( D m \ a m ) p ( a m \A(-t+1'))
m= 1

d*4

M  „

: ^ 2  /  p ( a m \Dm , A(i)) lo g p ( a m |A(i+1)) d a m +
m= l
constants independent of ' .

Ignoring these constants, noting that we can skip the index of the integration variable, 
and dropping the superscript notation for A °  1', we obtain

Q( A,AW ) =  M
M

m= 1
lo g p (a |A ) d a  .

The prior over A is a normal-inverse-Wishart distribution

p(A) =  p(fi,  S )  =  -  £ )  I W ( S |r ,  So)

using the inverse Wishart distribution with scale matrix X, 1 defined as

I W ( S |r ,  X ^ 1) oc d e t ^ 1) ^ d e t ( S ) -----~  eXp l v - 1 '

At each step the following function is maximized with respect to A

Q{ A,A(i)) +  logp(A)

=  M
M

- Y ^ p M d ^ a W)
m= 1

lo g p (a |A )d a  +  logp(A) .
(3.15)

The maximum is found by computing the gradients of Equation (3.15) from above with 
respect to A =  {/ lx, £ }  and setting these to zero. Below we compute the gradient of 
Equation (3.15) with respect to E , but first we write down only those terms that depend
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on S, i.e.,

r  M

QP(S) = J  ^ p ( a |£ ) m,AW)
m= 1

r  +  d +  1

- l o g d e t ( S ) 1/2 - - ( a  - /lx)t S  x( a  - /lx) d a

2 lo g d e t(S )  -  ^ T r ^ S - 1) -  i l o g d e t ( S )  -  | / x T S - V

t  +  d  +  1 1 

2
l l o g d e t i ^ - ^ E ^ E - 1)

/  M
i - - E  y p (a|I?m>A W ) d a -

.  M

~  2  J  E p(°|D’m,A(i))(a-Ax)TS^1(a-Ax)da-|^TS^V
m= l

r  +  d +  2 +  M
2

M

lo g d e t(S )  — -T r(E g  S

Taking the derivatives with respect to S  for each of these terms we get

S “ 1 ,
a io g d e t(S )= d e t ( s ) s _T 1

a s

S T r t S ^ E - 1)
a s

a/xT s - V
a s

d e t(S )

- S ~ J S ^  S ~ J =  - S _1S q XS _1

S “ V T/ i S ,

/*
—  / ^̂ p(a|_Dm, A(i))(a — /i)TS_1(a — ¡i) da

^ m=l

« M
= - J E  ̂(«lAn, A(t))S_1(a - /x)(a - /x)TS _1 da .

m= 1

Collecting the terms from above and setting the derivative to zero we obtain

1
r  +  d +  2 +  M

„ M

tt/lx/lxt  +  S ^ 1 +  /  5 3 p ( a | L » m , A ( i ) ) ( a  - /Lx)(a - /Lx)T d a
m= l

For each subject m, /) ia |/) ,„ . A j  is the posterior distribution resulting from the 
hierarchical prior with the previous estimates A ^. This posterior is approximated to a 
Gaussian A f { a \ ^ m , S m) in the previous E-step.
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It follows that

M

^ ~2p(a \Dm, A(i)) ( a  -  /lx)(a  -  /lx) t  d a
m= 1

M

= E
m= 1

M M  M M  M

=  E  +  E  v m ( v m )T -  E  _  E  +  E  w T
m =  1 m = l  m = l  m = l  m= l

and thus

M M
+  5 V 1 +  E “  AX)(/LX™ -  /^)T

m = l  m=l

which is the biased estimator of the variance and where fi  is the new mean found in the 
M-step. To obtain an unbiased estimator we consider

M  M

7TfXfX ~\~ Xq +  ^   ̂ ^   ̂(/^m AO
m = l  m=l

which for S 0 = I  gives Equation (3.11). The update for the mean is obtained in a similar 
way and leads to Equation (3.10).

Note that considering the maximum-likelihood estimate, without the penalization 
term, i.e., maximizing Q(A^t+1\  A ^ ) ,  has the nice interpretation of the negative 
Kullback-Leibler divergence (up to again irrelevant constants independent of A (/ ') 
between a single Gaussian /jfa |A r/ '■') and a mixture of Gaussians, where each of the 
Gaussians in the mixture corresponds to the posterior of a subject given the previous set
ting of prior mean and variance. The maximum of this function is then found by moment 
matching: we have to match the moments of the single Gaussian to the moments of the 
mixture of Gaussians. □

1
t  + M

1
r  +  d +  2 +  M

J J\f(a\iJLm , S m) ( a a T -  a/LXT -  /LxaT +  d a
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Efficient Preference Learning

This chapter presents a framework for optimizing the preference learning 
process. In many real-world applications in which preference learning is 
involved the available training data is scarce and obtaining labeled training 
data is expensive. Fortunately in many of the preference learning situations 
data is available from multiple subjects. We use the multi-task formalism to 
enhance the individual training data by making use of the preference infor
mation learned from other subjects. Furthermore, since obtaining labels is 
expensive, we optimally choose which data to ask a subject for labelling to 
obtain the most of information about her/his preferences. This paradigm — 
called active learning—  has hardly been studied in a multi-task formalism. 
We propose an alternative for the standard criteria in active learning which 
actively chooses queries by making use of the available preference data from 
other subjects. The advantage of this alternative is the reduced computation 
costs and reduced time subjects are involved. We validate empirically our 
approach on three real-world data sets involving the preferences of people.1

1This chapter is based on the work: A. Birlutiu, P. Groot and T. Heskes “Efficiently Learning the Pref
erences of People.” (under review). It is based on work originally presented as: A. Birlutiu and T. Heskes 
“ Optimal Experimental Design in a Hierarchical Setting for Probabilistic Choice Models.” Cost-Sensitive 
Learning workshop at Neural Information Processing Systems conference, 2008.
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4.1 Introduction

There has been an increasing interest recently in learning the preferences of people within 
artificial intelligence research (Doyle, 2004). Preference learning provides the means for 
modeling and predicting people’s desires and this makes it a crucial aspect in modern 
applications such as decision support systems (Chajewska et al., 2000), recommender 
systems (Blythe, 2002; Blei et al., 2003), and personalized devices (Clyde et al., 1993; 
Heskes and de Vries, 2005).

A prototypical example for an application of preference learning that we will use in 
this paper is fitting hearing-aids, i.e., tuning of hearing-aid parameters so as to maximize 
user satisfaction. This is a complex task, due to three reasons: 1) high dimensional
ity of the parameter space, 2) the determinants of hearing-impaired user satisfaction are 
unknown, and 3) the evaluation of this satisfaction through listening tests is costly (in 
terms of patient burden and clinical time investment) and unreliable (due to inconsistent 
responses). The last point illustrates an important issue that preference learning has to 
address, which is the limited availability of labeled data used for model training. Obtain
ing appropriate training data in preference learning applications requires time and effort 
from the modeled user. This shortcoming can be addressed by taking advantage of two 
characteristics of the settings in which preference learning is usually applied. First, the 
training data is mostly acquired through interactions with the modeled user; and, sec
ond, preferences are modeled for multiple users, as a result multiple training data sets are 
available. In order for the preference learning methods to be implemented in real-world 
systems, they must be capable of exploiting all possible sources of information and in the 
most efficient way.

In most of the situations in which preference learning is involved data is available 
from multiple subjects. Thus, even though individual data is scarce and difficult to ob
tain, we can optimize the learning of preferences of a new subject by making use of the 
available data from other subjects. Learning in this setting is well-known as multi-task or 
hierarchical learning and has been studied extensively in recent years in machine learn
ing. By using the multi-task formalism, the preference data collected for other subjects 
can be gathered and used as prior information when learning the preferences of a new 
subject. Furthermore, to deal with the fact that obtaining labeled data is expensive we 
can speed up learning by optimally choosing the examples to be queried. At each learn
ing step we can decide which example gives the most information about the subject’s 
preferences. This paradigm, called active learning in the machine learning literature and 
related to sequential experimental design in statistics, has been studied extensively, but 
hardly in the multi-task setting.

The aim of this work is to present an efficient framework for optimizing the prefer
ence learning process. This framework considers the combination between active learn
ing and multi-task learning in the preference learning context. The contribution of this 
work is a criterion for active learning designed for the multi-task setting. The advantages 
of this criterion are in its interpretation and the ease in computability.
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The structure of this paper is as follows. We finish this section by presenting related 
works on preference learning, multi-task learning and active learning.

In Section 4.2 we describe the learning framework. We consider learning from qual
itative preference observations in which the subject makes a choice for one of the pre
sented alternatives. This can be modeled using the probabilistic choice models intro
duced in Section 4.2.1. Learning a utility function representing the preferences of a 
subject from this type of preference observations is described in Section 4.2.2. Learning 
the utility function in a multi-task setting by making use of the data available from other 
subjects is considered in Section 4.2.3.

In Section 4.3 we present several criteria for selecting the most informative exper
iments with respect to a subject’s preferences. After reviewing some of the standard 
criteria from experimental design, we propose an alternative criterion which makes use 
of the preference observations collected already from a community of subjects. We show 
that this alternative criterion is connected to the standard criteria from experimental de
sign.

In Section 4.4 we demonstrate experimentally the usefulness of our framework on 
three data sets, a subset of the Letor data set, an audiological data set and a data set about 
people’s preferences for art images.

In Section 4.5 we conclude and discuss several directions for future research.

4.1.1 Background and Related Work

In this section we review some studies from preference learning, multi-task learning, and 
active learning related to the work presented in this paper.

Preference Learning

Preference learning is the creation of a model from collected data which can be used to 
model and predict people’s desires. A very recent and complete overview about pref
erence learning is given in (Furnkranz and Hullermeier, 2010). There are different ap
proaches to preference learning which can be categorized according to the learning task, 
the learning technique and the application area. We will briefly enumerate them and 
state in which category our current work can be included (for more details we refer the 
interested reader to (Furnkranz and Hullermeier, 2010)).

1. Based on the application area, preference learning approaches can be divided into 
the following main groups: i) applied to the field of information retrieval, e.g., 
learning to rank search results of a query or a search engine, ii) applied to rec- 
ommender systems, e.g., used by online stores to recommend products to their 
customers, or for personalized devices, and iii) bipartite ranking and label ranking, 
which find applications in disciplines such as medicine and biology. The appli
cation scenarios that we consider in the experimental evaluation in Section 4.4
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belong to information retrieval (the Letor data set) and recommender systems (the 
audiological and art data sets).

2. The learning technique divides the preference learning approaches into four cate
gories: i) learn a binary preference relation that compares pairs of alternatives, ii) 
model-based approach that aims at identifying the preference relation by making 
sufficiently restrictive model assumptions, iii) local estimation techniques which 
lead to aggregating preferences, and iv) learning utility functions by using regres
sion to map instances to target valuations for direct ranking. We focus on the latter 
approach and use a utility function in order to model the subject’s preferences. The 
utility function is learned in a Bayesian framework.

3. The learning task includes label, instance, and object ranking. Label ranking can 
be seen as a generalization of classification where a complete ranking of labels is 
associated with an instance instead of only a class label. Instance ranking can be 
seen as a generalization of ordinal classification where an instance belongs to one 
among a finite set of classes and the classes have an order. The setting of object 
ranking has the particularity of having no supervision in the sense that no class 
label is associated with an object. Instead, a finite set of pairwise preferences or 
other ordering between objects is given. The setting that we consider in this work 
belongs to the last category.

In many preference learning settings it is important to take into account the context, 
i.e., context-aware preference learning (Adomavicius et al., 2005). The motivation for 
context aware preference learning is that the same subject/user/consumer may use differ
ent decision-making strategies and prefer different products under different contexts. In 
one of the application scenarios that we use in this work, hearing-aid fitting, this means 
that a user would prefer a certain setting of the hearing-aid parameters if  he is listening 
to a concert and another setting if  he is in a discussion. In general, for context aware 
preferences, bigger data set are needed, as for all contextual situations preferences would 
have to be learned. The approach that we present in this paper can be applicable in this 
setting as well. While this is an interesting, related topic, it is beyond the scope of the 
current work.

M ulti-Task Learning

The idea behind multi-task learning is to utilize labeled data from other “similar” learn
ing tasks in order to improve the performance on a target task. It is inspired by the 
research on transfer of learning in psychology, more specifically on the dependency of 
human learning on prior experience. For example, the abilities acquired while learning 
to walk presumably apply when one learns to run, and knowledge gained while learning 
to recognize cars could apply when recognizing trucks. The initial foundations for multi
task learning were laid by (Thrun, 1995; Caruana, 1997). The psychological theory of
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transfer of learning implies the similarity between tasks. In a related way, the multi-task 
learning assumes similarity between models of different tasks. For example, (Evgeniou 
et al., 2005; Argyriou et al., 2009) exploit similarity between the deterministic parts of 
the models by means of regularization, with the effect of improvement in performance. 
In this work we implement multi-task learning using a Bayesian approach. The Bayesian 
approach to multi-task learning assumes the parameters of individual models to be drawn 
from the same prior distribution. Examples of the Bayesian approach to multi-task learn
ing are (Bakker and Heskes, 2003) where a mixture of Gaussians is used for the top of the 
hierarchy. This leads to clustering the tasks, one cluster for each Gaussian in the mixture. 
In (Yu et al., 2005; Birlutiu et al., 2010) a hierarchical Gaussian Process is derived with 
a normal-inverse Wishart distribution used at the top of the hierarchy.

Active Learning

Active learning, also known in the statistics literature as sequential experimental design, 
is suitable for situations in which labeling points is difficult, time-consuming, and expen
sive. The idea behind active learning is that by optimal selection of the training points a 
better performance can be achieved then by random selection. The scenarios in which ac
tive learning can be applied belong to one of the following three categories: i) generating 
de novo points for labeling; ii) stream-based active learning where the learner decides 
whether to request the label of a given instance or not; iii) pool-based active learning 
where queries are selected from a large pool of unlabeled data. In this work we consider 
the pool-based active learning setting.

Methods for active learning can be roughly divided into two categories: those with 
and without an explicitly defined objective function. Uncertainty sampling (Lewis and 
Gale, 1994), Query-by-Committee (Seung et al., 1992; Freund et al., 1997) and variants 
thereof belong to the latter category. They are based on the idea of selecting the most 
uncertain data given the previously trained models. The methods with an explicit objec
tive function are often motivated by the theory of experimental design (Fedorov, 1972; 
Chaloner and Verdinelli, 1995; Schein and Ungar, 2007; Lewi et al., 2009; Dror and 
Steinberg, 2008). The objective function then quantifies the expected gain of labeling 
a particular input, for example in terms of the expected reduction in the entropy of the 
model parameters (MacKay, 1992; Cohn et al., 1996). With respect to the performance 
of the two categories of methods, Schein and Ungar (2007) show that the methods from 
the second approach perform better but are computationally more expensive due to re
training the models for each candidate point. A trend is to improve the performance of 
the active learning methods by combining them with heuristics designed either for the 
context in which they are applied or by the models they use, e.g., making use of the unla
beled data available (McCallum and Nigam, 1998; Yu et al., 2006), exploiting the clusters 
in the data (Dasgupta and Hsu, 2008), diversifying the set of hypotheses (Melville and 
Mooney, 2004), or adapting the active learning to Gaussian processes (Chu and Ghahra- 
mani, 2005b; Brochu et al., 2008).
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Preference learning can benefit from the active learning paradigm. In most of the 
preference learning settings labels are given by people in an explicit way. This means 
that for acquiring training preference data, the subjects have to interact with the system, 
and they need to express their preferences explicitly. These situations appear when it 
is impossible or insufficient to implicitly collect training preference data. For example, 
when learning preferences in a live system where subjects choose electronically their fa
vorite movie, labelling is done automatically by the selection, but, for other scenarios, 
like for example, fitting hearing-aids, this implicit way of collecting training data cannot 
be applied. In these situations, it makes sense to use active learning in order collect the 
most informative data. There are severals studies in the literature that use active learn
ing in a preference learning setting. Brinker (2004) presents some extensions of pool- 
based active learning to label ranking problems; Xu et al. (2010) address the problem 
of preference learning using relational models between items; Guo and Sanner (2010) 
investigate active preference learning for real-time systems; Brochu et al. (2008) propose 
a criterion for active learning that maximizes the expected improvement at each query 
without accurately modelling the entire valuation surface. Furthermore, there are sev
eral studies which investigate active preference learning for practical applications such 
as, collaborative filtering (Jin and Si, 2004; Harpale and Yang, 2008; Boutilier et al., 
2003), personalized calendar scheduling (Gervasio et al., 2005), or for optimizing search 
results for biomedical documents (Arens, 2008). The difference between our work and 
the other studies for active preference learning mentioned above is that we consider mul
tiple learning tasks, i.e., active preference learning in a multi-task setting. We further 
propose an alternative to the standard active learning criteria which makes use of the 
preference observations collected already from a community of subjects. This criterion, 
which we call the Committee criterion, is thus particularly designed for the multi-task 
setting that we consider in this work. The idea behind the Committee criterion is related 
to the Query-by-Committee method from active learning which selects those queries that 
have maximum disagreement amongst an ensemble of hypotheses. The difference in our 
case is that the group of subjects, for which the preferences were already learned, plays 
the role of the ensemble of hypotheses instead of an ensemble of models learned on the 
same task.

4.1.2 Notation

Boldface notation is used for vectors and matrices and normal fonts for their compo
nents. Upperscripts are used to distinguish between different vectors or matrices and 
lowerscripts to address their components. The notation £ )  is used for a multivari
ate Gaussian with mean fj, and covariance matrix £ .  The transpose of a matrix M  is 
denoted by M T . Capital letters are used for constants and small letters for indices, e.g.,
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4.2 Learning Framework

The idea of using the preference observations from other subjects in order to optimize 
the process of learning the preferences of a new subject can be basically applied in any 
preference learning context. In this work, we consider the case of qualitative preference 
observations which can be modeled using the probabilistic choice models described in 
this section.

4.2.1 Probabilistic Choice Models
In many real-world applications preferences are learned from experiments in which the 
subject makes a choice for one of the presented alternatives. The motivation for this is 
that people are very good at making comparisons between alternatives and expressing a 
preference for one of them, i.e., qualitative preference observations. This is in contrast to 
quantitative preference observations were the people have to assign an absolute rating to 
each alternative independently. Let X  = {x  \. . . . ,  a:/} be a set of inputs. Let D  be a set 
of J  observed preference comparisons over instances in X  corresponding to a subject,

D = { (a j ,C j ) |1 <  j  <  J,Cj G { 1 , . . . ,  A}} (4.1)

with a,j = { x , l(:l). . . . .  x , A(:/J) the alternatives presented and Cj the choice made, 
* i , . . . ,  '¡a  '■ {1, • • •, J }  —> {1, • • •, 1}  index functions such that i \ { j )  represents the 
input presented first in the j th  preference comparison and Cj = c means that x //(;jj is 
chosen from the A  alternatives presented in the j th  comparison. For A  =  2 this setup 
reduces to pairwise comparisons between two alternatives.

The main idea behind probabilistic choice models is to assume a latent utility func
tion value U (x, ) associated with each input Xi which captures the individual preference 
of a subject for (the utility function will be formally defined in the next section). In 
the ideal case the latent function values are consistent with the preference observations. 
This means that alternative c is preferred over the other alternatives cj in the j th  com
parison whenever the utility for c exceeds the utilities for the other alternatives c', i.e., 
U { x ia(j)) >  U { x ic,(j)). In practice, however, subjects are often inconsistent in their 
responses. A very inconsistent subject will have a high uncertainty associated with the 
utility function; this uncertainty is directly taken into account in the probabilistic frame
work. We define this probabilistic framework using the Bradley-Terry model (Bradley 
and Terry, 1952; Kanninen, 2002; Glickman and Jensen, 2005) by making a standard 
modeling assumption that the probability that the cth alternative is chosen by the subject 
in the j th  comparison follows a multinomial logistic model, which is defined as

exp [U(x ic(j))] 

E ^ = i exp [U(x ic, {j))\
p ( Cj = c\aj} U) = _ A 11  n1 , (4.2)

where “exp” is the exponential function and the other terms are as defined before. Effi
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ciently learning preferences reduces to learning the unknown utility function U as accu
rately and with as few comparisons as possible.

One important drawback of the Bradley-Terry model is that it assumes very strong 
transitivity conditions of preference relations, while some psychological experiments 
have shown that human preference judgments can violate transitivity (Anand, 1993; Tver- 
sky, 1998). In most situations transitivity violations can be considered as noise. When 
this is not applicable, specific probabilistic models for human preference judgements 
which preserve intransitive reciprocal relation have to be designed. This was recently 
investigated in (Pahikkala et al., 2009) which introduced a new kernel function in the 
framework of regularized least squares which is capable of inferring intransitive recipro
cal relations.

4.2.2 The Utility Function

The utility function U is a real-valued function, U : A' — R, which associates with 
every input x  e  X  a real number U{x) .  Each input x  e  A' is characterized by a set of 
features, 4>{x) e  R D. One possible choice for the utility function is to express it as a 
linear combination of the features,

D

u (x)  = J2ai4>i(x)  , (4.3)
i = 1

where a  = ( a i , . . .  , a D) is a. vector of weights which captures the importance of each 
feature of x  when evaluating the utility U for a specific subject, o, (a;) are the components 
of the vector 4>{x). The preferences of a subject are thus encoded in the vector a  and 
learning the utility function reduces to learning a .

In order to make the definition of the utility function more flexible, we can use a 
semiparametric model in which the utility function is defined as a linear combination of 
basis functions. The basis functions are defined by a kernel function k centered on the 
data points,

i
U{x)  = Y j a in { x , x i ) , (4.4)

i = 1

where the vector a  with dimension I —the number of data points (the size of the set of 
inputs X )—captures the preferences of the subject. A non-linear utility function can be 
obtained by using, for example, a Gaussian kernel,

(  ¿ D  \
KGauss(®, x ' )  =  exp l - - 2 ] ( ^ ( a : )  -  4>j{x')f  I , (4.5)

where I  is a length-scale parameter. The two definitions of the utility function from
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Equations (4.3) and (4.4) are similar in the sense that they are both linear in the parameter. 
Equation (4.4) is suited when the number of features is larger than the number of data 
points, i.e., D  > I  and for introducing non-linearity in the utility model.

In order to learn the utility function, we use a Bayesian framework in which we 
treat the vector of parameters a  as a random variable. We consider a Gaussian prior 
distribution over a ,  p (a)  = N { n ,  £ ) ,  which is updated based on the observations from 
the preference comparisons using Bayes’ rule,

j
p(a|L>, ¿x, £ )  ocp(a)  Y [ p { c j \ a j , a )  , (4.6)

j = i

with the likelihood terms of the form given in Equation (4.2). The choice of the prior 
will be discussed in the next section. The posterior distribution obtained is approximated 
to a Gaussian. The Gaussian approximation of the posterior is a good approximation 
because with few data points the posterior is close to the prior which is a Gaussian, and 
with many data points the posterior approaches again a Gaussian as a consequence of 
the central limit theorem (Bishop, 2006). To perform the approximation of the posterior 
a good choice is to use deterministic methods (e.g., Laplace’s method (Mackay, 2002), 
Expectation Propagation (Minka, 2001)) since they are computationally cheaper than the 
non-deterministic ones (sampling) and because they are known to be accurate for these 
types of models (Glickman and Jensen, 2005).

4.2.3 Multi-task Preference Learning

One property which distinguishes preference learning from other learning settings is that 
in most of the cases in which preference learning is involved, observations are available 
from multiple subjects. For example, in the case of product recommendation, preferences 
are learned from multiple consumers. Furthermore, in situations where the training pref
erence data is collected in an explicit way, by interactions with the subject, the individual 
training data is usually small. As a consequence, it is reasonable to make use of all the 
data available. In this direction, we make the assumption that each subject is not an iso
lated case, but belongs to a group of people sharing a common underlying rationale in 
their way of making preference decisions. This property combined with the Bayesian 
framework allows the transfer of information about preferences between different sub
jects. Basically, we use the preference data previously seen from some other subjects 
to learn an informed prior which will be used as the starting prior when learning the 
preferences of a new subject. For learning this informed prior, we use Bayesian hier
archical modeling which assumes that the parameters for individual models are drawn 
from the same hierarchical prior distribution. Let us assume that we already have pref
erence data available from a group of M  subjects. We make the common assumption 
of a Gaussian prior distribution, p ( a m ) =  £ ) ,  to =  1 , . . . ,  M  with the same
¡j, and S  for the preference models of all subjects. This prior is updated using Bayes’
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rule based on the observations from each subject, resulting in a posterior distribution for 
each individual subject. The common prior over all task parameters controls the general 
part of the model. This common prior is learned from the data belonging to a group 
of tasks, other than the current (new) task for which the learning is performed. Start
ing from this general-model given by the common prior, the model is updated using the 
observation (data) seen in the current task. These task-specific observations control the 
task-specific part of the model. The hierarchical prior is obtained by maximizing the 
penalized log-likelihood of all data in a so-called type-II maximum likelihood approach. 
This optimization is performed by applying the EM algorithm (Gelman et al., 2003), 
which reduces to the iteration (until convergence) of the following steps:

E-step: Estimate the sufficient statistics (mean fj,m and covariance matrix £ m) of the 
posterior distribution corresponding to each subject to, given the current estimates 
at step t  and S ^ )  of the hierarchical prior.

M -step: Re-estimate the parameters of the hierarchical prior:

The details of the derivations of Equations (4.7) and (4.8) can be found in Appendix C 
of our paper (Birlutiu et al., 2010). The hierarchical prior is set to p( a )  =  S )  
where p, = p,T and £  =  X 7 , at step T  when iterations were stopped (at convergence). 
Once we have learned the hierarchical prior we can use it as an informative prior for the 
preference model of a new subject in Equation (4.6).

4.3 Active Preference Learning

In this section we discuss methods for active preference learning. We start from Query- 
by-Committee (QBC) (Seung et al., 1992) method for active learning and based on it 
we propose some variants of QBC adapted to the setting of preference learning for mul
tiple subjects (Section 4.3.1). Furthermore, we show how these variants of QBC can 
be naturally linked to the hierarchical Bayesian modeling for reducing the computations 
(Section 4.3.2). Finally, we show connections between the variants of QBC proposed 
and other active learning criteria (Section 4.3.4).

4.3.1 QBC for Preference Learning

In this section we will discuss how to adapt QBC to our preference learning setting.

m =  1

M  n M

£ ( ‘+1) =  M  (^ m -  A(i+1))(/^m -  A(i+1)f  +  M  E  s m  • <4 -8)
m= 1 m= 1
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The Com m ittee M em bers

For the QBC approach to be effective it is important that the committee is made of con
sistent and representative models. The main idea in this work is to exploit the prefer
ence learning setting with multiple subjects and use the learned models of other subjects 
M i , . . . ,  M m  as committee members when learning the preferences of a new subject.

After choosing the committee we still have to decide upon a suitable criterion for se
lecting the next examples. Some measures of disagreement among the committee mem
bers appear to be most obvious, and in the following we will consider two alternatives.

Vote C riterion

A simple and straightforward way is to consider the labels assigned by the other subjects, 
e.g., through the Vote criterion defined as

where S(a, c; m) =  1 if (a, c) G D m , and S(a, c; m) =  0 otherwise. The score Vote(a) 
is minimal when the labels assigned by the committee members are equally distributed 
(total disagreement) and maximal when all members fully agree. There are two problems 
with this criterion. First, a comparison a may not be labeled by a subject to. This can be 
overcome if we consider the predictions computed based on the learned model of subject 
to and allow each committee member to ‘vote’ for its winning class. This same idea 
is implemented in the so-called vote entropy method (Dagan and Engelson, 1995). The 
entropy is measured over the final classes assigned to an example by possible models, and 
not over class probabilities given by possible models. Second, in practical applications 
just scoring votes turns out to be suboptimal. The reason, as also suggested in (McCallum 
and Nigam, 1998), is that the Vote criterion does not take into account the confidences of 
the committee members’ predictions.

Com m ittee C riterion

We will use the following notation for the predictive probability corresponding to a sub
ject m  = 1 , . . . ,  M ,

Pm(c\a) = p ( c \ a , M m ) ■

The predictive probability can be computed either by taking into account the entire dis
tribution M m  = N ( p m , £ m )

M

Vote (a) =  m ax S(a, c; to) ,
C

(4.9)
m= 1
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or, for computational reasons, we can consider only a point estimate for M m , for exam
ple, the mean of the Gaussian distribution, and use it to compute the predictive probabil
ities using Equation (4.2)

P m ( c \ a )  «  p(c\a, (J,m ) . (4.10)

Inspired by (McCallum and Nigam, 1998), we propose to measure disagreement 
by taking the average prediction of the entire committee and computing the average 
Kullback-Leibler (KL) divergence of the individual predictions from the average:

M  1

Committee(a) =  ^  ^ K L [p(-|a ) lb m ( 'la )] > (4-n )
m= 1

w ithp(-|a) the average predictive probability of the entire committee, which will be more 
precisely defined in Section 4.3.2.

The KL divergence for discrete probabilities is defined as

K L [p i(-|a )||p2(-|a)] =  J 2 p i ( c \ a ) \ o g  •
^  \ P 2 { c \ a ) J

The KL divergence can be seen as a distance between probabilities, where we abused 
the notion of distance, since the KL-divergence is not symmetric, i.e., K L [pi||p2] /  
KL[p21 |i?i]. This drawback of the KL-divergence can be overcome by considering a 
symmetric measure, for example, K L [pi||p2] +  KL[p2||pi], In (McCallum and Nigam,
1998), the disagreement is computed between committee members constructed based on 
the current model, i.e., the committee changes with every update and the criterion has to 
be recomputed with every update. A committee of models learned on different tasks is 
fixed and thus selecting examples solely based on it leads to a fixed instead of an active 
design: all examples can be ranked beforehand (the same applies to the Vote criterion 
defined above).

To arrive at an active design and take into account the current model, we propose 
a small modification based on the following intuition. Querying examples on which 
the committee members disagree makes sense, because it will force the current model to 
make a choice between options that, according to the committee members, are reasonably 
plausible. However, when the current model on a particular example already “made up 
its mind”, i.e., deviates substantially from the average prediction of the committee based 
on what it learned from other input/output pairs, it makes no sense to still query that 
example, even though the committee members might disagree. Taking into account this 
consideration, we propose the Committee criterion which assigns a score to a candidate
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query comparison a through

1 M
Committee(a) =  —  ^  K L[p(-|a)||pm (-|a)] -  7 K L[p(-|a)||p(-|a)] , (4.12)

m= 1

with p(-\a) the current model’s predictive probability based on the data seen so far and 
7  a parameter that accounts for the degree of similarity between subjects. According to 
the Committee criterion, the most interesting experiments are those on which the other 
models disagree (the first term on the righthand side of Equation (4.12)), with the current 
model (still) undecided (the second term on the righthand side of Equation (4.12)).

An advantage of the Committee criterion is its computational efficiency: the first term 
on the righthand side of Equation (4.12) as well as the average predictive probability 
can be computed beforehand. The Committee criterion does require computation of the 
predictive probabilities corresponding to the current model, but this is the least one could 
expect from an active design. This is to be compared with the QBC criterion (any of the 
two variants considered), which requires constructing new committee members with each 
update, and D-optimal experimental design, which calls for keeping track of variances.

Note that we have not made any restriction so far with respect to the probabilistic 
models used in the active learning design. In the following we will consider only the log- 
linear models introduced in Section 4.2. They have some nice properties, which simplify 
the computation of the Committee criterion (Section 4.3.2), and provide a natural link to 
hierarchical Bayesian modeling (Section 4.2.3). The general idea, of using the already 
learned models from the other tasks as the committee members in a QBC-like approach, 
is of course also applicable to other models.

4.3.2 Average Probability

In this section we discuss how to efficiently compute the average probability used for 
computing the committee criterion in Equation (4.12) in the case of log-linear mod
els (Christensen, 1997). For linear utility functions the likelihood function defined in 
Equation (4.2) is a log-linear model. The log-odds of the model are linear in the param
eter.

Let pm (c\a) be the predictive probability defined in Equation (4.10). We define the 
average predictive probability of the committee, p(c\a), as the prediction probability that 
is closest to the prediction probabilities of the members:

M  1

p(c\a) =  argm in V  — K L[p(c |a)||pm (c|a)] . (4.13)
I’M“)

The solution of the optimization from above is the so-called logarithmic opinion
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pool (Bordley, 1982)

with Z(a)  a normalization constant

M

c m =  1

For log-linear models, the logarithmic opinion pool boils down to a simple averaging of 
model parameters:

This natural combination between log-linear models and logarithmic opinion pools is the 
advantage of using the logarithmic opinion pool instead of the linear opinion pool used 
in (McCallum and Nigam, 1998).

As can be seen from the EM updates in Equation (4.7), the average fi  in the loga
rithmic opinion pool is then precisely the mean of the learned hierarchical prior. Sum
marizing, once we have learned a hierarchical prior from the data available for subjects 
1 through M  using the EM algorithm, we can start off the new model M  +  1 from this 
prior (as is normally done in hierarchical Bayesian learning). On top of this, the same 
EM algorithm gives us the information we need to compute the Committee criterion that 
can be used subsequently to select new inputs to label.

4.3.3 Standard Criteria for Active Learning
In this section we discuss how several strategies for active learning can be implemented 
in the learning framework considered here. All the strategies are being concerned with 
evaluating the informativeness of the unlabeled points. Let the new model obtained after 
incorporating an observation (a, c) be A4(a c) «  A/"(/u,(a c), S ( a c)).

1. U ncertainty Sam pling (Lewis and Gale, 1994). In this strategy an active learner 
chooses for labeling the example for which the model’s predictions are most un
certain. The uncertainty of the predictions can be measured, for example, using 
Shannon entropy

For a binary classifier this strategy reduces to querying points whose prediction 
probabilities are close to 0.5. Intuitively this strategy aims at finding as fast as

(4.15)
m= 1

U ncertain ty(a) =  — 5 ^ p ( c |a ,  M.) \ogp(c\a, M.) . (4.16)
C
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possible the decision boundary since this is indicated by the regions where the 
model is most uncertain.

2. V ariance R eduction (MacKay, 1992). This strategy, also known in experimental 
design as D-optimality (Fedorov, 1972; Chaloner and Verdinelli, 1995; Berger, 
1994; Ford and Silvey, 1980), chooses as the most informative experiments the 
ones that give the most reduction in the model’s uncertainty. The motivation behind 
this strategy is a result of (Geman et al., 1992) which shows that the generalization 
error can be decomposed into three components: i) noise (which is independent 
of the model or training data); ii) bias (due to the model); Hi) model’s uncertainty. 
Since the model cannot influence the noise and the bias components, the future 
generalization error can only be influenced via the model’s variance. Formally, 
this criterion can be written as

Variance(a) =  5 ^ p ( c |a ,  A/i)variance[A/i(a c)] — variance[A4] . (4.17)
C

In the setting considered in this work the variance of the model is expressed in 
the covariance of the Gaussian distribution. In order to use Equation (4.17) we 
need to choose a measure for the variance. We can consider, for example, the 
log-determinant of the covariance matrix

Variance-logdet(a) =  ^ 2 p ( c \ a ,  M )  lo g d e t(£ (ajC)) -  lo g d e t( E ) , (4.18)
C

which is actually minimizing the entropy of the Gaussian random variable repre
senting the current model, or the trace of the covariance matrix

Variance-trace(a) =  ^ ~2p(c \ a , M ) T r(S (a c)) -  T r (£ )  . (4.19)
C

3. Expected M odel Change (Cohn et al., 1996). This strategy chooses as the most 
informative query the one which when added to the training set would yield the 
greatest model change. Quantifying the model change depends on the learning 
framework. For gradient-based optimization the change can be measured via the 
training gradient, i.e., the vector used to re-estimate parameter values (Settles and 
Craven, 2008). In the Bayesian framework, the model change can be quantified via 
a distance measure between the current distribution and the posterior distribution 
obtained after incorporating the candidate point

Change(a) =  y ^ p ( c |a ,  A/i)distance \ _M ,M {a,c)\ .
C

A suitable distance for our setting is the Kullback-Leibler divergence between dis
tributions, which for two Gaussians has a closed form solution and can be written
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as follows

Change-KL(a) =  J 2 p ( c \ a ,  M ) K L  S ) | \Af(i_x(0jC), S (0jC))]
C

+  ( V{a , c)  -  ^ ) T £ (o| c)( > ( 0,c) - M )  ~ n  ■ (4.20)

The KL divergence between Gaussians is used by Seeger (2008) to design an ef
ficient sequential experimental design in a setting similar to the one used in this 
work.

Uncertainty sampling, and QBC and its variants are attractive due to their applicability in 
various machine learning settings. Variance reduction and expected model change are ro
bust and in many situations they have proved to be the best one can do (Schein and Ungar, 
2007). Although more robust, the variance reduction and expected model change strate
gies are computationally more demanding since for each candidate comparison query and 
each possible label the posterior distribution induced has to be computed. The posterior 
distribution cannot be computed analytically and approximations are needed; these ap
proximations are usually costly. The variants of QBC proposed in this paper can address 
this drawback related to computational efficiency.

4.3.4 Similarities between Criteria

In this section we consider the following active learning criteria: Variance-logdet, Com
mittee, Variance-trace and Change-KL. We investigate how similar the active learning 
criteria are and how they can be related. We analyze the modifications induced to the 
model by the criteria after updating the probability model to incorporate the informa
tion from new training points. A single update induces a small change in the posterior 
distribution, and this allows for Taylor expansions, keeping only the lowest non-zero 
contribution. In the following we present the main results of the approximations while 
some of the details can be found in the appendix.

Assuming that the updates of the posterior distribution for each alternative a and 
choice c lead to small changes in the model M ,  we can approximate the active criteria to 
the form

for some vector a  and matrix Q  and with g  the gradient of the log-probabilities

(4.21)
C
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The following lemma approximates the Variance-logdet criterion to the form from 
Equation (4.21).

Lem m a 4.3.1 In a first order approximation, assuming that S ( a,c) is close to £ ,  we can 
simplify

Variance-logdet(a) ~  X ^ ( c la ’ ^ )f l(c la ’ ^ ) T s fl(cK  fj,) . (4.22)
C

where ¡.i and £  represent the mean and covariance o f  the Gaussian posterior distribu
tion.

Proof.

In a first order approximation we have

s - i  _  s - i  _  d 2 \ogp(c \a,a)
(o,c) d a d a T (4.23)

where we ignored the change from the old a  to a new MAP solution depending on c and 
a. We will use the notation

d 2 lo g p (c |a ,a )
H ( c k ° ) 5  d c d c T  ■

For a matrix A  and e small compared to A ,  the following holds (see, for example, 
Boyd and Vandenberghe (2004), page 642)

lo g d e t(A  +  e l )  «  lo g d e t(A ) +  Tr[.4._1e] . (4.24)

Assuming X is close to X which makes H { c \ a , n )  small, we can use 
Equation (4.23) in Equation (4.24) with the following substitutions A  =  £  and 
H(c\a,  fj,) = e l  to obtain

lo g d e tS jT 1̂  « l o g d e t S -1  — T r[S  H(c\a,  fj,)] . (4.25)

The probability that the subject gives the response c when presented the alternatives 
a follows by integrating p(c\a, a )  over the current posterior. We make a second order 
Taylor expansion of p(c\a, a )  around the point /lx:
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p(c\a) = I  dap(c\a,  a)J\f(a\(j,, X) 

«  ƒ  dap (c \a , a )  +  ( a  — /x)

1 T d 2p (c |a ,a )
2 a c a c ,^

1,

A T (a|/x ,E )
a= fj,

( a  -  /Lx)A/"(a|/LX, S )

:p(c |a , /x) +  - T r
d 2p(c\a,ot )

d a d a T Ct = fX

The first order term cancels since the gradient is zero at the maximum solution a  =  /lx. 

In a lowest order approximation we can ignore the correction upon p(c\a, a )  to obtain

Variance-logdet(a) =  -  E ^ ( c | a ,  /x) logdet S ( a,c) +  logdet S
C

=  - E ^ Cla’ A-) [ -  l°g det(S(a^c) ) +  lQg det (S - 1)]
C

~  ~ ' Y j P ( . c \a> M )T r[S ii(c |a ,/x )] ,

where for the last approximation we used the approximation from Equation (4.25). To 
obtain the proof of this lemma we use Lemma 4.6.1 in the appendix at the end of the 
paper which states a relationship between Hessian and Fisher matrices. □

Using the same type of approximation, the Committee criterion can be approximated 
to the same form given in Equation (4.21).

Lem m a 4.3.2 In a lowest order approximation the Committee criterion can be written 
as

1
Committee(a) «  -  ^ 2 p ( c \ a ,  f i )g(c\a , ¿x)T S g(c\a, (x) ,

where /lx is the mean o f  the hierarchical prior learned from the other subjects and

M

12 = M  ~  -  v ) T - { » - » ) { » -  v ) T ■
m= 1

We make a second order Taylor expansion of the KL divergences from the definition 
of the Committee criterion in Equation (4.12)

K L[p(-|a)||p(-|a)] =  ^ 2 p ( c \ a ,  f i ) \o  g P(c\a, p)  
p(c\a, /x)
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around the point p.
The first order term of the Taylor expansion is:

-  J 2 p (c \a’ p ) d l ° gP! ^ a’ ^  = _ ( p ~  P )T =  ^ 2 p ( c \ a ,  p)g(c\a,  p ) ( p  -  f i )T
c ^  ^  c

which cancels since based on Equation (4.28) from the appendix J2cp (cK  P)9{c \a> P  
is the vector with every component 0.

The second order term can be rewritten using Lemma 4.6.1 as:

~  A)Ti i ( c |a ,  P ) ( p  -  P)
C

= P-)T fi)g(c\a, p ) T (fx -  p )
C

= \  J 2 p (c \a’ A)fl(c|a, p ) T ( p  ~  P ) ( p  -  P)T Q{c\a, p )  .
C

Since the other terms cancel, we obtain that the KL-divergence between the predictive 
probabilities can be approximated as

KL[p(-\a)\\p(-\a)} = ^  ^ 2 p ( C\a, p)g(c\a,  p ) T ( p  -  p ) ( p  -  p ) Tg(c\a, p )  .
C

Making this approximation for all the KL-divergences in the definition of the Committee 
criterion from Equation (4.12) and computing the sum we obtain the result stated in this 
lemma. □

Furthermore, it can also be showed that Variance-trace and Change-KL can be ap
proximated to the same form given in Equation (4.21), namely

Variance-trace(a) «  5 ^ p ( c |a ,  ¡x)g(c\a, ¡i)T X 2g(c\a, p ) , (4.26)
C

and

Change-KL(a) r; Variance-logdet(a) . (4.27)

For the derivations of these approximations see Lemmas 4.6.2 and 4.6.3 in the appendix.
We will focus on the differences between the Variance-logdet criterion (considered 

as the reference) and the Committee criterion. The differences between their approxima
tions are as follows.

1. The gradients g(c\a,  •) are evaluated at different points: the prior hierarchical mean 
p  and the current posterior mean fx. This effect is small since p  is still close
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enough to p  for a sufficiently accurate approximation of the gradients, in particular 
at the start of the learning when selecting the right points to label is more important.

2. The current posterior variance E  is replaced by S . The effect of the precise weight
ing of the gradients is not so important, and again, at the beginning of learning S  
is close to £ .

The way in which experiments are selected is more important at the beginning of the 
learning process, when fj, is still close to the prior mean p,, and S  to £ .

4.4 Experimental Evaluation

This section presents the experimental evaluation of the framework proposed in this paper 
for pairwise comparisons data.

4.4.1 Data Sets

The following data sets related to the preferences of people were used in the experimental 
evaluation.

Letor

We used the OHSUMED data set from Letor 3.0 (Qin et al., 2010). This data set con
sists of relevance levels assigned to documents with respect to a given textual query. The 
relevances are assessed by human experts, using three rank scales: definitely relevant, 
partially relevant, and not relevant. We used the subset of this data set related to Query 
1 which contains 138 references with the following labels: 24 definitely relevant, 26 
partially relevant, and 88 not relevant. Each of the samples is characterized by a 45- 
dimensional vector consisting of text features extracted from the titles and abstracts of 
the documents. The features were normalized. Based on this data set we constructed 
pairwise preferences belonging to 50 subjects in a way that we describe below. We fol
lowed a procedure similar to (Xu et al., 2010) to turn the relevance levels into pairwise 
preference comparisons. Since such coarse relevance judgements are considered unre
alistic in many real-world applications, Xu et al. (2010) proposed to add uniform noise 
in the range [-0 .5 ,0 .5] to the true relevance levels. This addition preserves the relative 
order between definitely relevant (resp. partially relevant) documents and partially rele
vant (resp. not relevant) ones, but randomly breaks ties within each relevance level. To 
introduce a hierarchical component, we replaced the random tie-breaking of Xu et al. 
(2010) by a subject-specific one. We do this by changing the uniform noise by a subject 
(and feature) dependent term as follows. For subject to, a weight vector a m is drawn 
from a zero mean fully factorized Gaussian with unit variance, a m -- 7V(0,1).  Given 
features a;*, noise terms are then the inner products a./,'a:,, linearly scaled back to the
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interval [-0 .5 ,0 .5] (not to destroy the relative order of the true relevance levels), and the 
relevance levels are taken to be the true relevance levels plus these noise terms.

Audio

The second data set is related to people’s preferences for sound quality and it consists of 
evaluations of sound quality from 32 subjects. Each subject performed 576 pairwise com
parison listening experiments of the form (a, c), where the alternatives are a = { x i , x 2) 
with x \  and x-> representing one sound sample processed with two different settings of 
the hearing-aid parameters, and the choice c =  {1, 2} denotes which of the two alter
natives was preferred by the user. More details about this data can be found in (Arehart 
et al„ 2007).

A rt

The third data set is related to people’s preferences for art images. The preferences were 
collected from a web-based survey in which 190 subjects participated, and in which 
642 images were available for rating. Each subject was presented a number of images 
and asked to rate each of them: like/dislike. Each subject rated, on average, around 90 
images. We considered the 32 subjects who rated more than 120 images. Each image 
is described by a 275-dimensional feature vector, with features which characterize the 
image such as, color, shape, texture, etc. For computational efficiency reasons we used a 
subset of the 10 most informative features where the informativeness of the features was 
measured by averaging the correlations between features and observations. More details 
about this data can be found in (Yu et al., 2003). Note that this data set does not contain 
pairwise comparisons like the other two data sets. With each instance, a binary label is 
associated: like or dislike, which makes the learning task on this data set to be a binary 
classification task. The combination of multi-task and active learning that we propose in 
this work can be still applied in this case in the same framework which was introduced 
in Section 4.2 by using the logistic regression model for the classifier.

4.4.2 Protocol

Our experiments use a leave-one-out scheme in which each subject was considered once 
as the current/test subject for which the preferences need to be learned. For each test 
subject the learning started with the hierarchical prior learned from the data of the other 
remaining subjects. The data for the test subject was split into 5 folds, 1 fold was used 
for training and the rest was used for testing. The training data was used as a pool out 
of which points were selected for labeling either randomly or actively using one of the 
active learning criteria. The hierarchical prior was updated based on these data points. 
After every update predictions were made on the test set using the current model. We 
used accuracy (percentage of correct predictions among all the predictions) as a measure

59



Chapter 4. Efficient Preference Learning

of performance. The accuracy of the predictions on the test data measures how much we 
learned about the subject preferences. The results were averaged over the 5 splits and 
over the subjects.

4.4.3 Performance

The framework that we propose in this work for optimizing preference learning consists 
of combining the multi-task formalism together with active learning. The multi-task 
ideas in preference learing are especially useful when the training preference data from 
a subject is very small. In this situation it makes sense to use the preference data from 
other subjects as additional information.

Letor

The pairwise comparisons from Letor data set were generated by adding noise in the 
interval [-0 .5 ,0 .5] such that the relative order between the three relevance levels is pre
served, but ties within each relevance level are broken. As a result, different subjects 
do agree on comparisons between different relevance levels. Thus, the data was con
structed to have an underlying common structure in the preference of different subjects. 
Because of this reason we expect that the multi-task learning would improve the per
formance. In order to validate this hypothesis, we checked whether the preferences of 
a new subject can be learned more accurately by using the available preference data 
from other subjects. We compared the hierarchical model with the method of Chu and 
Ghahramani (2005a) Gaussian processes for preference learning which assumes no prior 
information. The hierarchical/community prior was obtained by applying the EM algo
rithm described in Section 4.2.3 in combination with the semiparametric utility function 
from Equation (4.4); the hierarchical prior was learned from 20 samples from each of the 
other subjects. The method of Chu and Ghahramani (2005a) was applied with a Gaussian 
kernel.

Figure 4.1, left panel, compares the accuracy obtained using the hierarchical model 
to the Gaussian process method for preference learning of (Chu and Ghahramani, 2005a) 
in a non-active setting, i.e., for both models the updates are done with training points 
randomly selected. The prediction accuracy is shown as a function of the number of data 
points included in the training set for the test subject. The plots show that the improve
ment obtained with the hierarchical model depends on the size of the training data. This 
is in accordance with the expectation that the multi-task formalism is suited for situations 
in which the available training data is small. Figure 4.1, right panel, compares the ac
curacy obtained with random and active selection and starting from a hierarchical prior. 
Please note the change in scaling of the //-axis. The active selection was implemented us
ing the Committee criterion. These plots show that the combination between multi-task 
and active learning indeed improves the performance.
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Figure 4.1: Left: Comparison between the hierarchical model that we discussed in Sec
tion 4.2.3 and the Gaussian processes for preference learning model (Chu and Ghahra- 
mani, 2005a). The setting is non-active, the updates are done using training points ran
domly selected. Right: Random vs active selection of training points. The performance 
is evaluated as a function of the number of data points included in the training set. The 
active selection was implemented using the Committee criterion. The shaded region 
shows the range of 10 random strategies. The error bars give the standard deviation of 
the mean accuracy, averaged over the subjects. Please note the change in scaling of the 
y-axis between the left and right plots.

Audio

Figure 4.2 shows the performance of the Committee criterion on the left and Variance- 
logdet criterion on the right versus random selection on the audio data set. The plots show 
the prediction accuracy (on the //-axis) as a function of the number of updates from the 
hierarchical prior (on the x-axis). The shaded region indicates the accuracy of 10 random 
selection runs. The error bars give the standard deviation of the mean accuracy, averaged 
over the 32 subjects. We used the Committee criterion with 7  =  0 since the subjects in 
the committee are quite similar between each other, which is also suggested by the small 
error bars. The informative prior improves the predictions at the beginning when no 
preference observations have been observed for the new subject. The hierarchical prior 
already gives an accuracy of almost 0.7 for the audio data at the beginning of learning. 
The hierarchical prior was learned from 20 randomly selected data points per subject. 
Committee and Variance-logdet strongly overlap and are considerably better than a ran
dom strategy. The audio data set contains a few very informative data points and some 
which are not informative. In some cases the difference between the two sound samples 
presented in an experiment is so small that the subject cannot hear any difference. Such 
experiments are not informative because a subject’s answer is close to random and does 
not provide any information with respect to the subject’s preferences. The active leam-
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ing criteria avoid selecting these type of experiments and obtain better performance than 
random selection. The performance of the other active learning strategies (not shown) is 
comparable to the active learning strategies shown in Figure 4.2, except for the Vote cri
terion which does not seem to perform better than random. We refer to Section 4.4.5 for 
an empirical evaluation of the similarities between the active learning criteria considered 
in Section 4.3.

Figure 4.2: Performance of the Committee criterion on the left and Variance-logdet cri
terion on the right versus random selection for the audio data set. The plots show the 
prediction accuracy (on the y-axis) as a function of the number of updates from the hi
erarchical prior (on the x-axis). The error bars give the standard deviation of the mean 
accuracy, averaged over the 32 subjects. The shaded region shows the range of 10 random 
strategies.

Figure 4.3 shows the performance of the Committee criterion on the left and Variance- 
logdet criterion on the right versus random selection on the art data set. The plots show 
the prediction accuracy (on the y-axis) as a function of the number of updates from the 
hierarchical prior (on the x-axis). The shaded region indicates the accuracy of 10 random 
selection runs. The error bars give the standard deviation of the mean accuracy, averaged 
over the subjects. For the art data which has a higher variability between subjects the 
Committee criterion with 7 = 1  performs slightly better than the Committee criterion 
with 7  =  0 . The preferences of people for art images are more difficult to predict, 
since preferences do not depend on some low-level characteristics of the image, like 
texture, color, etc. This is why the accuracy obtained on the art data is less than the 
accuracy obtained, for example, on the audio data. The Variance-logdet criterion appears 
to perform slightly better than the Committee criterion. Furthermore, the benefit of active 
learning over random selection is much smaller. Like in the case of audio data set, the
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performance of the other active learning strategies (not shown) is comparable to the active 
learning strategies shown in Figure 4.3.

Figure 4.3: Performance of the Committee criterion on the left and Variance-logdet crite
rion on the right versus random selection for the art data set. The plots show the predic
tion accuracy (on the y-axis) as a function of the number of updates from the hierarchical 
prior (on the x-axis). The error bars give the standard deviation of the mean accuracy, 
averaged over the subjects. The shaded region shows the range of 10 random strategies.

4.4.4 Computational Complexity
One of the main advantages of the Committee criterion is its computational simplicity 
in comparison with the standard criteria used in experimental design and exemplified 
here by the Variance-logdet criterion. For every candidate data point to be included in 
the training set, the Variance-logdet criterion needs to infer the posterior distribution 
induced. A standard method for performing this approximation is Laplace’s method 
which has a cubic complexity in the dimension of the data features because it involves 
inversions of the covariance matrices. For more details about other inference methods 
suited to pairwise comparison data we refer to (Birlutiu and Heskes, 2007). All the 
algorithms presented here are linear in the number of data points which makes them 
scalable to large data sets. Table 4.1 shows a comparison between the execution times 
for Variance-logdet and Committee criterion as a function of feature dimension. Since 
these execution times for a fixed number of updates (one in our case) do not depend on 
the actual nature of the data, we randomly generated data in order to be able to change 
the number of input dimensions. The data was randomly generated to have dimension 
10, 50, 100 and 200. The time was evaluated for 100 candidate data points and for 1 
update step. The Committee criterion was computed from data belonging to 20 users. 
The simulations were performed using Matlab on an Intel Xeon processor with 16Gb 
of memory which runs Fedora release 9 with Linux kernel 2.6.27. In the case of the
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Committee criterion, only KL divergences between predictive probabilities are needed to 
be computed. The Committee criterion is clearly much faster than the Variance-logdet, 
furthermore, contrary to the Variance-logdet criterion, the computational complexity of 
the Committee criterion is independent of the dimension of the features.

Table 4.1: Execution time (in seconds) for Variance- 
logdet and Committee criterion a function of feature 
dimension.

Feature
dimension

Variance-logdet
(sec)

Committee
(sec)

10 2.894 0.014
50 13.543 0.010
100 37.926 0.009
200 172.661 0.010

4.4.5 Similarities between Criteria

In order to test empirically the approximations and similarities from Section 4.3.4, we 
computed the Spearman rank correlations (Hollander and Wolfe, 1999) between the 
scores assigned by the criteria when evaluating the informativeness of the data points. 
We did this for both the audio and the art data sets. The correlations were computed for 
both the audio and art data sets. For each subject the learning started with the hierarchical 
prior learned from the data of the other subjects. This prior was updated by taking into 
account the information from 20 randomly selected data points for both data sets. After 
these updates, we computed the scores assigned by each of the active learning criteria to 
50 randomly chosen data points. Figure 4.4 shows these Spearman rank correlation co
efficients for each pair of criteria; the darker the color the closer to 1 the correlations are 
and the stronger the similarity between the two criteria. There are several observations 
to be made from this figure: i) One can notice a darker square on the left-down part of 
the figures, both for the audio and art data set. This square involves the Variance-logdet, 
Change-KL, Variance-trace, and Committee criteria. The correlations between each pair 
of them are very close to 1 which suggests that these criteria perform in practice very 
similar. This is also what the theory from Section 4.3.4 suggests by approximating these 
criteria to a similar form, ii) The Variance-logdet and Change-KL criterion have the 
Spearman rank correlation extremely close to 1. Their approximations are proven to be 
equivalent in Lemma 4.6.3 in the Appendix. These two observations also suggest that 
the approximations of the Variance-logdet and Change-KL are very accurate, iii) The 
Vote criterion performs in some situations randomly since when the number of subjects
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is much smaller than the number of data points considered, the scores assigned by the 
Vote criterion are the same to most of the experiments, tv) The Uncertainty criterion is 
most different from the others.

Audio data Art data

1 0.5 0

Figure 4.4: Spearman rank correlation coefficients for the scores assigned by the active 
learning criteria on the audio data (left) and on the art data (right). The darker the color, 
the higher the correlations, suggesting that the criteria are very similar. The lighter the 
color, the lower the correlations, suggesting that the criteria are not similar. The correla
tions between the Variance-logdet and Committee criterion are about 0.95 for the audio 
data set and around 0.85 for the art data set. The Variance-logdet and Variance-trace 
criteria are referred in the plots as V-logdet and V-tracce.

4.5 Conclusions and Discussions
This work studied how to exploit models learned on other scenarios to actively learn 
a model for a new scenario in an efficient way. Our approach to active learning in a 
multi-scenario setting combines a hierarchical Bayesian prior (to learn from related sce
narios) with active learning (to learn efficiently by selecting informative examples). Our 
new Committee criterion inspired by the Query-by-Committee method is very similar to 
the standard criteria from experimental design, in particular in the early stages of active 
learning, but computationally more efficient. Aside from the computational advantage, 
the Committee criterion introduces the idea to have the data, available from other users, 
collaborate in order to select the most informative experiments to perform with a new 
user. The same idea is already implicit in the Query-by-Committee algorithm. We show, 
theoretically and through experiments, that this conceptual idea also works with a com
mittee of people. This can be interpreted as another way of using people as the elements 
of a machine learning algorithm, which is a very promising research area, as suggested 
also by (Sanborn and Griffiths, 2008).
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4.5.1 Future Work

There are several directions for extending our work, i) A direction worth investigating 
is a non-myopic design, similar to the one proposed by Boutilier (2002). A non-myopic 
design “looks” more than just one step ahead when evaluating the informativeness of 
a data point. It is theoretically closer to the best possible design but computationally 
much more expensive. Due to the computational complexity involving a non-myopic 
design, we discussed all the active learning criteria from a myopic perspective, however, 
a non-myopic perspective can be applied to all of them, ii) The end goal of learning 
the preferences of a person is to make recommendations about an item he/she would 
like. In this paper we focused on accurately learning the utility function. The criteria 
discussed in this work could be adapted to the setting in which we focus on finding the 
item which maximizes the utility function, similar to the criteria for finding the maximum 
of the utility function proposed in (Groot et al., 2010). iii) In this work we used log- 
linear models and Gaussian distributions to model the preference data. The same idea, 
of using models learned on data from different subjects (or scenarios) to actively select 
examples for a new subject, can be applied to other models and starting from different 
priors as well, although the mathematics will be a bit more involved and less intuitive. 
In particular, considering a mixture of Gaussians as the prior may still be feasible and 
may lead to an active learning strategy that tries to find those examples that can best 
discriminate to which mixture component the current model belongs.
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4.6 Appendix

In this appendix we prove the equivalences between the active learning criteria stated in 
Section 4.3.4. We show that these criteria can be approximated to the same form, namely

^ ~2p(c \a, a)g(c\a,  a ) T Qg(c \a , a )  ,
C

for some vector a  and matrix Q.  The difference between the approximations for different 
criteria is the point a  in which the gradients and the probabilities are evaluated and the 
weighting matrix of the gradients Q.

We consider probabilistic choice models of the form given in Equation (4.2), which 
by using the definition of the utility function from Equations (4.3) and (4.4) can be rewrit-
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ten as

p(c\a, a.)
exp E * = i M x c

Z ( a ., a)

We define the derivatives of the log probabilities

with Z(at, a) = exp

g(c\a,a)  =
d\ogp(c \a , a )  

d a
H(c\a,  a )

' logp(c|a, 
d a d a T

We first prove a lemma which states a relationship between the Hessian and the Fisher 
matrices which will be used in further proofs.

Lem m a 4.6.1 For any input a and vector a  we have the following relationship between 
the Hessian and the Fisher matrices:

c|a, o l  ) H {  c\a, o l )  =  —  c\a,a)g(c\a,a)g(c\a 1 J 1

Proof. We use shorthand notation p c = p(c\a,a),  gCj = gj(c\a,a),  4>ci = 4>i{xc), 
omitting the dependencies on a and a .

From log p c = J2j  ~  log Z,  it is easy to see that

9 c j

Furthermore,

a log z
d a i  ’

H,
d 2 log Z

0,13 da.ida.j

d log  Z  1 d Z  1
z L exPda.j Z  da.j Z 4>cj = y^pc<i>,

d 2 log Z  _  ^  
da td a ;  ~

exP ( E /  < i> c j 'Q - j ') < l > c iZ  -  -§§: e x p 4>cj>OLf 
Z2 !

and thus

9 c j  (pcj ~  ^  ' p c ' ^ c ' j  1
c '

H c , i j  =  ^  '/ P c ' 4 >c ' j <t, c ' i  ^  ^  ^ P c ' ^ c ' j  ^  ] p C” (f>c” i  =  H - i j  .

(4.28)
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Note that the second derivative is in fact independent of c. We then have

^  ^P c H c , i j  =  ^  ] p CH j j  =  H i j  =  ^  ' p c ^ c i ^ c j  I ^  ] Pc4>d ^P c ' 4 'c'o

'y ] p c  ^4>a 'y ] p c ' 4 c j ' j Sj  { ^ c j  'y ] p C'4>c'j^j —  'y ' P c 9 c i 9 c j

□

The following lemma proves the approximation of the Variance-trace criterion from 
Equation (4.26).

Lem m a 4.6.2 In a first order approximation, the Variance-trace criterion boils down to 

Variance-trace(a) =  5 ^ p ( c |a ,  fx)g(c\a, /Lx)T S 2g(c |a , p )  .

Proof. We have

s r 1 ') 1 = (s ^  + E r1. -5 T 1)(a,c)J V ( a,c) I S 7 1 . - S - 1
(a ,c )

£  .

Use of Equation (4.23) and Lemma 4.6.1 gives the result. □

The following lemma proves the approximation of the Change-KL criterion from Equa
tion (4.27).

Lem m a 4.6.3 In a first order approximation, assuming that £ ( a,c) is close to £ ,  we have 

Change-KL(a) «  Variance-logdet(a) ,

i.e., the two criteria are indistinguishable.

Proof. We evaluate the terms of the Change-KL criterion one by one,

Change-KL(a) =  E p (c
n /d e t  £ ( a c) 
log T V I S r 1(a ,c )

+  E ^ Cla ) ~  Ai )T S (alc)(^(a,c) -  M) -  '
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The first term gives

The second term

E ? ( c 1«) ^  [s k C)s ] =  E ^ cia) 1 -  H{-c^  ^
c c

= n  — 53_p(c la ) Tr[H(c\a,  /lx)S] =  n  — ^~~^p(c|a, /lx) T r[S  H ( c \ a , /lx)]
C C

= n  +  Variance-logdet(a)

In the same lowest order, we obtain for the third term

1«) (M(a,c) -  V ) T S (alc)<>(a,C) ~  V)  ~
c

~  5 ^ p ( c |a ,  /x)g(c|a, /lx) t X g(c |a , /x) =  Variance-logdet(a) .
C

Collection of all the terms then gives the result. □
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Chapter 5

Bayesian Framework for 
Protein-Protein Interaction 
Prediction

The reconstruction of protein-protein interaction networks is nowadays an 
important challenge in systems biology. Computational approaches can ad
dress this problem by complementing high-throughput technologies and by 
helping and guiding biologists in designing new laboratory experiments.
The proteins and the interactions between them form a network, which has 
been shown to possess several topological properties. In addition to infor
mation about proteins and interactions between them, knowledge about the 
topological properties of these networks can be used to learn accurate mod
els for predicting unknown protein-protein interactions. This paper presents 
a principled way, based on Bayesian inference, for combining network topol
ogy information jointly with information about proteins and interactions be
tween them. The goal of this combination is to build accurate models for 
predicting protein-protein interactions. We define a random graph model for 
generating networks with topology similar to the ones observed in protein
protein interaction networks. We define a probability model for protein fea
tures given the absence/presence of an interaction, and combine these with 
the random graph model by using Bayes’ rule, to finally arrive at a model 
incorporating both topological and feature information.1

'This chapter is based on the work: A. Birlutiu, F. d’Alché-Buc and T. Heskes “Combining protein and 
network topology information for predicting protein-protein interactions.” (under review).
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5.1 Introduction

Knowledge about protein-protein interactions (PPIs) is essential to the understanding of 
the cellular functions and biological processes inside a living cell. Deciphering the entire 
network of PPIs of an organism is a very complex task since these interactions can only 
be established by costly and tedious laboratory experiments. Computational techniques 
for predicting PPIs have become standard tools to address this problem, complement
ing their experimental counterparts. Accurately predicting which proteins might interact 
can help in designing and guiding future laboratory experiments. Therefore, developing 
computational methods that can accurately predict PPIs is currently an active research 
area.

A recent trend in computational approaches for predicting PPIs is to frame this prob
lem in a supervised learning setting. That is, information about proteins and labels for 
protein pairs as interacting or not, supervise the estimation of a function that can pre
dict whether an interaction exists or not between two proteins. PPI prediction can thus 
be seen as a pattern recognition problem, i.e., find patterns in the interacting protein 
pairs that do not exist in the non-interacting pairs. This can be further framed as a bi
nary classification problem which takes as input a set of features for a protein pair and 
gives as output a label: interact or non-interact. Binary classification has been studied 
extensively in machine learning community, and many algorithms designed to solve it 
have been also applied for predicting PPIs, including Bayesian networks (Jansen et al., 
2003), kernel-based methods (Ben-Hur and Noble, 2005; Yamanishi et al., 2004), logis
tic regression (Lin et al., 2004; Sprinzak et al., 2006), decision trees and random forest 
based methods (Zhang et al., 2004; Qi et al., 2005; Chen and Liu, 2005), metric or kernel 
learning (Yamanishi et al., 2004) and (Geurts et al., 2006, 2007b,a).

In addition to information about proteins and interactions between them, PPI net
works are characterized by several topological properties (Jeong et al., 2001; Maslov and 
Sneppen, 2002; Friedel and Zimmer, 2006; Przulj et al., 2004; Tanaka et al., 2005). Net
work topology can uncover important biological information that is independent of other 
available biological information. One of the most important topological properties is the 
existence of a few nodes in the networks, called hubs, which have many links with the 
other nodes, while most of the nodes have just a few links. This characteristic is present in 
PPI networks and also in other real-world networks, such as the internet and citation net
works. Topology only has been shown to be able to predict protein functions (Milenkovic 
and Przulj, 2008) and PPIs (Kuchaiev et al., 2009) and to complement sequence informa
tion in various biological tasks, like for example, homology detection (Memisevic et al., 
2010). Summarizing, we can distinguish two types of information that can be used for 
predicting PPIs: first, information about proteins and labels for protein pairs as interact
ing or not, and second, information about topological properties of PPI networks. These 
two sources of information can complement each other and are both valuable for con
structing performant models which can accurately predict interactions between proteins.

In this contribution, we present a principled way of combining topology and feature
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information for constructing models for predicting PPIs. We combine models that have 
been previously used for modeling each type of information separately. We use a ran
dom graph generator for addressing the topology information and a naive Bayes model 
for addressing the feature information. We show that by making a few simplifying as
sumptions, both topological and protein information can be incorporated and we show 
experimentally that this improves the prediction accuracy in two PPI networks.

5.2 Models and Methods

The approach that we use to combine topology and feature information is graphically 
summarized in Figure 5.1. It consists of a random graph generator model and a naive 
Bayes model which are combined using Bayes’ rule to finally arrive to a logistic regres
sion model (we will ignore for the moment the details of this figure but come back to it 
throughout the section). The random graph generator gives rise to networks which based

Figure 5.1: Graphical representation of the model which combines topology and feature 
information. Left box: random graph generator model. Center box: naive Bayes model. 
Right box: the result of applying Bayes’ rule, the model which combines topology and 
feature information.

on topology can all be plausible hypotheses for the PPI network that we want to recon
struct. Incorporating the actual data will reduce this set of plausible hypotheses to just a 
few, out of which we can pick the one which has the highest likelihood. We implement 
this in a Bayesian framework by treating our random graph model as a prior and define 
a probability model for the features given the absence/presence of an edge and combine 
these two using Bayes’ rule, to finally arrive at a model incorporating both topological 
and feature information. The way in which each of these models is constructed and then 
combined is detailed in the rest of this section.

5.2.1 Topological Properties of PPI Networks

We will focus on one essential topological characteristics of PPI networks: the node 
degree distribution. The degree of a node represents the number of connections the node 
has with the other nodes in the network. The probability distribution of these degrees
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over the whole network, p(k),  is defined as the fraction of nodes in the network with 
degree k,

where N  is the total number of nodes in the network and N k is the number of nodes 
with degree k. The majority of real-world networks have a node degree distribution that 
is highly right-skewed, which means that most of the nodes have low degrees, while a 
small number of nodes, known as “hubs”, have high degrees. The degree of hubs is 
typically several order of magnitudes larger than the average degree of a node in the net
work. This property is a distinctive characteristic of PPI networks as well (Jeong et al., 
2001), although the reason why some proteins interact with a multitude of proteins and 
others interact with only a few is not well understood. It has been shown that the con
nectivity of a protein is related to its function (Ekman et al., 2006), high connectivity is 
often associated with proteins involved in information storage and processing (transcrip
tion in particular) and cellular processes and signaling. Among the non-hubs, there are 
many proteins that participate in metabolism, while proteins with poorly characterized 
functions frequently have few or no interactors.

5.2.2 Random Graph Generator

The first step of our approach is to define a model for generating networks with the 
node degree distribution similar to the one of PPI networks (the left-hand side box of 
Figure 5.1). The random graph generator that we define here is inspired by the general 
random graph method (Chung and Lu, 2002). The general random graph method assigns 
each node with its expected degree and edges are inserted probabilistically according to 
a probability proportional to the product of the degrees of the two endpoints, i.e., the 
probability of an edge between two nodes i and j  is proportional to the product of the 
expected degrees of the nodes i and j .  We introduce a latent variable, di} related to the 
degree of node i, i.e., d, is roughly proportional to the degree of node i. Let < be a 
random variable with two possible values: eHj  =  1 if a link is present between nodes i 
and j ,  and < =  - 1  if there is no link. In Figure 5.1, the random variables d, and dj are 
represented by white color circles because they are unobserved while is represented 
by a gray color circle because it is observed. Our model generates links in the network 
as follows,

^ «  = ' i ' ^ »  =  r r f c - •
r ( e„  = - i \ dl , d i ) = Y - L - j - ,
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which can be rewritten as

p ( eij\di, dj)  oc exP ^ i j -^ -Ogdi+Xogdj ) (5.1)

The random graph generator can generate networks with a desired topology, more specif
ically with a desired node degree distribution, by assuming a well-chosen distribution for 
the latent variable associated with the node degree, i.e, di. The first choice for the distri
bution over di would be a power-law distribution which is in general used for modeling 
the degree distribution of PPI networks (Jeong et al., 2001). Networks with a power law 
distribution for node degrees are referred to as scale-free networks (Barabasi and Albert,
1999) and include among others the world wide web (Broder et al., 2000), metabolic net
works (Jeong et al., 2000), citation networks (Redner, 1998). An exponential distribution 
for d  ̂ and dj  in Equation (5.1) gives rise to a scale-free network (Chung and Lu, 2002). 
A log-normal distribution is another option for modeling the node degree distribution 
of scale-free networks (Pennock et al., 2002). Power-law and log-normal distributions 
are intrinsically connected in the sense that similar generative models can lead to either 
power law or log-normal distributions (Mitzenmacher, 2003). For computational reasons 
which will become clear later, we consider a log-normal distribution for di, this means 
that log di is normally distributed,

p{\ogdi) = N{ \ogdi]  too,cto) > (5.2)

where m 0 is a scaling parameter, and the parameter a 0 controls the shape of the distri
bution. These parameters can be fit such that the networks randomly generated with the 
model from Equation (5.1) have the desired topology. We have defined di to be roughly 
proportional to the degree of node i, thus a log-normal distribution for d, results in a 
distribution for the degree of node i which is approximately log-normal, which is similar 
to what is observed in practice.

In summary, the random graph generator for a given topology performs the following 
steps. 1) Choose m 0 and a 0 the parameters of the log-normal distribution for di. 2) Draw 
from this distribution a random sample {d\ , . . . ,  dN ) of size N  the number of nodes in 
the network. 3) Based on this sample construct the network by inserting edges with 
probability given in Equation (5.1).

Figure 5.2 shows the node degree distributions of three networks randomly gen
erated with the method described above and starting from three different log-normal 
distributions for di, left: m 0 =  - 3 ,  a 0 =  1, center: m 0 =  0, a 0 =  1 and right: 
too =  3, ct0 =  1. The first network is very sparse, with a connectivity of 5% (the 
percentage of actual links from the total number of possible links); the node degree dis
tribution has, in this case, an exponential decay, thus we can consider this network as 
having a scale-free architecture. The second and third networks have connectivities of 
50% and 95%, respectively, and are quite far from the topology of PPI networks. For 
to0 <  —3 the network becomes more sparse and for m 0 >  3 the network becomes more
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0 10 20 30 40 50 60 70 80 90 
Number of links

LeM J
Figure 5.2: Node degree distributions of three networks randomly generated from three 
different log-normal distributions for d , ; left: m 0 =  - 3 ,  a 0 =  1, center: m 0 =  0, a 0 =  
1 and right: m 0 =  3, <r0 =  1.

connected. The parameter a  controls the width of the distribution.

The histograms in Figure 5.3 compare the node degree distribution in two types of 
networks: 1) PPI networks observed in two species: yeast and human (the histograms on 
the left-hand side) and 2) networks randomly generated from the random graph generator 
defined above (the histograms on the right-hand side). The description of the PPI net
works for yeast and human is given in Section 5.3.1. The parameters of the log-normal 
distribution for ci, were set such that the histograms of the random networks are simi
lar to the histograms of the PPI networks, for the random network from the first row: 
mo =  -3 .7  and <r0 =  1 and for the random network from the second row: mo =  -4 .2  
and an =  1 11- These histograms show that the random graph generator that we defined 
indeed yields networks with node degree distribution very similar to those observed in 
practice. Based on Figures 5.2 and 5.3 an appropriate choice for the parameters of the 
log-normal distribution that we will use in the rest of this work is m 0 =  - 3  and rr,, I .

5.2.3 Bayesian Framework for Combining Topology and Feature In
formation

In order to combine the topology and feature information, we treat the random graph 
model as a prior and define a probability model for the protein pairs features given the 
absence/presence of an interaction. We make use of a a naive Bayes model to express 
the likelihood of a protein pairs feature given the absence/presence of an interaction. The 
likelihood is thus computed as a product of 1-dimensional Gaussian distributions, each 
Gaussian distribution expressing the probability of a feature component ƒ*■ given the
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r i l ^ .

Figure 5.3: Left: histograms of node degrees of yeast PPI network (top row) and human 
PPI network (bottom row); the description of these networks is given in Section 5.3.1. 
Right: histograms of node degrees of two random networks generated with the model 
from Section 5.2.2 and with the parameters of the log-normal distribution for the latent 
variables df. m 0 =  - 3 .7  and <r0 =  1 (top row) and m 0 =  -4 .2  and <r0 =  1.11 (bottom 
row).
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edge variable eij and the parameters mean m k and variance a,

D

p ( f i j \ e ij> m ,  a )  =
k=  l

(5.3)

We refer to the center box of Figure 5.1 for a graphical representation of this model. The 
naive Bayes model defined above treats the features as independent, which might not 
be the case in practice. Despite this simplifying assumption, the naive Bayes model is 
known to be a competitive classification method, with similar performance as the closely 
related logistic regression algorithm.

The posterior distribution for which combines topology and feature information 
is computed using Bayes’ rule as the product between the prior defined in Equation (5.1) 
and the likelihood terms defined in Equation (5.3), i.e.,

P ( e ^ j \ f ^ j ^  di? d j )  oc j>(< f'j |d j . d j ) p ( f i j \ e i j ,  d j . d j )

where when going from (5.4) to (5.5) we discarded the square terms. In the above, we can 
ignore any term that does not depend on e ^ ,  since it will only affect the normalization. 
This includes the term m | / a 2, since eHj  e  { -1 ,1 } . The normalization term does play 
a role and, when incorporated, leads to Equation (5.8) below. The unknown quantities 
of our model are k =  { 1 , . . . ,  D }  and log di: i =  { 1 , . . . ,  N } ,  and these will be 
estimated based on the available training data in a learning procedure that we describe 
below.

The first step is to adjoin the unknown quantities in a single random variable, that is

(5.4)

(5.5)

(5.6)

(5.7)

and the same for the information available, that is protein features and topological infor
mation
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where Uj  is the position vector having 1 on positions i and j  and 0 everywhere else. 
Then, the normalized probability that there is an interaction between the proteins i and j  
from Equation (5.6) can be rewritten as

p{ei j \x i j , w )  = — -------T-----------------r . (5.8)
l + e x p ( —2 eijW1 Xij)

Note that in the sum

D N

™T Xij =  E  wk f i j  +  E  wD+ktij > (5-9)
k= 1 k= 1

the first term on the right-hand side originates from the protein features information and 
the second term from the topological information.

The unknown parameter w  is learned in a Bayesian framework which consists in 
setting a prior distribution for it, and updating this prior based on observations. The 
update is performed using Bayes’ rule given below

nobs
p ( w |observations) oc n p(e°i j \x°i j , w ) p ( w )  . (5.10)

0 = 1

where n obs is the size of the training data, i.e., the number of known interacting/non
interacting protein pairs, andp(e°-|a:°-, w )  is given in Equation (5.8). p (w )  is the prior 
and we choose it to be a Gaussian distribution

p (w )  = M { w ,p , 'S l )  .

The hyperparameters /lx and S  of the prior are chosen such that the topological informa
tion is included in the model. This is implemented by making the correspondence with 
the prior for the latent variables d , . Recall from Equation (5.7) that w i+D = \  log d*, i = 
1 , . . . ,  N  and from Equation (5.2) that log di is normally distributed, consequently w i+D 
will also be normally distributed, i.e.,

Wi+D -  N  y  ̂  , i  = l , . . . , N .

A good choice for the hyperparameters m 0 and a 0 was discussed in relation to Fig
ures 5.2 and 5.3. Thus, we set (¿d +i -.n  ^  —1-5 which corresponds to a network 
with a node degree distribution of the form shown in the histogram from the left-side of 
Figure 5.2. The hyperparameters //, . i =  I t h a t  correspond to the feature infor
mation were set to 0, and the covariance matrix E  was chosen to be the identity matrix 
(this choice for the parameters of the prior corresponding to protein features makes sense 
when the features are normalized like we do in the experimental evaluation). We will also 
see in the experimental evaluation, Section 5.3.5, that the choice of the prior’s parameters
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has a big influence on the performance.

The vectors Xij are sparse because their components t  ,:/ of dimension N  contain only 
two non-zero elements on positions i and j .  This sparsity property can be exploited for 
making the computations more efficient. Predictions can be done for an unknown inter
action between a pair of proteins i ' , j '  characterized by the feature vector a v y . These 
predictions can be done either averaging the posterior over w  in Equation (5.8) or by 
using a point estimate of this posterior, let w*  be the mean of p(-u>¡observations), and 
computing p(ei>f \x,>:l>. w * ) using Equation (5.8).

We refer back to the graphical sketch of our model in Figure 5.1 at the beginning of 
this section. The box on the left-hand side, corresponds to the random graph generator 
model. The observation eHj,  which expresses the presence or absence of an edge between 
nodes i and j ,  depends on the latent variables d, and dj which are related to the degrees 
of nodes i and j .  The random graph generator model incorporates feature information 
through the naive Bayes model with unknown parameters m  and a,  represented in the 
center box. The combination of the two models is obtained using Bayes’ rule. The 
result is shown in the right-hand side box. The unknown quantities <k, dj,  and m ,  a  
are combined in the node w  which is unobserved, and ƒ,, together with t , :/ which is 
implicitly expressed by indices i and j  form the observed quantity x , :l.

Summarizing, in order to incorporate topological information for PPI prediction we 
propose a relatively simple method: logistic regression on an extended feature space. The 
extended feature space is obtained by adding to the feature vector f  , :/ for a pair of proteins 
i and j ,  a vector of dimension N  with 1 on positions i and j  and 0 everywhere else. The 
regression weights are treated as latent variables and those weights corresponding to the 
additional topology features are in a one-to-one correspondence with the latent variables 
di of the random graph generator. The scale-free like architectures of the random graph 
generator follow from a log-normal prior distribution on these d,s.

In the experimental evaluation from Section 5.3 we will compare four models. All 
the models are based on Equation (5.10) with a Gaussian prior and likelihood terms of 
the form given in Equation (5.8) and they vary in the way of computing the dot product 
from Equation (5.9) and on the parameters of the Gaussian prior.

1. Model 1 (Features+Topology): is the model we propose in this work. It makes use 
of the following dot product

and a Gaussian prior with mean =  0, H d + i -.n  = ^  = ~  1-5 and covariance 
matrix equal to the identity matrix.

2. Model 2 (Features only): uses only information about proteins, and the dot product

D N

(5.11)
k= 1 k= 1
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is computed as

w T x ij = + w ° +1 ■ (5-12) 
k= 1

The second term on the right-hand side of Equation (5.12) is a bias term to address 
the unbalancedness of the data. This bias term also corresponds to the second 
term on the right-hand side of Equation (5.11); for an edge the contributions in 
Equation (5.11) are w D+i + w D+j  while in Equation (5.12) we constraint w D+i = 
\ w D+1, V* =  1 , . . . , N .  This observation also motivates the choice of the prior 
for this model: mean =  0 and ///; =  - 3  and covariance equal to the 
identity matrix.

3. Model 3 (Topology only): uses only topology information and the dot product is 
computed as

N  

k= 1

The Gaussian prior is of dimension N  with mean equal to the vector =  —1.5 
and covariance matrix equal to the identity matrix. The choice for =  —1.5 
corresponds to the log-normal distribution with m 0 =  - 3 ,  thus to a network with 
a node degree distribution of the form of the left-side plot from Figure 5.2.

4. Model 4 (Topology-enriched features): uses the information about proteins and 
about topology in the following form

D

w T X i j  = + w D+1 log ( d i  +  1) +  w D+2 log ( d j  +  1) ,
k= 1

where d, and dj  are the estimated degrees of nodes i and j  computed on the training 
data. Basically, the features f  ,:, for a pair of proteins i and j  are being extended by 
adding two new columns corresponding to the degrees of nodes i and j  computed 
on the training set. For computational reasons we considered the logarithms of 
node degrees to which we added 1. The idea behind this model is similar to the 
one used in (Tastan et al., 2009; Qi et al., 2010), i.e., the topological features are 
added to protein features resulting in an enriched set of features. The features are 
being standardized and the parameters of the Gaussian prior are set to h\-.d+ 2  =  0 
and covariance equal to the identity matrix.
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5.3 Results

The four models previously described were empirically evaluated and the results are 

presented in this section.

5.3.1 Data Sets

We used two data sets. Details for each of them are given below.

Yeast Data

This data set was borrowed from (Geurts et al., 2007a) and it consists of the high con

fidence physical interactions between proteins highlighted in (von Mering et al., 2002). 

The PPI network has 984 nodes (proteins) connected by 2438 links (interactions). We 

consider all the protein pairs not present in the 2438 interactions as non-interacting. The 

yeast PPI graph is very sparse, as a result the data is highly unbalanced, with less than 

1% from the total examples belonging to the positive class. Each protein has associated 

a vector of dimension 157 representing gene expression values in various experiments. 

We constructed the features for protein pairs by summing the individual protein features. 

The degree distribution of the nodes is shown in the top-left plot on Figure 5.3.

Human Data

This data set was created and made available by (Qi et al., 2007) and consists of protein 

pairs with an associated label: interact or non-interact. Each pair of proteins is character

ized by a 27-dimensional feature vector. The features were constructed based on Gene 

Ontology (GO) cell component (1), GO molecular function (1), GO biological process 

(1), co-occurrence in tissue (1), gene expression (16), sequence similarity (1), homology 

based (5) and domain interaction (1), where the numbers in brackets correspond to the 

number of elements contributed by the feature type to the feature vector. Unlike posi

tive interactions, non-interacting pairs are not experimentally reported. Thus, a common 

strategy is to consider as non-interacting pairs a randomly drawn fraction from the total 

set of potential protein pairs excluding the pairs known to interact. The resulting data set 

has 14,608 interacting pairs and 432,197 non-interacting pairs. The PPI graph consists 

of 24, 380 nodes connected by 14,608 edges. As in the case of the yeast data set, the PPI 

graph of the human data is very sparse, the interacting pairs represent less then 1% from 

the possible links in the graph.

Both data sets are highly unbalanced, with 1% and 5% positive pairs for yeast data 

and human data, respectively.
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5.3.2 Experimental Setup

The experimental setup considered a part of the data for training and the rest for testing. 

The training data was used to learn the models and the testing data was used to evaluate 

how good these models can predict PPIs. We randomly sampled a training set containing 

1%, 5%, 10% and 20% protein pairs from the yeast and human data set. The training 

features were standardized to have mean zero and standard deviation of one. This data 

sample was used to train the classification model (i.e., learn the weight parameter of the 

logistic regression). The remaining protein pairs were used for testing the performance. 

These steps were repeated 10 times and average results are reported (mean ± standard 

deviation).

Evaluation Measure

Area under the receiver operating characteristic curve (AUC) was used as a measure for 

evaluating the performance. The receiver operator characteristic (ROC) curve plots the 

true positive rate against the false positive rate for different thresholds. The AUC statistic 

can be interpreted as the probability that a randomly chosen missing edge (a true positive) 

is given a higher score by the method than a randomly chosen pair of proteins without an 

interaction (a true negative).

5.3.3 Performance
Table 5.1 shows the comparison of the performance of the four models discussed in Sec

tion 5.2. Model 1 represents the Bayesian framework for combining feature and topology 

information, Model 2 uses only protein information, Model 3 uses only topology infor

mation and Model 4 uses protein features which are enriched with node degrees. The 

comparison was performed for the yeast data (the four upper rows in Table 5.1) and hu

man data sets (the four lower rows in Table 5.1). The protocol described in Section 5.3.2 

was used and the averaged AUC scores with their standard deviations are reported. The 

statistical significance between Model 1 and Model 2 was assessed by using a Mann- 

Whitney U-test (Hollander and Wolfe, 1999) on the AUC values obtained from the two 

models for 10 random splits of the data into training and testing. A 5% significance level 

has been considered. The * indicates that the results obtained for Model 1 are signifi

cantly better than the results obtained for Model 2.

The results show that the combination of the two sources of information, protein fea

tures and topology, gives a better performance than using only one type of information. 

In particular Model 1 (Features+Topology) performs significantly better than Model 2 

(Features only) in most of the cases. Model 1 and Model 4 have a similar performance 

for human data, and Model 1 performs better than Model 4 for yeast data. An expla

nation for this is related to how the protein features were constructed in the two cases; 

for yeast data the features for a protein pair resulted from summing the feature vectors 

corresponding to the two proteins, while for human data the protein features are more
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Table 5.1: AUC values (mean ± standard deviation) for the four 
models presented in Section 5.2. The * indicates that the results ob
tained for Model 1 are significantly better than the results obtained 
for Model 2. The four upper rows correspond to the yeast data set 
while the four lower rows correspond to the human data set.

% Train 
data

Model 1 
Features+ 
Topology

Model 2 
Features 

only

Model 3 
Topology 

only

Model 4 
Topology 
features

Link
Propagation

1% 0.639 ±  0.014 0.639 ±  0.018 0.577 ± 0 .0 1 6 0.582 ±  0.022 0.592 ± 0 .0 1 6
5% 0.708 ±  0.006 0.697 ±  0.009 0.688 ±  0.010 0.689 ±  0.009 0.625 ±  0.009
10% 0.731 ±  0.005* 0.712 ±  0.005 0.720 ±  0.006 0.717 ± 0 .0 0 7 0.650 ±  0.009
20% 0.746 ±  0.009* 0.719 ±  0.006 0.742 ±  0.009 0.737 ±  0.010 0.690 ±  0.008

1% 0.863 ±  0.006* 0.851 ±  0.006 0.608 ±  0.014 0.822 ± 0 .0 1 2
5% 0.909 ±  0.002* 0.859 ±  0.001 0.793 ±  0.007 0.899 ±  0.003
10% 0.931 ±  0.002* 0.861 ±  0.001 0.864 ±  0.005 0.931 ±  0.002
20% 0.952 ±  0.002* 0.862 ±  0.001 0.917 ±  0.003 0.954 ±  0.002

related to the protein pair than to individual proteins. The results vary also as a function 

of the size of the training data. For a small training set the network topology is not well 

defined, and we can see that in this case the improvement is smaller, but, as we increase 

the training set, meaning that the knowledge about the network topology increases, the 

performance obtained by adding the topology information improves more.

The framework based on the logistic regression classifier that we use in this work 

gives similar performance to other methods for PPI prediction. For the comparison, we 

show in the last column of Table 5.1 the performance of link propagation method for 

PPI prediction recently proposed by (Kashima et al., 2009). The results are shown for 

the yeast data set and using protein features as information. Link propagation could 

not be applied to the human data since in this case protein features based on which to 

compute the similarity matrix between proteins are not available. We also tested other 

classifiers like SVMs and random forests but they did not perform comparable to the 

logistic regression, probably because the unbalancedness of the data is quite difficult to 

handle in their case.

5.3.4 Topology Learning

The combination between the protein features and topology information from Model 1 

has the best performance in comparison with the other models since it is able to learn 

faster and more accurate the topology of the network. In order to show this we ana

lyzed how accurate the degrees of the nodes are estimated in the cases of Model 1 (Fea- 

tures+Topology) and Model 2 (Features only). The comparison was performed on the 

yeast data and using the protocol described in Section 5.3.2. Both models were learned 

on the training data. The predicted node degrees were computed on the test data by sum

ming the predictive probabilities from Equation (5.8) for edges eHj in which one of the 

indices i or j  corresponds to the node of interest. The estimation of the node degrees
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for the two models is shown in Figure 5.4 with the x-axis showing the percentage of 

data used for training, and the y-axis showing the error of the estimates measured using 

the the root mean square of the difference between the predicted and actual node de

grees (left plot) and the root mean square of the difference between the logarithms of the 

predicted and actual node degrees (right plot). Where the root mean square of the node 

degrees themselves measures the absolute error in estimated node degrees, which is quite 

sensitive to correctly estimating the hub nodes, the root mean square of the logarithms 

measures the relative error. It can be seen that indeed Model 1 (Features+Topology) gives 

a much better estimate to the actual node degrees in comparison to Model 2 (Features) 

and this explains also why the performance of Model 1 is better than that of Model 2 as 

shown also in Table 5.1.

Figure 5.4: The root mean square of the difference between the predicted and actual node 
degrees (left plot) and between the logarithms of the predicted and actual node degrees 
(right plot) for the two models: Model 2 (features only) and Model 1 (features+topology) 
as a function of the percentage of data considered in the training set.

5.3.5 The Influence of the Prior

The prior defined by the random graph generator has a bigger effect especially when 

the number of observations is small. Furthermore, the hyperparameters of the prior, i.e., 

the mo and <r0 have also an important influence on the performance. Table 5.2 shows 

the performance obtained for predicting PPIs using Model 1 for a size of the training 

data of 1% from the total data set and with three parameter settings for the prior. These 

correspond to the three parameter settings for the log-normal distribution based on which 

the histograms from Figure 5.2 were generated. The performance is best for m0 = -3, 

an = 1 which corresponds to the left-hand side histogram in Figure 5.2 and which is also 

a valid assumption for the topology of PPI networks.
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Table 5.2: AUC scores (mean ± standard deviation) for pre
dicting PPIs using Model 1 for three parameter settings for the 

log-normal distribution (1st column). The results are shown for 
the yeast data and human data. The size of the training data is 
1% from the total data set.

Prior parameter Yeast Human

settings data data

mo = —3, ao = l 0.639 ± 0.014 0.863 ± 0.006

mo = 0, (Jo = 1 0.595 ± 0.015 0.808 ± 0.014

mo = 3, (Jq = 1 0.566 ± 0.015 0.742 ± 0.029

5.4 Discussions

In addition to the node degree distribution, networks in general, and PPI networks in par

ticular, can be characterized by other global topological properties, including the cluster

ing coefficient, the network diameter, and the average shortest path. (Maslov and Snep- 

pen, 2002) showed the existence in PPI networks of highly inter-connected regions which 

are correlated with biological functions and large multi-protein complexes. PPI networks 

are shown to adhere also to the small world phenomenon, i.e., most pairs of proteins are 

connected to each other by a short chain of links involving several intermediate proteins. 

In addition to these global topological properties, PPI networks are also characterized by 

the so-called network motifs. A network motif is a small subgraph which appears in the 

network significantly more frequently than in a randomized network. Different types of 

real-world networks have been shown to have different motifs (Milo et al., 2002). We 

believe that frameworks similar to the one introduced here for incorporating information 

about the node degree distribution, can be derived for including other types of topological 

information. The so-called node signature (Milenkovic and Przulj, 2008), which repre

sents the topology in the neighborhood of a node, might be useful in this direction. In the 

same direction, other random graph generators have to be investigated, like for example, 

exponential random graph models (Robins et al., 2007)

Treating PPI prediction as a supervised inference problem is not straightforward since 

data is typically associated to individual proteins while the labels correspond to pairs of 

proteins. This issue is addressed by constructing features for pairs of proteins from in

dividual protein features. In many cases the problem of identifying high-quality features 

can in itself be quite difficult. This has led to the development of powerful techniques 

known as kernel methods. Kernel methods allow the user to specify a particular kind 

of pairwise function between data objects, known as a kernel function, which is used 

by the algorithm instead of explicit features. Kernels have been successfully used for
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constructing features for PPI prediction (Ben-Hur and Noble, 2005).

The logistic regression classifier is a natural choice in our framework since latent vari

ables in the graph generator can be translated to weights in the logistic regressor. Similar 

ideas may also work in connection to other classifiers and may be used for the recon

struction of other biological networks, such as, metabolic, gene regulatory or signaling 

networks.

5.5 Appendix: Bayesian Inference

The approach that we use for incorporating topology and feature information brings us 

to computing the posterior distribution

n obs

p(w|observations) oc n p(e°i j\x°ij ,w)p(w) . (5.13)
0 = 1

where the likelihood terms are of the form given in Equation (5.14)

pieijlxij, w) = — --- — --- ÿ-- - . (5.14)
l+ exp(—2 eijW1 Xij)

and the prior over w is a Gaussian distribution

p(w) ,

where the hyper-parameters /lx and S  that correspond to t i;/ are derived from the param

eters of the log-normal distribution for di, specifically /¿d+i-.n = -3, fj,1:D = 0 and the 

covariance matrix E is the identity matrix.

w* =  argmin —L(w)
ZV

where

n obs

-L(w) = - 'Ŷ \ogp(e°i j\x°i j ,w) - logp(w )

0=1
n obs

=  E +  e x p ( - 2 e °ijw T x ij)) +  o ( w ~  v )T ' £ - 1 (w  - h ) +  c ,

0 = 1

where c is a constant term independent of w. The optimization is solved by using conju

gate gradient for which we compute the first derivatives of L{w) with respect to w.
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dwT dwT
0 = 1

"obs _ o  o _ o

= g l  + e x p ( 2 ^ x &) + (" ’ - ''» T5;" '

These computations can be simplified by taking into account the specific form of the 

vectors Xij, i.e., the sparse form of the part corresponding to the topology information.
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Chapter 6

Link Transfer for 
Protein-Protein Interaction 
Prediction using Multiple Species

Protein-protein interaction network inference has attracted interest of ma

chine learning researchers as a typical problem of structured data mining. 

Mining the protein interactions graph of a species can give useful informa

tion to biologists about which proteins might interact. Deciphering biologi

cal networks is crucial for the understanding of the cellular functions and bi

ological processes inside a living cell. As a consequence, the reconstruction 

of these networks is currently a major challenge with important applications 

in medicine and biology. In this study, we investigate how to incorporate the 

information available from several reference species, i.e., transfer learning, 

in order to improve the performance of protein-protein network inference 

for a target organism. We propose a method based on a so-called converter 

function from the reference species to the target species. The underlying 

idea of the converter is to increase the training set of the target species by 

converting the output space of the reference species to the output space of 

the target species.1

'This chapter is based on the work: F. d’Alché-Buc, A. Birlutiu, C. Brouard, T. Heskes and M. Szafranski 
“Regularized Output Kernel Regression for protein-protein interaction prediction: application to link transfer 
and transduction.” Machine Learning in Computational Biology workshop at Neural Information Processing 
Systems conference, 2010.
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6.1 Introduction

There has been a recent interest in devising new techniques and improving existing ones 

for mining various structured data types such as the ones arising, for example, in biology. 

Mining the protein interactions graph of a species, also known as protein-protein inter

actions (PPI) network inference (Vert, 2008), can give useful information to biologists 

about which proteins might interact. The basic idea of PPI network inference is to use 

the known edges of the network to supervise the estimation of a classifier whose input 

is a pair of nodes and outputs a binary value that codes for the presence of a physical 

interaction between two proteins. The training data used for this task are usually input 

feature vectors that represent information about the proteins and a given adjacency ma

trix that codes for the known interactions. This settings allows to automatically learn 

which features of the data are the most informative to predict the presence of an interac

tion between two proteins. This task is also known as link prediction in social networks. 

Among supervised link prediction approaches, let us cite pairwise SVM based on tensor 

kernel (Ben-Hur and Noble, 2005), metric or kernel learning (Yamanishi et al., 2004) and 

(Geurts et al., 2006, 2007b,a), and local approaches developed in (Bleakley et al., 2007).

In parallel, bioinformatics researchers have defined other strategies that consist 

in mapping known interactions between a reference organism onto a target organism 

and this for the orthologous genes: this is called the protein-protein interologs ap

proach (Michaut et al., 2008). Predicting using interologs is based on the theory that 

proteins interacting in one organism co-evolve such that their respective orthologs main

tain the ability to interact in another organism. Recent works which study the prediction 

of PPIs based on ortholog information with other species are (Lee et al., 2008; Lehner and 

Fraser, 2004; Persico et al., 2005; Wiles et al., 2010). As far as PPI networks as well as 

the homology between protein sequences are available for potential reference organisms, 

this strategy sounds relevant if data are not too noisy. In this work, we define a new task 

of link prediction, we call it “link transfer”, that resembles the interolog approach while 

remaining in the supervised learning framework. The underlying idea of link transfer is 

to use PPI networks of other species, we call these reference species, to constrain the 

training of a supervised predictor of PPI in a target species. This paradigm thus differs 

from the classical transfer learning or multi-task learning settings (Evgeniou et al., 2005; 

Bakker and Heskes, 2003) but corresponds to a realistic setting of PPI network inference.

We formulate this new task in the framework of output kernel learning (Weston et al., 

2003; Cortes et al., 2005; Geurts et al., 2006, 2007b,a). The basic idea of this framework 

is to learn a mapping from inputs to a feature space associated with the outputs. The key 

aspect here is that the existing structure in the outputs can be exploited in the learning. 

We investigate how to incorporate the information available from the reference species 

in order to improve the performance of the output kernel regressor. We propose to use 

output kernel regression twice, first to convert output feature vectors from a reference 

species to the target species and then to learn the target network. The underlying idea of 

the converter is to increase the training set of the target species by converting the output
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space of the reference species to the output space of the target species.

This chapter is organized as follows. In Section 6.2 we describe the general frame

work of output kernel regression for PPI network inference. Its extension to link transfer 

is presented in Section 6.3. In Section 6.4 we evaluate it empirically using yeast as the 

target species. We conclude in Section 6.5 with some discussions of related approaches 

and directions for future research.

6.2 Regularized Output Kernel Regression

In this section we introduce the general framework of Output Kernel Regression for 

protein-protein network inference. We consider a single target species. Let V be the 

set of proteins in the target species. During the training phase, T a subset of n proteins, 

and the adjacency matrix for the interactions between the corresponding n proteins are 

given. These available data are encoded into:

• A Gram matrix K (X) whose coefficients are defined from some positive definite 

kernel function: K^x \i,j) = K̂x \pi,pj), pi,pj G V.

• A Gram matrix K (Y ] that codes for the proximity of proteins as nodes in the 

interaction graph only known for the proteins of T. We use here the diffu

sion kernel (Kondor and Lafferty, 2002) matrix K <V} = <'x\)( — >LivJ) where 

L (Y > =  D  — J  with J  the adjacency matrix given for the n proteins and D  the 
corresponding degree matrix.

We assume that there is an (unknown) positive definite kernel function ky ■ V x V —> R, 

that when given two proteins as input, reproduces the corresponding element of the kernel 

matrix, i.e., Vpi,pj G V ,nY(pi,Pj) = K ^ ( i , j ) .  Let y  be the associated (possibly 

infinitely dimensional) feature space endowed with the kernel h(y >, i.e., there is some 

feature map y( ) : V ^ y  such that

Vp,p', n{Y\p,p) = y(p)Ty(p) .

Throughout the derivations below, we will act as if the mapping y( ) is known, i.e., as 

if we can always compute any feature vector y(p). Later we will realize that all we 

actually need are inner products between different feature vectors. Similarly, we will use 

the mapping x(-) : V —> X  corresponding to the kernel function h(x\ and as for the 

mapping y () all we need are actually inner products that can be represented by kernels. 

Let us define ƒ  : P  x P  -> {0, l} a  classifier whose input is a pair of protein features 

and which outputs a binary value that indicates the presence or absence of an interaction 

between those proteins. Knowing i-;iY} we can define the classifier ƒ  by thresholding the 

kernel:

fe(p,p') =  sgn(k{y ){p ,p ') - 0) .
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However, we do not know k(V ' but only the corresponding Gram matrix K (y J, defined 

for the proteins of the training set. In the framework of output kernel regression, we 

propose to approximate k(V ' by using a dot product between images of a hypothesis 

function h :V — >■ y,

Learning the classifier reduces thus to learning h, a function that uses the kernel trick in 

the output space. This new learning task has been referred to as Output Kernel Regression 

in previous works (Geurts et al., 2006, 2007b,a) and was tackled by extending regression 

trees to output kernel feature space. In this work we focus on Regularized Output Kernel 

Regression, a recently proposed model (Brouard et al., 2011) that shares the same form 

as SVMs and the Maximum Margin Robot (Szedmak et al., 2005).

Suppose we are given a training set of size n, consisting of input features of dimen

sion to, denoted by the to— by —n matrix X  = {x^, * 2, . . . ,  xn}, where a  ̂ = a;(p*), 

and corresponding output features of dimension q denoted by the q-by-n matrix 

Y  = {y 1, 2/2, • • •, IJn}, where y, = y(pi). Following the approach of (Cortes et al., 

2007), we assume a linear model from input to output, i.e.,

We find the weights A  through a regularized least-squares regression, i.e., by minimizing 

a regularized least square loss:

|| A X  — Y  \\2F +A || A \\2F .

where || • |/■ stands for the Frobenius norm. The optimal solution is found by computing 

the gradient, setting it to zero and solving for A  (for the complete derivation, see (Cortes 

et al., 2007)):

where I n is the identity matrix of dimension n. So, we find that the linear model hip) 

is of the form h(p) = Y C X Tx{p) with C = (K ix J + A/„j If we would start 

from this form and then solve for C, we would find the exact same solution for C. A 

simplified version of this model was considered in (d’Alche Buc et al., 2010), where C

{Y)(p,p) «  h(p)Th(p) . (6.1)

h(p) = Ax(p) . (6.2)

n

(6.3)

which is equivalent to

A  = Y X T( X X T + A I , , ) - 1 = Y ( K {X) +  XIn) - 1X T . (6.4)
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is now constrained to be a diagonal matrix:

n

H p ) = 5 '2aiyiKx(Pi’P) = ^diag(a)XTa;(p), , (6.5)
i =  1

where diag(a) is a diagonal matrix with the parameter vector a on the diagonal. This 

parameter vector is again fitted through a regularized least squares regression, where the 

regression term only depends on a (see the appendix at the end of this chapter for details). 

We will refer to the model (6.5) as the diagonal model and to the model (6.2) as the full 

model. Last but not least, it is easy to see that (6.1) indeed can be expressed in terms 

of inner products between (sets of) input features and between (sets of) output features. 

These inner products can be represented by kernels.

6.3 Link Transfer

Besides the target species, we have additional, so-called reference species. For the mo

ment we consider only one reference species, and later we will discuss how to consider 

multiple reference species. Some of the target proteins are orthologs of the proteins of 

this reference species. For the reference species, we do not have input features, but there 

is available an adjacency matrix based on which we can compute a kernel matrix K iU). 

We further assume that we have a corresponding kernel function •) with corre

sponding feature space W and mapping w(-). As before, for now we assume that we 

can always compute any feature vector w(p). The link transfer task consists in adding 

the information contained in the PPI network of the reference species/species to help the 

prediction task for the target species.

6.3.1 Converter

The transfer learning is based on a converter function from the reference species to the 

target species. The idea is to increase the training information on which the mapping h 

is learned by incorporating the data from the reference species.

The set of orthologs is a subset of all proteins, O C T .  Furthermore the set of 

orthologs O can be divided into two subsets O , C T and 0 2 $£ T. We notice that 

the two adjacency matrices of the target species and the reference species define two 

different Hilbert spaces: the Hilbert space y  spanned by the images of y(j>i),Pi € T and 

the Hilbert space W spanned by the images oi'wip,). p, e O. In order to cope with these 

two different spaces, we use an output kernel regressor u that converts for a given protein 

p, w(p) into y(p). As a first step, we aim to compute a linear mapping u : VV — y, from 

the reference feature space W to the target feature space y,  with u(w) = By. We learn 

this mapping using pairs of reference proteins and corresponding ortholog target proteins. 

We refer to the corresponding input feature matrix as W o1 and to the corresponding
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output feature matrix as Yo1. That is, Wo, and Yo1 represent a particular subset of 

the features corresponding to the reference and target species, respectively. Using the 

approach presented in the previous section, the optimal B  which minimizes

|| B W 0 l- Y 0l \\2F +AC \\B\\2F .

is found to obey

B  = Yo1{Wqi W o1 + AcI\o1\)~1W qi , (6.6)

where I\ot \ is the identity matrix of dimension |C>i|, i.e., the number of proteins in the

set 0\.

Next we would like to use the learned mapping to improve link prediction for the 

target species. We stick to the same linear model hip) = Ax(p). We not only aim to 

fit this model to the target features themselves, but also to the target features estimated 

from the ortholog features. To this end, we use the two subsets of target proteins with 

indicators T and (D->. For the subset T, we aim to fit h to y, whereas for subset 0>, we 

aim to fit h to uiw) = Bw. Let X '/, Y / , X ( >2, Uo2, and W o, refer to the various 

input and feature subsets, with U c>2 = B W q2■ The goal is then to find the weight 

matrix A  that minimizes the criterion

J(A)  =|| A X T - Yt fF +7 || A X o2 - Uo2 fF +A || A fF , (6.7)

where A and 7  are two (regularization) constants. If we simply concatenate the 

(weighted) inputs and outputs, e.g., by defining

X v = (X T, S yX 02) and Yv = (YT, ^ V 0 l) ,

we obtain the standard form

J ( A) =  || A X V - Y V fF +X || A \\2F ,

with corresponding optimal solution

A  = Yv { X lX v + AIw O ^ X l .

In the above, we acted as if the features y, w, and x are actually known. Typically, they 

are not, and we can only compute inner products. Luckily, this happens to be all we need.

In particular we need to be able to approximate the kernel function between two proteins

o and o'. We have

K̂ Y\p,p) = y(p)Ty(o') «  h(p)T h(o’) = x(p)T AT Ax(p)

= x{p)TX v { X lX v + X l y o ^ Y ^ Y v i X l X v  +  \I\vO~1 X$x(p) .
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Furthermore

X ? X T ^ ¡X ^ X o 2 

V 7X I  X T T-XI X o ,2

and

Y ^Y r y ^ Y jt o  

7 Ù ^ Ù 0l

where

This idea can be extended to include the information from multiple reference species 

by adding extra terms in the optimization from Equation (6.7), each extra term corre

sponding to one reference species.

The derivation of the link transfer using the diagonal model defined in Equation (6.5) 

is given in the appendix from the end of this chapter.

6.3.2 Link Propagation

A simpler idea than the converter function is inspired from the link propagation used in 

(Kashima et al., 2009). The intuition is that on ortholog proteins the value of the diffusion 

kernel for the reference species on p, and pj weights how similar hi p, ) and hi p:l) are to 

each other.

J(A ) =|| A X r  - Yr  |ß, +A || A  |ß, +7 ]T ^ ( p ^ p ^ A X ,  - .

6.4 Empirical Evaluation

In this section we evaluate empirically the transfer learning approaches described in the 

previous section.

We considered the baker’s yeast (Saccharomyces cerevisiae) as the target organism. We 

used the yeast PPI network data of high-confidence physical protein-protein interactions

i , j € 0 2

(6.8)

6.4.1 Data
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also used in (Yamanishi et al., 2004; Bleakley et al., 2007; Geurts et al., 2007a). It con

sists of 2438 interactions that link 984 proteins. Each protein was associated with its 

gene expression, its location and its phylogenetic profile which was used to construct the 

input kernel. The following species were considered as reference species: Schizosac- 

charomyces pombe -fission yeast, Mus musculus -house mouse, Arabidopsis thaliana 

-plant. The PPI networks of the reference species were extracted from the String.db 

database (http://string-db.org/). This database has 7 types of interactions between pro

teins (neighborhood, fusion, occurrence, coexpression, experiments, database, textmin- 

ing) from which we considered only the interactions which were validated by laboratory 

experiments. The set of orthologs between the target species and each of the reference 

species was obtained from the Inparanoid database (http://inparanoid.sbc.su.se/). The 

fission yeast has 271 orthologs with the target species, the mouse has 147 orthologs and 

the plant has 120 orthologs. In addition to the PPI networks of these three reference 

species, we also considered an artificially constructed PPI network. The nodes of the ar

tificial PPI network have a one-to-one mapping with the orthologs that the target species 

has with fission yeast, thus 271 proteins. The absence/presence of links in the artificial 

PPI network corresponds to the presence/absence of links in the target PPI network.

6.4.2 Protocol

We conducted experiments on the data set described above to determine whether the extra 

term (or terms for multiple reference species) in the optimization from Equation (6.7) 

improves the performance. The performance was evaluated as a function of the parameter 

7. We fixed the other parameters of the model except 7  to its optimal values determined in 

the no-transfer case, i.e., the parameter of the diffusion kernel for computing K (y J, ¡3 =

3, the parameter of the Gaussian kernel for computing K (X), a =  4, the regularization 

parameter A = 0.9 and the regularization parameter for the converter in Equation (6.6), 

i.e. A/, 0.1. Further, the data set was randomly split 10 times into training and testing 

with different percentage for the size of the training data 10%, 15% and 20%. The model 

was learned on the training set for 7  G 0 : 0.1 : 1 and the performance was measured 

using area under the ROC curve (AUC) computed on the testing set.

6.4.3 Results

Figure 6.1 shows the performance for the full model as a function of the parameter 7 
and for different sizes of the training set: 10%, 15% and 20%. For each training set, we 

evaluated the improvement obtained by the reference species: fission yeast, mouse and 

plant and the artificial reference species. The error bars give the standard deviation to 

the mean of the difference in performance between no transfer and transfer settings for 

the 10 runs with randomly selected training and testing sets. The optimal value 7  > 0 

suggests that the information from the reference species improves the performance. The 

improvement is larger for the reference species which are closer to the target species, i.e.,
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fission yeast and the artificial reference species. Adding more reference species did not

Training size: 10% Training size: 15%

Training size: 20%

Figure 6.1: Plots of the AUC values as a function of the parameter 7  for the full model. 
The three graphs correspond to three sizes of the training set: 10%, 15% and 20%. The 
error bars give the standard deviation of the mean of the difference in performance be
tween no transfer and transfer settings for the 10 runs with randomly selected training 

and testing sets.

significantly improve the performance for the full models. Apparently, the full model 

is already on this data set quite accurate, which makes it hard to further improve. The 

diagonal models happens to perform a bit worse on this data set, therefore, we checked 

whether the addition of more reference species does help in this case.

Figure 6.2 plots the AUC values as a function of the parameter 7  for the diagonal 

model from Equation (6.5). The three plots on the left-side figure correspond to three 

sizes of the training data, 10%, 15% and 20% and one reference species, the fission yeast. 

The error bars give the standard deviation of the mean of the difference in performance 

between no transfer and transfer settings for the 10 runs with randomly selected training 

and testing sets. Again, the optimal value 7  > 0 suggests that the information from
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the reference species improves the performance. The improvement is bigger for a small 

size of the training set and decreases as the training set gets bigger, which is a behavior 

observed in most of the multi-task learning situations. The plots on the right side are 

an extension of the three plots from the left-hand side to multiple reference species: 

results for one reference species (fission yeast) are plotted with solid lines, results for 

two reference species (fission yeast and plant) are plotted with dashed lines, and results 

for three reference species (fission yeast, plant and house mouse) are plotted with dotted 

lines. The plots suggests that including multiple reference species as multiple sources of 

information increases the performance.

Figure 6.2: Plots of the AUC values as a function of the parameter 7  for the diagonal 
model. Left: The three plots correspond to three sizes of the training data, 10%, 15% 
and 20%, the error bars give the standard deviation of the mean of the difference in 
performance between no transfer and transfer settings for the 10 runs with randomly 

selected training and testing sets. Right: The plots are an extension of the three plots from 
the left-hand side to multiple reference species: the solid lines are the results obtained 
one reference species (fission yeast), the dashed lines are the results obtained with two 
reference species (fission yeast and plant), and the dotted lines are the results for three 
reference species (fission yeast, plant and house mouse).

Figure 6.3 shows the performance as a function of the parameter 7  for the diago

nal model and the transfer implemented using the link propagation method from Equa

tion (6.8). The three plots correspond to three sizes of the training data, 10%, 15% and 

20%. Using this method, the transfer did not improve the performance compared to the 

non-transfer setting.

6.5 Conclusions

Transfer learning has been recently considered for predicting PPIs. The approach of 

(Kashima et al., 2009) is directed to simultaneously learning PPI networks of multiple

100



6.6. Appendix

transfer

Figure 6.3: Plots of the AUC values as a function of the parameter 7  for the diago
nal model and the transfer implemented using the link propagation method from Equa
tion (6.8). The three plots correspond to three sizes of the training data, 10%, 15% and 
20%.

species in a setting different from ours, i.e., genomic data and PPIs are available for 

all species, while we consider that genomic data is available only for the target species. 

Similar work is also (Kato et al., 2010) which applies transfer learning for biological 

network inference by integrating multiple types of data and use the multi-task approach 

of Evgeniou et al. (2005) with each learning task belonging to one data assay.

We described a method for transfer learning which increases the training set of a tar

get species using a converter from the output space of the reference species to the output 

space of the target species. We conducted experiments using baker yeast as the target 

species. The experiments show that the transfer learning improves the performance, par

ticularly when the reference species is close to the target species and when the training 

set is of smaller size.

6.6 Appendix

This appendix derives the analytical solution for the diagonal model from Equation (6.5) 

corresponding to the setting from Section 6.3.1. It is the analog of the optimization 

problem from Equation (6.7) but for the diagonal model. The expression that we need 

to optimize is composed of a loss term, a regularizer for the parameter vector a and a 

transfer term. The loss term and the regularization for a correspond to the non-transfer 

case. The transfer term corresponds to the extra information used for transfer learning.

J ( a ) =  ~  M f t ) H 2 + A | | a | | 2 + 7 ^  _  h ( P i ) \ \2 > t 6 -9 )
i i 

s ✓ s . . ✓V V

Loss Transfer
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To shorten the notation a bit, we will work in terms of kernels K  instead of inner products

L o s s = ^ | \y(Pi) — h(Pi

E K P  -2'£,ai>Kg)K W  + E a ^ x g ? i ^ )4 T )

= E F - **' >< x +»T K i Y ) * “ ' * ,V «
i

where M  * M ' denotes the element-wise product between matrices M  and M ', M .i 

denotes the column-vector corresponding to column i from matrix M  and M , denotes 

the row-vector corresponding to row i from matrix M .

Let b be the solution of the conversion function, then

Transfer =  ̂  ||/i(p,:) - u (w (p j)||2

i i'j' i j i'

+ Y Y k 'b f K {r.}K{V K {V
1 /  J /  J 1 J I J IV IJ

= Y * TK(y) * ( K f  }K f  V  -2 Y aTKiY) * (K^)Klx))b 
i i

+ Y b TK^YU { K f r)K \ w))b.

In order to minimize the expression J(a), we solve the equation:

<9Loss „ ^Transfer
+  2 A a +  7 ------— —  =  0 .

daT

This is equivalent to

daT

Y  ( - 2 k ( P k ì X )  +  2 K i x )  * (K i x ) K < i;x ) ) a) + 2 X I a  

i

7 Y  ( 2 K ( Y )  *  ( K [ p K \ x ) ) a  -  2 *  ( K ^ K p ^ b )  =  0

(k {y) * (K m K m ) + XI + 7K (f) * a

= diag[K{y )K {x)) + 7K (f) * [K{w)K {x))b
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It can be easily shown that the term in front of the vector a is non-singular, so that the 

solution for a can be found through inversion.
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Samenvatting

Machinaal leren is het onderdeel binnen de kunstmatige intelligentie waarin het gaat 

om het ontwerpen en ontwikkelen van methoden die machines in staat stellen te leren. 

Op basis van observaties en ervaring kunnen machines leren accurate voorspellingen te 

doen en zinvolle beslissingen te nemen. De meeste machinaal-leren taken zijn gesuper

viseerd, wat wil zeggen dat het leerproces bestaat uit het afleiden van een functie op basis 

van trainingsdata. De trainingsdata bestaat uit een verzameling van voorbeelden, waar

bij ieder voorbeeld is opgebouwd uit een invoer object en een gewenste uitkomst. Bij 

spamfilters wordt een geautomatiseerde classificatie geleerd met behulp van oude emails 

waaraan door een menselijke gebruiker een label “spam” of “geen spam” is toegekend. 

In geautomatiseerde classificatie van mammogrammen, wordt het model geleerd op ba

sis van medische foto’s waaraan door radiologen labels als goedaardig en kwaadaardig 

zijn toegevoegd. Menselijke spraak kan door machines herkend worden door te leren 

van spraakfragmenten die van tevoren zijn geannoteerd in woorden en zinnen. In al deze 

gevallen en in vele andere, is het erg lastig trainingsdata te verkrijgen voor het trainen van 

de algoritmen. Dit is dan ook een belangrijke uitdaging binnen het vakgebied van machi

naal leren. Transfer/multi-task leren en actief leren, zijn vakgebieden binnen machinaal 

leren die werken aan oplossingen voor deze uitdagingen. De gedachte achter multi-task- 

leren is prestatieverbetering van de doeltaak door het inzetten van gelabelde data van 

gelijksoortige taken. Multi-task-leren is dus toepasbaar als er voor een specifiek scenario 

erg weinig data beschikbaar is, en er wel data beschikbaar is voor soortgelijke scenarios. 

Actief leren kan worden toegepast wanneer het algoritme interactief kan vragen om de 

labels van tot dan toe ongelabelde voorbeelden. De motivatie achter actief leren is dat een 

algoritme in staat is met veel minder trainingsdata een goede classifier te leren als deze 

actief om bepaalde informatieve voorbeelden vraagt, in tegenstelling tot willekeurige 

voorbeelden. Het werk in dit proefschrift is een verkenning van transfer/multi-task-leren 

en actief leren voor twee specifieke richtingen: preferentieleren, het leren van voorkeuren 

van gebruikers, en gesuperviseerde netwerkinferentie.

Dit proefschrift begint in hoofdstuk 2 met een evaluatie van methoden geschikt voor 

data die is opgebouwd uit paren. Dit type data wordt in de hierop volgende hoofdstukken 

gebruikt voor het leren van voorkeuren en voor het voorspellen van proteïne-proteïne in

teractie (PPIs). De analyse van de dataparen wordt gedaan in een Bayesiaans raamwerk

119



Samenvatting

waarin exacte inferentie onhaalbaar is. In de literatuur worden verscheidene technieken 

voorgesteld voor het benaderen van deze inferentie. De meest populaire is expectation 

propagation (EP), het verwachtingswaarde-aanpassings algoritme. We stellen aanpassin

gen voor omdat enerzijds EP computationeel erg duur kan zijn en anderzijds het geschikt 

gemaakt moet worden voor dataparen. De vraag die we hiermee in dit hoofdstuk willen 

beantwoorden is: hoe goed presteren de verschillende varianten van EP voor analyse 

van dataparen in een Bayesiaanse context? Deze varianten worden geevalueerd door het 

bepalen van de sterkte van spelers in sportcompetities, in dit geval tenniscompetities.

In de hoofdstukken 3 en 4 worden machinaal leren toepassingen voor preferentiel- 

eren onderzocht. Preferentieleren houdt zich bezig met het bestuderen van methoden 

voor het voorspellen en modelleren van de voorkeuren van een gebruiker. Het gedeelte 

over preferentieleren volgt twee richtingen. De eerste richting neemt bij het leren van 

de voorkeur van een nieuwe gebruiker de beschikbare informatie van eerdere gebruik

ers mee. De tweede richting richt zich op het kiezen van experimenten die aan een 

gebruiker worden aangeboden om diens voorkeuren te leren. Hoofdstuk 3 onderzoekt 

multi-task-leren voor het leren van voorkeuren met Gaussische processen. We gebruiken 

het multi-task-formalisme om individuele trainingsdata van een gebruiker te verbeteren 

door gebruik te maken van eerder geleerde voorkeursinformatie van andere gebruikers. 

De bijdrage in dit hoofdstuk is de combinatie van multi-task-leren met een andersoor

tig leeralgoritme, namelijk Gaussische processen (GPs), voor het leren van voorkeuren. 

GPs worden gecombineerd met het multi-task-formalisme met behulp van een semi

parametrisch model. Door gebruik te maken van een semi-parametrische representatie 

kan multi-task-leren eenvoudig worden gemplementeerd door de theorie van hierarchisch 

modelleren van parametrische modellen te gebruiken terwijl de voordelen van GPs wor

den behouden. We laten hiervan het nut zien door het model toe te passen op audi- 

ologische data. Het verzamelen van voorkeuren een lastig proces is, is het belangrijk 

dit proces zo efficient mogelijk te maken om zo de kosten en benodigde tijd terug te 

dringen. In hoofdstuk 4 wordt een raamwerk voorgesteld voor het optimaliseren van 

preferentieleren. Dit raamwerk richt zich op de combinatie actief leren en multi-task- 

leren. Actief leren is tot nu toe nog nauwelijks onderzocht in een multi-task-formalisme. 

In dit hoofdstuk bieden we een alternatief voor de standaardcriteria bij actief leren, door 

actief experimenten te selecteren door gebruik te maken van voorkeursdata van andere 

gebruikers. De voordelen van dit alternatief criterium zijn zowel de gereduceerde com- 

putationele kosten als de verkorte tijd die van de gebruiker wordt gevraagd. De bijdrage 

van dit hoofdstuk is een criterium voor actief leren dat is ontwikkeld voor de multi-task- 

setting; we laten zowel in theorie als in de praktijk zien dat dit nieuwe criterium op een 

soortgelijke manier presteert als de standaard criteria bij het ontwikkelen van “optimal 

experimental design”, de tak van soort die zich bezig houdt met het ontwerpen van een 

optimaal experiment. Het voordeel van dit criterium is de interpretatie en het compu- 

tationele gemak. We valideren onze aanpak empirisch door deze toe te passen op drie 

datasets met daarin praktijkdata met voorkeuren van gebruikers.
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De volgende hoofdstukken, hoofdstuk 5 en hoofdstuk 6 onderzoeken toepassingen in 

machinaal leren voor gesuperviseerde netwerkinferentie in PPI netwerken. Het gedeelte 

dat zich richt op gesuperviseerd leren is toegespitst op twee themas. Ten eerste wordt 

een aanpak onderzocht voor het combineren van informatie uit zowel de topologische 

structuur van biologische netwerken als informatie over elk proteïne om een accuraat 

model van de PPI voorspelling te verkrijgen. Ten tweede worden methoden voor gesu

perviseerde netwerkinferentie in een multi-task configuratie, het omzetten van kennis 

over PPIs van referentie soorten naar de doelsoort, gebruikmakend van orthologische in

formatie, onderzocht. Hoofdstuk 5 presenteert een op Bayesiaanse inferentie gebaseerde 

methode, voor het combineren van netwerktopologie informatie en observaties over 

proteïne paren als zijnde interacterend of niet. Het doel van deze combinatie is het ver

beteren van de voorspelling voor PPIs. We definieren een model voor het genereren 

van willekeurige grafen die qua topologie lijken op de topologie van PPI netwerken. 

In dit model incorporeren we de daadwerkelijke informatie van een netwerk door het 

willekeurige-graafmodel als een prior te behandelen en een waarschijnlijkheidsmodel 

voor eigenschappen van proteïnes te definieren gegeven de aanwezigheid of afwezigheid 

van bepaalde interacties. Door dit te combineren en tegelijkertijd gebruik te maken van 

de regel van Bayes, komen we tot een model dat zowel topologische informatie als infor

matie over eigenschappen van proteïnes omvat. We laten met behulp van experimenten 

zien dat het resulterende model de nauwkeurigheid van de voorspellingen verbetert in 

PPI netwerken van zowel gist als mensen. Hoofdstuk 6 onderzoekt zogenaamde “link 

transfer” in het raamwerk van uitkomst-kernel-regressie, toegepast op PPI voorspellin

gen. Onderzoekers in de bioinformatica hebben strategieen gedefinieerd die bestaan 

uit het afbeelden van bekende interacties tussen referentieorganismen naar een doelor- 

ganisme voor de orthologische genen; dit wordt de proteïne-proteïne interologie aan

pak genoemd. Voorspellen met behulp van interologieen is gebaseerd op de theorie dat 

proteïnen die in organismen interacteren zich op een dusdanige manier co-ontwikkelen, 

dat hun respectievelijke interologieeïn in staat blijven te interacteren in andere organis

men. De contributie van dit hoofdstuk is een raamwerk voor het voorspellen van dit 

soort verbindingen, wat we “link transfer” zullen noemen. Link transfer is gebaseerd op 

uitvoer-kernel-regressie, maar dan door dit twee maal toe te passen. De eerste keer om de 

uitvoereigenschapsvectoren van de referentiesoort naar de doelsoort te converteren en de 

tweede keer om het doelnetwerk te leren. Het achterliggende idee van deze omzetting is 

het vermeerderen van de verzameling trainingsdata van de doelsoort door het converteren 

van de uitkomstruimte van de referentiesoort naar de uitkomstruimte van de doelsoort.
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