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#### Abstract

Many illumination-estimation methods are based on the assumption that the imaged scene is lit by a single source of illumination; however, this assumption is often violated in practice. We investigate the effect this has on a suite of illumination-estimation methods by manually sorting the Gehler et al. ColorChecker set of 568 images into the 310 of them that are approximately single-illuminant and the 258 that are clearly multiple-illuminant and comparing the performance of the various methods on the two sets. The Grayworld, Spatio-Spectral-Statistics and Thin-Plate-Spline methods are relatively unaffected, but the other methods are all affected to varying degrees.
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## INTRODUCTION

The usual first step in automatic colour balancing of digital imagery is to estimate the chromaticity of the illumination. Although there are some recent exceptions (Beigpour 2014; Gijsenij 2012; Joze 2013), most illumination-estimation methods assume that the relative spectral power distribution of the illumination is constant throughout the scene. However, many scenes contain multiple illuminants with differing SPDs, and we investigate the effect this has on automatic colour balancing.

Somewhat surprisingly, the Gehler et al. (Gehler 2008) "Colorchecker" data set of 568 images, which is widely used in evaluating competing illumination-estimation methods, contains many images of multiple-illuminant scenes. For example, Figure 1 depicts an indoor scene that also includes a window through which daylight is clearly falling on the counter. Is the scene illuminant the light from inside the room or outside the window? Figure 2 shows an outdoor scene with at least three illuminant types: the cloudy sky, the shadowed areas, and the traffic light.

Each image in the Colorchecker dataset contains an Xrite/Macbeth ColorChecker, which is used to provide a ground-truth measure of the illumination's 'colour'. However, since many of the scenes do contain multiple illuminants, a single such measurement cannot possibly represent the colour of all the illuminants correctly, but rather must represent some sort of compromise. Whether the illumination-estimation method assumes there is a single illuminant or multiple illuminants, a single colorchecker cannot correctly represent the ground-truth illumination in a multi-illuminant scene. In this paper, we investigate how much of an effect this has on a representative set of illumination-estimation methods; namely, MaxRGB (Funt 2012), Grayworld (Weijer 2007), Shades-of-Gray (Finlayson 2004), Edge-based (Weijer 2007), N-jet (Gijsenij 2010), Thin-Plate-Spline (Shi 2011) and Spatio-Spectral Statistics (Chakrabarti 2012).

## SCENE CLASSIFICATION

The Gehler et al. dataset (Gehler 2008) contains 568 images taken with two digital single lens reflex cameras, a Canon 5D and a Canon 1D. All images were saved in Canon RAW format. Each image contains an Xrite/Macbeth ColorChecker for reference. The image coordinates (measured by hand) of each Colorchecker square are provided with the dataset. In the tests below, we used the Shi et al. (Shi 2011) reprocessed version of the Gehler et al. data. The original dataset consists of non-linear TIFF images that were automatically generated from the RAW data. The reprocessed dataset contains PNG images that are linear and do not include any automatic white balancing or de-mosaicing.

We manually sorted the original 568 images into two groups according to whether the images were of single-illuminant or multiple-illuminant scenes. Sorting in this way is difficult because it can be hard to discern the nature of the scene illumination from the image. Figure 1 shows a typical case where the presence of multiple sources of illumination is very clear. Similarly, the traffic light in Figure 2 is an obvious additional illuminant. Figure 3 shows a situation in which it seems pretty clear that there is only a single illuminant. Figure 4 shows a somewhat ambiguous case, since there are areas in direct sun and others in shadow. The Colorchecker itself appears to be partly in sun and partly in shadow. There are also the clouds in the distance. However, this appears to be a typical outdoor scene basically dominated by sunlight/skylight and so we classified it as a single-illuminant scene. If we were to be any more strict in our interpretation of what constitutes a single-illuminant scene then almost the entire dataset would be classified as multiple-illuminant. Based on this type of analysis of each image, the 568 dataset is divided into 310 single-illuminant and 258 multiple-illuminant scenes. We denote the two images subsets as S (single) and M (multiple), and the full set of 568 images as F . The complete lists of image numbers for sets S and M are listed in the Appendix.


Figure 1 Example of a multiple-illuminant scene with light coming both from the room and window.


Figure 2 Example of a multiple-illuminant scene containing a visible light source.


Figure 3 Example of a clearly single-illuminant scene.


Figure 4 Example of a somewhat ambiguous scene with sunlight and shadow but classified as single-illuminant nonetheless.

## COMPARATIVE PERFORMANCE ON SINGLE-VERSUS MULTIPLE-ILLUMIANT SCENES

We evaluate the illumination-estimation performance of all the methods separately on subset S, subset M, and the complete set F. The illumination-estimation methods are MaxRGB (Funt 2012), Gray-World (Weijer 2007), Shades of Gray (Finlayson 2004), Edge Based (Weijer 2007), N-jet (Gijsenij 2010), TPS (Shi 2011) and Spatio-Spectral Statistics (Chakrabarti 2012). The image pixels occupied by the Colorchecker in each image areas are replaced with zeros for the tests. These methods all estimate the rg-chromaticity of the illumination. The error in a given estimate is measured relative to the measured ground-truth illumination chromaticity. The error is evaluated in terms of the angular difference in degrees between the two chromaticities after each chromaticity is converted to a 3 -vector as (r, g, 1-r-g). The overall accuracy across a given test set of images is reported in terms of the mean, median, RMS and maximum errors.

Table 1: Comparative illumination-estimation performance evaluated in terms of angular error. MaxP (MaxRGB w/o preprocessing), MaxM (MaxRGB after median filtering, GW
(Grayworld), EB (Edge-Based, first and second order), 1-jet (Gamut mapping), 2-jet (Gamut mapping), SSS-ML (Spatio-Spectral Statistics with maximum likelihood, SSS-GP (Spatio-Spectral Statistics with general prior). Md (Median), Mn (Mean).

|  | Set S |  |  |  | Set M |  |  |  | Complete Dataset |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | Md | Mn | RMS | Max | Md | Mn | RMS | Max | Md | Mn | RMS | Max |
| MaxP | 4.6 | 7.3 | 9.9 | 27 | 16 | 14 | 16 | 50 | 9.1 | 10 | 13 | 50 |
| MaxM | 3.1 | 5.3 | 7.8 | 26 | 8.8 | 10 | 13 | 42 | 4.7 | 7.7 | 11 | 42 |
| GW | 4.0 | 5.5 | 7.3 | 25 | 3.3 | 3.8 | 4.7 | 15 | 3.6 | 4.8 | 6.2 | 25 |
| SoG <br> (norm=6) | 2.9 | 4.8 | 6.8 | 23 | 7.4 | 8.4 | 10 | 36 | 4.5 | 6.4 | 8.7 | 36 |
| EB1 <br> (norm=6) | 2.6 | 4.6 | 6.8 | 26 | 7.2 | 9.0 | 12 | 38 | 3.8 | 6.6 | 9.4 | 38 |
| EB1 <br> (norm=1) | 3.8 | 4.7 | 5.6 | 17 | 3.4 | 4.1 | 4.9 | 16 | 3.6 | 4.4 | 5.3 | 17 |
| EB2 | 2.7 | 5.0 | 7.2 | 28 | 8.9 | 9.9 | 13 | 47 | 4.4 | 7.2 | 10 | 47 |
| 1-jet 3-fold | 2.8 | 4.4 | 6.2 | 24 | 6.0 | 7.7 | 9.9 | 32 | 4.1 | 5.9 | 8.1 | 32 |
| 2-jet 3-fold | 2.9 | 4.3 | 6.1 | 21 | 5.9 | 7.7 | 9.8 | 32 | 4.2 | 5.9 | 8.0 | 32 |
| TPS 3-fold | 2.6 | 3.5 | 4.5 | 17 | 3.0 | 3.6 | 4.5 | 15 | 2.7 | 3.5 | 4.5 | 17 |
| SSS-ML | 2.9 | 3.7 | 4.8 | 22 | 3.1 | 3.7 | 4.5 | 15 | 3.0 | 3.7 | 4.7 | 22 |
| SSS-GP | 2.9 | 3.6 | 4.7 | 22 | 3.0 | 3.6 | 4.4 | 15 | 3.0 | 3.6 | 4.6 | 22 |

The MaxRGB tests include MaxRGB without preprocessing and MaxRGB with median filtering MaxM (Funt 2012). The N -jet algorithms are tested using threefold cross-validation. Because the images are from two different cameras and the training is specific to each camera, we train and test on the images from each camera separately and then combine the results. TPS is also evaluated using threefold cross-validation.

## DISCUSSION

The results in Table 1 show that the effect of multiple scene illuminants on illumination-estimation performance varies substantially across the various methods. MaxRGB is strongly influenced by the presence of multiple illuminants. Whether MaxRGB includes image preprocessing or not, the presence of multiple illuminants seriously influences the results. As Table 1 shows, the error is approximately tripled. For example, the median error for the MaxRGB variant MaxM rises from 3.1 to 8.8 degrees for the change from subset $S$ to subset $M$. In other words, MaxRGB works very well when the single-illuminant assumption holds, but fails when it is violated. Since MaxRGB is based on estimating the maximum value in each of the R, G, B channels, it is particularly vulnerable to the presence of light sources such as the traffic light in Figure 2.

Interestingly, Grayworld's performance appears to be unaffected by the presence of multiple illuminants since the median angular error on sets $\mathrm{S}, \mathrm{M}$ and F is 4.0, 3.3, and 3.6, respectively. Although its overall performance is poorer than several of the other methods, it has the advantage of being stable. The Shades of Gray approach is controlled by the choice of the Minkowski norm to vary between the extremes of Grayworld and MaxRGB. A norm of 6 has been reported to work well (Finlayson 2004). As a compromise between Grayworld and MaxRGB, however, its performance is then affected by the presence of multiple illuminants, with a median angular error of $2.9,7.4$ and 4.5 , on sets $\mathrm{S}, \mathrm{M}$ and F , respectively.

Just as Shades of Gray is more sensitive to the presence of multiple illuminants than Grayworld, the Edge-Based method using norm $=6$ is more sensitive than the Edge-Based method using norm $=1$. For the norm $=1$ case, Edge-Based is simply averaging derivatives within each RGB channel instead of the RGB values themselves. With norm = 6, the Edge-Based method weights the large derivatives, which are likely to arise from illumination boundaries in multiple-illuminant scenes, more heavily thus leading to a concomitant increase in angular error. The performance of the 1-jet and 2-jet Gamut Mapping methods also degrades when the single-illuminant assumption is violated. For 1-jet, the median angular on S of 2.8 degrees increases to 6.0 degrees for M. Gamut mapping assumes that the gamut of RGBs and the gamuts of their derivatives are limited by the illuminant. In the presence of multiple illuminants these image gamuts expand such that the constraint used to estimate the illuminant is no longer as strong or accurate.

The learning-based methods appear to account for the presence of multiple illuminants quite well. The performance of the Spatio-Spectral Statistics methods tends to be very good and quite unaffected by multiple illuminants. With median angular errors of 2.6 (set S), 3.0 (set M) and 2.7 (set F), the Thin-Plate Spline method (TPS) is both the least affected by multiple illuminants and also attains the minimum error of all the methods on each of the three datasets.
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## APPENDIX
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