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ABSTRACT

Object understanding is a fundamental problem in computer vision and it has been

extensively researched in recent years thanks to the availability of powerful GPUs and

labelled data, especially in the context of images. However, 3D object understanding is

still not on par with its 2D domain and deep learning for 3D has not been fully explored

yet. In this dissertation, I work on two approaches, both of which advances the state-of-

the-art results in 3D classification and segmentation.

The first approach, called MVRNN, is based multi-view paradigm. In contrast to

MVCNN which does not generate consistent result across different views, by treating the

multi-view images as a temporal sequence, our MVRNN correlates the features and gener-

ates coherent segmentation across different views. MVRNN demonstrated state-of-the-art

performance on the Princeton Segmentation Benchmark dataset.

The second approach, called PointGrid, is a hybrid method which combines points and

regular grid structure. 3D points can retain fine details but irregular, which is challenge for

deep learning methods. Volumetric grid is simple and has regular structure, but does not

scale well with data resolution. Our PointGrid, which is simple, allows the fine details to

be consumed by normal convolutions under a coarser resolution grid. PointGrid achieved

state-of-the-art performance on ModelNet40 and ShapeNet datasets in 3D classification

and object part segmentation.

xv



Chapter 1

Introduction

3D shape understanding is a fundamental problem in both computer graphics and com-

puter vision, especially 3D classification and segmentation. A variety of applications in

robotics, autonomous driving car, etc. are directly beneficial from 3D classification and

segmentation. There are two types of 3D data, engineering computer aided design (CAD)

objects and free-form objects. The former usually consists of predefined set of geoemtric

primitives such as planes, spheres, cylinders, cones, tori while the later does not limit to

any geometric shape but usually has a semantic meaning (e.g. head, torso, hand, leg of a

human model). Researchers have explored different methods to segment the 3D models. In

the early stage, hand-crafted features such as curvature, planarity, shape diameter function

are used, but the success is only limited to a specific set of objects and cannot be gener-

alized to different kinds of models. Later, thanks to better GPUs and the availability of

labeled 3D data, data driven approaches demonstrate their power over traditional methods,

especially with the recent advances of deep learning.

In this disseration, we process two types of data separately. For the CAD data, we pro-

pose a novel hypothesis generation and verification approach where the former generates

an over-complete set of geometric primitives by utilizing dimension reduction to enhance

detection robustness and the later selects the final segmenation via set cover optimization.
1



For the free-form objects, we propose two different solutions, MVRNN and PointGrid.

MVRNN is a multi-view based approach where it renders the object into multiple views,

segments it in each view in 2D and projects the results back to 3D. The key success of

MVRNN is the usage of recurrent neural network to correlate the segmentation accress var-

ious views, which makes the segmentation consistent. PointGrid is designed to consume

directly point clouds by combining points and grid, a hybird approach which facilitates

construction of 3D convolution neural network to achieve high segmentation accuracy.

1.1 Contributions

This dissertation presents the following contributions to the area of computer vision.

1. We present a novel segmentation algorithm for mechanical CAD models (represented

by either mesh or point cloud) constructed from planes, cylinders, cones, spheres,

tori and easily extendable to surfaces of revolution. Our proposed approach differs

from existing techniques in the following aspects. First, by assuming that common

mechanical models only have a limited number of dominant orientations that their

primitives are either parallel or orthogonal to, we narrow down the search space

for detecting the primitives to the automatically estimated major orientations of the

input model. Second, we employ a dimension reduction method which transforms

the problem of detecting 3D primitives into the classical 2D problems such as circle

and line detection in images. Third, we generate an over-complete set of primitives

and formulate the segmentation as a set cover optimization problem. We demonstrate

our method’s robustness to noise and show that it compares favorably with state-of-

the-art solutions such as the RANSAC-based [7] and GlobFit [8] approaches on many

synthetic and real scanned examples.

2. We propose a new method to detect circles from images. Our approach consists of

two steps, circle candidate generation and verification. In particular, we start by line
2



segment detection from the edge image, then use pairs of detected line segments to

generate an initial set of circle candidates. Non-maximum suppression is applied to

this initial set via mean-shift based clustering while the cluster centers are considered

as the final set of circle candidates. These circle candidates are then individually ver-

ified by both the ratio between number of edgels to their radii and their completeness.

We also create CDBD, the first benchmark dataset for circle detection which consists

of more than a thousand images with ground truth circles labeled by human.

3. We propose a multi-view recurrent neural netowrk (MV-RNN) approach for 3D mesh

segmentation. Our architecture combines the convolutional neural networks (CNN)

and a two-layer long short term memory (LSTM) to yield coherent segmentation of

3D shapes. The imaged-based CNN are useful for effectively generating the edge

probability feature map while the LSTM correlates these edge maps across different

views and output a well-defined per-view edge image. Evaluations on the Princeton

Segmentation Benchmark dataset show that our framework significantly outperforms

other state-of-the-art methods.

4. We introduce REDN: A Recursive Encoder-Decoder Network with Skip-Connections

for edge detection in natural images. The proposed network is a novel integration of

a Recursive Neural Network with an Encoder-Decoder architecture. The recursive

network enables us to increase the network depth without increasing the number of

parameters. Adding skip-connections between encoder and decoder helps the gradi-

ents reach all the layers of a network more easily and allows information related to

finer details in the early stage of the encoder to be fully utilized in the decoder.

5. We propose the PointGrid, a 3D convolutional network for processing point clouds

that incorporates a constant number of points within each grid cell thus allowing the

network to learn higher order local approximation functions that could better repre-

sent the local geometry shape details. With experiments on popular shape recognition
3



benchmarks, PointGrid demonstrates state-of-the-art performance over existing deep

learning methods on both classification and segmentation.

1.2 Organization

This dissertation is organized as following in the next chapters.

1. A Primitive-based 3D Segmentation Algorithm for Mechanical CAD Models:

The goal of this work is to derive a robust algorithm for segmenting man-made en-

gineering models into geometric primitives such as planes, cylinders, cones, spheres

and tori. There are two publications related to this work.

• Truc Le, Ye Duan, “Circle Detection on Images by Line Segment and Cir-

cle Completeness”, IEEE Conference on Image Processing (ICIP), 2016, pp.

3648–3652.

• Truc Le, Ye Duan, “A primitive-based 3D segmentation algorithm for mechan-

ical CAD models”, Computer Aided Geometric Design (CAGD), 2017, pp.

231–246.

2. A Multi-view Recurrent Neural Network for 3D Mesh Segmentation: This work

advances the 3D segmentation by following the multi-view segmentation approach

and by treating multi-view images as a temporal sequence. There is a journal publi-

cation for this work.

• Truc Le, Giang Bui, Ye Duan, “A Multi-view Recurrent Neural Network for 3D

Mesh Segmentation”, Computers & Graphics, 2017, pp. 103–112.

3. REDN: A Recursive Encoder-Decoder Network with Skip-Connections for Edge

Detection: This work advances the edge detection by combining a recursive connec-

tion with an encoder-decoder network.
4



4. PointGrid: A Deep Network for 3D Shape Understanding: This work advances

the 3D classification and segmentation of point cloud by a hybrid model which com-

bines the advantages of regular structure (grid) with fine detail (points). There is a

conference publication for this work.

• Truc Le, Ye Duan, “PointGrid: A Deep Network for 3D Shape Understanding”,

to appear as spotlight at IEEE Conference on Computer Vision and Pattern

Recognition, 2018.
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Chapter 2

A Primitive-based 3D Segmentation
Algorithm for Mechanical CAD Models

This work presents a novel segmentation algorithm for mechanical CAD models (repre-

sented by either mesh or point cloud) constructed from planes, cylinders, cones, spheres,

tori and easily extendable to surfaces of revolution. Our proposed approach differs from

existing techniques in the following aspects. First, by assuming that common mechanical

models only have a limited number of dominant orientations that their primitives are either

parallel or orthogonal to, we narrow down the search space for detecting the primitives to

the automatically estimated major orientations of the input model. Second, we employ a

dimension reduction method which transforms the problem of detecting 3D primitives into

the classical 2D problems such as circle and line detection in images. Third, we generate

an over-complete set of primitives and formulate the segmentation as a set cover optimiza-

tion problem. We demonstrate our method’s robustness to noise and show that it compares

favorably with state-of-the-art solutions such as the RANSAC-based [7] and GlobFit [8]

approaches on many synthetic and real scanned examples.
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2.1 Introduction

Computer-aided design (CAD) models are geometric models which are a conceptually

higher level and more accurate representation of an object than mesh or point cloud. In

normal cases, engineers and designers create CAD models for printing, machining or other

manufacturing operations in many areas including automotive, shipbuilding, aerospace in-

dustries, industrial and architectural design, prosthetics, and many more. However, during

the process, the original CAD models may be lost so people would like to reconstruct them

from meshes or point clouds being scanned from the real objects. The reconstruction pro-

cess refers as reverse engineering and it has ample applications [17, 18, 19]. The reverse

engineering saves engineers and designers time in a way that they do not need to create a

whole CAD model from scratch but instead get it reconstructed from a real model followed

by modification.

Segmentation of a mesh or point cloud is at the heart of reverse engineering and it is

also a fundamental problem of computer graphics which has been extensively studied over

the past several years. In general, the segmentation problem is ill-posed and no objective

measurement does exist for universally assessing segmentation quality. Judging the quality

of a segmentation is application dependent [20, 21] and it is very difficult to propose an

approach capable of segmenting all various kinds of models.

Primitive type recognition and primitive fitting are key issues for mechanical CAD

model segmentation [22]. Schnabel et al. [7] developed an efficient RANSAC-based [23]

framework for recognizing planes, spheres, cylinders, cones and tori. This approach is quite

fast and robust to outliers. However since the RANSAC-based approach only looks for

local cues it may result in over or under-segmentation or even wrongly identified primitive

types because its estimation of the primitive parameters is sensitive to noise of both the

sampled points’ positions and normals [24] (see examples in Figs. 2.15 and 2.16 for its

failure cases). This issue also applies to other methods that use low level information such

as Gaussian or mean curvature [25, 26].
7



Input Model RANSAC GlobFit Ours

Figure 2.1: Failure case of RANSAC-based approach [7] and GlobFit [8]. First column:
Input model (point cloud); Second column: Segmentation from RANSAC-based approach
is locally optimal (black lines indicate the axes of the primitives); Third column: GlobFit’s
optimization can align the parallel primitives but increase the fitting error and fail to recover
the correct segmentation; Last column: Our segmentation.
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Steiner et al. [27] proposed the variational shape approximation method that employs

linear approximation, or planes, to segment the model. Later, Wu et al. [28] extended this

algorithm to cylinders, spheres and rolling ball surfaces. This variant also tends to over-

segment the regions between patches and is sensitive to noise as it usually creates many new

proxies for the noisy regions. Yan et al. [29, 30] used iterative quadratic surface fitting for

segmenting the meshes of CAD models as well as free-form geometry, and the experimen-

tal results seem to be very promising. This method uses quadratic surfaces to approximate

all kinds of primitives (plane, sphere, cylinder, cone, etc). The results obtained from this

approach can be adjusted easily as the user can insert and merge quadratic surfaces inter-

actively. However for CAD objects, quadratic surfaces are sometimes too flexible because

they may over-fit the underlying surface and create an undesired segmentation. In addition,

the segmentation quality is heavily dependent on both the number and the positions of the

initial seeds.

Recently, researchers have been trying to unearth global information from the 3D mod-

els. Li et al. [8] designed the GlobFit method which improves RANSAC’s output by ex-

ploring the global relationship among primitives such as parallelism, orthogonality, co-axis,

equality, etc. The authors pose the discovery of a global relationship as a constrained op-

timization problem where the objective function is the least-squares fitting term and the

constraints are the relations among primitives. This method, as its name suggests, focuses

on fitting rather than segmentation. It is able to refine primitives’ parameters such as lo-

cation and orientation to globally align them. However since the global relationship is

extracted during a post-processing stage, it is highly dependent on and limited by the ini-

tial primitives output by RANSAC. If the initial primitive types provided by RANSAC are

wrong, it is very difficult if not impossible for the algorithm to correct them (see Fig. 2.1).

Monszpart et al. [31] proposed the RAPter approach to extract a regular arrangement of

planes from point cloud (of man-made scene). Their main technical contribution is a for-

mulation that balances the dominant scene orientations and the less-dominant orientations
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as the internal integrity. Demir et al. [32] segments and detects similarities within an exist-

ing 3D architectural model by casting the segmentation problem as a weighted minimum

set cover over an input triangle soup, and maximizes the repetition of similar segments to

find a best set of unique component types and instances. Golovinskiy et al. [33] attempted

to apply machine learning concepts to recognize semantic objects in 3D point clouds of

urban environments. However, it is difficult to propose an appropriate shape feature for

all kinds of objects, especially for the geometric primitives in the context of CAD models.

Moreover, the requirement for moderate to large training data in 3D cannot always be met.

In this work, we propose a novel segmentation framework for mechanical CAD models

that overcomes some of the limitations of the existing work. Our method can deal with

planes, cylinders, cones, spheres, tori and can be easily extended to surfaces of revolution.

Based on the observation that common mechanical models only have a limited number of

dominant axes around which the primitives are constructed (i.e. the primitives are either

parallel or orthogonal to one of these axes), we estimate the dominant directions of the

model by detecting poles and rings formed by the point cloud’s normals. Note that the

idea of using the normals to estimate the major directions has been studied before [34,

35], but people have only explored incorporating major orientations for planes in building

scans [34] or cylinders in pipelines [35]. We estimate them for all planes, cylinders, cones,

tori and use them to generate an over-complete set of various segmentations of the CAD

models. The estimated major directions significantly reduce the search space and degrees

of freedom for the subsequent primitive detection and enhance the robustness as well as the

accuracy of the segmentation. We then convert the 3D primitive detection into a sequence

of 2D circle and line detection by slicing the point cloud along each main direction, finding

circles in each slice, constructing and segmenting the profile curve. The final segmentation

is formulated as a set cover optimization where “items” are over-segmented planar patches

and “subsets” are the over-complete set of detected primitives obtained from the profile

curve analysis.
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The proposed dimension reduction approach makes our method more robust to noise.

For example, suppose we need to find a cylinder among 100 3D-points with 20% outliers.

To estimate a cylinder with 5 degrees of freedom, we need at least 5 points, and hence, the

solution space is
(100

5

)
= 75,287,520. Because there are only 80 points actually belong to

the cylinder, the number of correct tuples is
(80

5

)
= 24,040,016. It means that no matter

what detection algorithm we use, it has to distinguish 24,040,016 tuples from the total of

75,287,520 tuples, which leads to the successful detection probability 24,040,016
75,287,520 ≈ 31.93%.

Now consider an equivalent 2D circle detection with 100 2D-points with the same 20%

ouliers. At least 3 points are required to calculate a 2D circle. Following similar com-

putation, we obtain the successful detection rate 82,160
161,700 ≈ 50.81%, which is significantly

higher than that of the cylinder. Moreover, slicing the model, detecting circles in each slice

and analyzing the profile curve altogether make our approach robust. In fact, a stack of

many co-centered circles (of the same radius) provides more confidence of the presence of

a cylinder in 3D than a fragile direct detection of a cylinder in 3D. Our main contributions

include:

• A global model major orientation estimation of the mechanical model which is done

early in the pipeline instead of in a post-processing step.

• A dimension reduction approach that transforms the 3D primitive detection problem

into the classical 2D problems such as circle and line detection in image.

• A formulation of the segmentation as a set cover problem.

Our proposed algorithm is more robust than the RANSAC-based approach [7] due to

the fact that we globally identify the model’s major orientations, incorporate a dimension

reduction approach, produce an over-complete set of geometric primitives and find the

optimal segmentation as a set cover optimization. Comparing with the GlobFit [8], the seg-

mentation result of our algorithm is not dependent on the quality of the initial segmentation

result and is much faster. The remainder of this chapter is organized as follows. Section 2.2
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Figure 2.2: Flowchart of our segmentation approach.

briefly reviews other related works on 3D segmentation. Section 2.3 describes our novel

segmentation method in detail. Experimental results are shown in Section 2.4 along with a

side-by-side comparison with some of the state-of-the-art methods including RANSAC [7]

and GlobFit [8]. Section 2.5 concludes our work. In this work, we use random colors to

differentiate parts of a segmentation result. To visualize the primitive types, we use red,

green, blue, cyan, olive and purple for planes, cylinders, cones, spheres, tori and surfaces

of revolution, respectively. The unlabeled regions are in golden color.

Algorithm 1 Our algorithm for segmenting a point cloud P
1: Over-segmentation the model into patches (Section 2.3.1).
2: Estimate the model’s major orientations (Section 2.3.2).
3: Detect planes orthogonal to each of the major orientations (Section 2.3.3).
4: Generate an over-complete set of circular primitives (Section 2.3.4).

- Slice the model along each of the major directions, generate slicing image and
detect 2D circles.

- Group adjacent circles with common centers into connected components. Esti-
mate the axis location and orientation of each connected component by fitting
line to the circle centers in the connected component.

- Construct profile curve for each component and segment the profile curve into
lines and circles.

5: Set cover optimization (Section 2.3.5).
6: (Optional) Refine segmentation boundary (Section 2.3.6).

2.2 Other Related Works

The CAD models are often represented with either point clouds or meshes. The class of

segmentation algorithms applied for point clouds and that applied for meshes actually over-
12



Figure 2.3: Illustration of our approach on the mechanical-part model. A: Input point
cloud; B: Patch-based over-segmentation; C: Major orientation estimation; D: Planes are
detected from over-segmented patches from B and the major orientations from C; E: Cross-
sectional slicing of the model along each orientation and circle detection on each slice; F:
top: Group adjacent circles into connected components and for each component, fit line to
the circle centers to estimate the circular primitive’s axis location (and possibly refine the
axis orientation); bottom: circular primitives are generated from the profile curve analy-
sis (best viewed with electronic zoom-in or see Fig. 2.13 for more details); G: Set cover
optimization; H: Final segmentation result after boundary refinement (left: segmentation
colored by primitives; right: segmentation colored by primitive types).
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lap. The point cloud-based approaches usually can handle mesh as well by sampling points

from a mesh, but generally not the other way around. Shamir et al. [20], Agathos et al. [36]

and Theologou et al. [37] give a detailed survey on mesh segmentation techniques. Many

segmentation approaches are usually formulated as an energy minimization problem and

various error measures have been proposed in the literature to define the energy. These

measurements quantify the properties such as planarity of various forms, higher degree

geometric proxies (cylinders, cones, spheres, etc.), dihedral angles between triangles [38],

curvatures (Gaussian curvature or mean curvature) [39], geodesic distances on a mesh,

slippage, symmetry, convexity, medial axis, shape diameter [40] and motion characteris-

tics [20]. According to [20], a majority of mesh segmentation algorithms can be divided

into five classes: region growing, hierarchical clustering, iterative clustering, spectral anal-

ysis and implicit methods, some of which can also be applied for point cloud. These al-

gorithms make use of the error metrics described above to group “similar” triangles into

segments.

Region growing, the simplest of all possible segmentation methods, is locally greedy

and very fast [41, 42]. Region growing includes single-source (where the growing starts

from a single seed and stops before growing from another seed) and multiple-source re-

gion growing. Variants of the latter include the watershed method [43] and the distortion-

minimizing flooding algorithm [27] which cleverly controls the growing based on a pri-

ority queue. Researchers apply hierarchical clustering in both a bottom-up and top-down

fashion. In the bottom-up hierarchical clustering [44, 45], the algorithm starts with ev-

ery triangle as a separate segment. At each iteration, the best fitting geometric primitive

(plane, cylinder, sphere, cone, torus) approximating the triangles among every pair of adja-

cent segments determines the merging process, until hitting a required number of segments.

In the top-down approach, the partition is achieved by finding the best boundary between

parts at each step [46]. Iterative clustering methods such as the K-means method and mean

shift [47] usually cannot be applied directly for recognition of mechanical parts. Spectral
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graph theory-based segmentation algorithms [48] demonstrate some success in image seg-

mentation but cannot be directly applied to CAD segmentation because the construction

and analysis of the affinity matrix on millions of triangles is infeasible. The spectral ap-

proach also does not exhibit primitive information, which is important for mechanical parts.

It has recently been proven that noisy mesh normals significantly affect shape recognition

results [49]. Yi et al. [49] developed an iterative slippage analysis which is less affected

by normals’ noise. This method works well for small to medium-sized models but does

not scale well for large-sized models. Implicit methods extract the contours and hence im-

plicitly define the segmentation [50, 51]. The random walk method [52] usually cannot

be directly applied to segment CAD models, because it depends on the initial seeds and,

more importantly, the probability computation is based on local cues such as Gaussian and

mean curvatures which do not explicitly enforce the model’s primitive structure. The heat

walk algorithm [53] was designed for segmenting free-form objects and hence it yields

bad segmentation results (over-segmentation, undesired boundary creation, non-primitive

conforming segments) on CAD models.

The most relevant works to ours are the pipe-run extraction and reconstruction [35], the

generalized cylinder decomposition [54] and the polycube map construction by [55]. Qiu

et al. [35] captures the dominant cylindric shapes and reveal similarities between cylinders.

They also use the circle detection to guide the primitive fitting, but their method is only ap-

plied for cylinders with T-joints, boundary joints or curved joints. Zhou et al. [54] locally

fits generalized cylinders (GCs) by computing the cylindrical term (a linear combination

between the straightness of the local skeleton and the profile variation), then merges local

GCs into non-local GCs and finalizes the decomposition by solving the Exact Cover Prob-

lem. GCs, however, are too abstract to reveal the accurate structure of the object, which is

essential in the CAD context. He et al. [55] slices the model by horizontal planes which

serves as a divide and conquer approach for polycube construction. However, these two

later works are not designed for decomposing CAD models into geometric primitives. To
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the best of our knowledge, we are the first one using the model’s major directions to de-

compose the model and doing the dimension reduction to detect various types of geometric

primitives.

2.3 Our Approach

Fig. 2.2 and Algorithm 1 summarize the main pipeline of our segmentation framework with

illustration on a model named mechanical part in Fig. 2.3. It consists of the following main

stages: patch-based over-segmentation, model’s major direction estimation, generation of

an over-complete set of planar and circular primitives, set cover optimization and boundary

refinement. In general, our approach first over-segments the model by planar patches.

Then using the detected major orientations, we produce an over-complete set of (planar

and circular) primitives and optimize them as a set cover problem. In our framework, two

predefined thresholds, the distance (ε) and normal (α) enforce the tolerance between a

primitive and the sampled point. We set ε to 0.5 percent of the length of the diagonal of

the point cloud’s bounding box and α to 20◦ for all of our tested models. In the subsequent

sections, we will elaborate on each step.

2.3.1 Patch-based Over-segmentation

This step takes as input the point cloud and produces a set of planar patches, which is

essential for the optimization (in Section 2.3.5) as well as plane detection. A plane only

has three degrees of freedom and is easier to be robustly detected than cylinder, cone, sphere

and torus. We deploy the variational shape approximation [27] to linearly approximate the

input model. A simple region growing is used to bootstrap the algorithm. We randomly

pick a point s as a seed point and merge the neighboring points whose normals do not

deviate more than α from the normal of s. The process is repeated until no more patches
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Figure 2.4: Crest lines prevent the patches from spanning multiple primitives. Left: patches
(without crest lines); Middle: detected crest lines shown in black [9]; Right: patches from
constrained region growing.

Figure 2.5: Partition of a sphere into 1,600 regions by sub-dividing the spherical coordi-
nates (left) and the equal-area partitioning [10] (right).

can be generated. Fig. 2.3B shows an example of patch generation from the mechanical-

part model.

Nevertheless, it is possible that a patch crosses the boundary between two different

primitives (Fig. 2.4 left). To solve this problem, we compute the crest lines [9] (a subset

of curvature extrema) of the input model and use them as blocking markers to prevent

the patches from growing across the primitives. As we can see in Fig. 2.4, the crest lines

(middle) detected in the carter model improves the over-segmentation result (right).

2.3.2 Major Direction Estimation

A common property of a mechanical model is that it has a limited number of (usually from

1 to 3) main orientations around which the geometric primitives (planes, cylinders, cones,

tori) reside. If these major orientations are known, it is possible to narrow down the search

space for detecting the primitives because their degrees of freedom are reduced by two. In
17



Figure 2.6: Major direction estimation. A: Input model and the estimated major directions;
B: Projection of point cloud’s normals (black dots) onto the Gaussian sphere; C: the poles
(in pink, dodger blue and dark green) of the normals’ distribution, D: mapping of randomly
chosen triples (a triple of three black dots in B corresponds to a gray dot); E: poles (in pink,
dodger blue, dark green, brown and purple) in the mapped space; F: corresponding rings
(in pink, dodger blue, dark green, brown and purple) of the normals’ distribution. The final
model’s major directions are shown in A.

this work, we are dealing with planes, cylinders, cones, spheres and tori (please note that

spheres do not have any natural axis and we will talk about it later in Section 2.3.4). We

refer the primitive’s axis to the plane’s normal and the cylinder, cone or torus’s axis and it

can be found from the distribution of the point cloud’s normals. Ideally, the distribution of

the plane’s normals on a spherical Gaussian surface is a single point and that of a cylinder

or a cone is a circle. In other words, if we can locate such special points and circles from

the normals’ distribution mapped on the Gaussian sphere, the model’s major orientations

can be derived in a straightforward manner.

However, the real scanned models inevitably have noise. As a result, the distribution of

the plane’s normals becomes a high density circular region, or pole, and the circle obtained

from the cylinder or cone’s normals becomes a ring (Fig. 2.6B), which makes the model’s

major orientations harder to be revealed. To tackle the problem, we find the poles and

rings separately. The poles are easier to be detected as the mean shift clustering [56] can

be applied, but we have made two modifications. First, to initialize the starting position,

we use the histogram method. The Gaussian sphere is divided into 1,600 regions, each

of which represents a bin to accumulate the normals. There are many ways to achieve

such division. The most naive method is using the spherical coordinates and sub-dividing

the azimuth angle and the elevation (e.g. 40× 40). Unfortunately, this leads to non-equal

zones and distortions near the pole (see Fig. 2.5 left). As a result, some bins are bigger and
18



have higher probability of receiving more votes while the bins near the poles are too fine

to expose any local maxima. To overcome such problem, we use the equal-zone sphere

partition [10] which ensures that each bin has the same surface area, hence have equal

probability of receiving votes (Fig. 2.5 right). Second, we check the stability of the final

modes. Upon convergence, each mode is randomly perturbed (it is shifted by some random

noise) a few times (e.g. 20) and the mean shift is run again at the new starting location.

If the mode converges to the same position, it is called stable and is accepted as a pole..

Fig. 2.6C shows the poles detected from the normals’ distribution from Fig. 2.6B.

The rings, on the other hand, are more challenging because a small deviation of the

ring plane results in a relatively big change in its orientation. Yet we only need to know

the rings’ orientations, not to exactly locate every ring. Consequently, we choose three

normals (black points in Fig. 2.6B) at random and compute the orientation of the plane

passing through them. The process is repeated over a relatively large number of triples

(e.g. a million triples). That is to say we have transformed the problem of finding the

circular rings’ orientations in the original Gaussian sphere into that of finding the poles in

the new Gaussian sphere (see Fig. 2.6D). Hence the same procedure of recognizing poles in

the preceding paragraph is deployed in the converted space (Fig. 2.6E and 2.6F). Moreover,

another layer of verification is added. We project the point cloud onto a plane perpendicular

to each orientation candidate and assert if there exists a circle in the projection image.

The list of poles and rings’ orientations are unified together to eventually become the

model’s major directions (Fig. 2.3C). These orientations serve as a decomposition of the

input model which reduces the search space for the planar and circular primitive detection

described in the subsequent sections.

It is worth mentioning that we use conservative thresholds for the mean-shift clustering

during the pole detection (both in the original and mapped space) to make sure that we do

not miss any orientation. Our algorithm, however, can still work smoothly given redundant

orientations as it would only take more time for detecting the circular primitives for each
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Figure 2.7: The estimated major orientations for all tested models. Note that the colored
axes represent orientations only, not location. See Fig. 2.1 (last column) for our detected
axes.

orientation. The major orientation detection for all tested models are shown in Fig. 2.7.

2.3.3 Plane Detection

The planar patches obtained from the over-segmentation (Section 2.3.1) are planes of them-

selves. However, to increase the robustness of the plane detection, we further merge it

under the constraint of the model’s major orientation. More specifically, for each model’s

major orientation, we group the patches orthogonal to it. Then the z-value of each patch

(with respect to the orientation and the origin) is calculated, which is clustered to get the

planes orthogonal to each of the model’s orientations. Fig. 2.3D shows examples of plane

detection for five different orientations of the mechanical part model.

2.3.4 Generation of Over-complete Set of Circular Primitives

This step is to propose various hypothetical segmentations by generating an over-complete

set of circular primitives using the detected major orientations. For the circular primitives

such as cylinder, cone and torus, the intersection between each of them and a plane or-

thogonal to its axis is a circle. A plot of the circle’s radius versus the displacement of the

plane containing the circle is called the profile curve. The profile curve of a cylinder is a

horizontal line segment and that of a cone is a oblique line segment. The profile curve of

a torus is a circle whose center is off the z-axis. A sphere does not have any natural axis,
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but if given any axis passing through its center, its profile curve can be defined similarly

to the case of cylinder, cone and torus. The profile curve of a sphere is also a circular arc

but its center is on the z-axis. Exploiting this property, we convert the 3D circular primitive

detection in the original model into the 2D circle detection in its cross-sectional projection

along the primitive’s directions followed by segmenting the profile curve into line segments

and circular arcs.

Projection Image Generation

Starting with the model’s major orientations, we uniformly slice the model along each of

them (see Fig. 2.3E top row). The points whose normals are parallel to the axis orientation

have been grouped into planes (Section 2.3.3) and thus are excluded here. The thickness of

each slice, denoted by τ , depends on the point cloud’s density. In all of our experiments, we

choose τ = ε = 0.5%diagonal, where diagonal is the length of the diagonal of the model’s

bounding box. There are at most diagonal
τ

= diagonal
0.5%diagonal = 200 slices from each of the major

orientations. Each slice defines a plane orthogonal to a major orientation and containing

the projection of all points within τ-distance. Examples of projection images are shown in

Fig. 2.3E second row in black pixels.

After the projection images are generated, we will proceed to detect the circles on these

images. The 2D circle detection is a classical problem and it has been extensively studied

for many decades [57, 58, 59, 60, 61, 11, 62, 12]. In general, one could use one of these

methods as a sub-routine for this task. We apply our circle detection [63] because it is much

more robust than both the Circular Hough Transform and RANSAC approaches.

2D Circle Detection

Automatic circle detection is a fundamental problem in computer vision and has a wide

variety of applications such as traffic sign detection, robot vision, pupil and iris localization,

vectorization of hand-sketched drawings, automatic inspection of manufactured products
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and components, people counting in surveillance video, etc. In consequence, the circle

extraction problem has been extensively studied in the literature and most of the proposed

methods belong to either of the two categories, Circular Hough Transform (CHT) and

Random Sampling Consensus (RANSAC).

The CHT, in its original form [64, 65, 66], is the most universally applied approach

for detecting circular shapes. Commonly, an edge map of the image is generated and an

expected circle radius is given. The CHT collects the contributions, or votes, from the

edge pixels (or edgels for short) for an accumulator describing the parameter space (or

sometimes called the Hough space) which represents the circle’s center. Then, circles are

extracted by finding the local maxima of the parameter space. Despite of its popularity and

simplicity, the CHT has several disadvantages. First of all, the CHT is not robust to noise

because the accumulator may add up votes from noisy regions and finally return some false

peaks. Morevoer, the memory demand for the Hough space is high and the computation

time could also be an issue when the CHT updates the parameter space or searches for

local maxima. If the target radius is unknown, the situation becomes worse as the CHT

has to deal with a three dimensional parameter space. Another limitation of the CHT is

the Hough grid’s size. Too coarse grid can lead to a large number of votes being obtained

falsely because many different structures can locate in a single bucket and too fine grid can

lead to structures not being found. To overcome such problems, many modifications have

been proposed to improve the CHT’s performance [67, 68, 69, 70, 71, 59, 60] but they are

still not robust to noise as noise are accumulated into the parameter space.

In addition to the CHT-based methods, the RANSAC-based [23] approaches are a vi-

able alternative option. They essentially generate hypothesis of a circle and immediately

test it rather than accumulate it. The Randomized Circle Detection (RCD) [58] is a typical

approach in this class. It iteratively picks four edge points at random where three of them

are for generating a circle candidate and the remaining one is for validation purpose. The

process is repeated and the circle candidates with large support are returned. The RANSAC
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paradigm, however, has two main disadvantages. First, it makes an early decision which

can lead to a lot of false detection especially with presence of noise. Second, a substan-

tial large number of possible candidates have to be generated and verified, which is not

practical in many scenarios. For example, consider an image with 300 edgels (which is

a relatively small number in real case), among which 100 edgels belong to a circle. Ac-

cording to the RCD, the probability of a 4-tuple of randomly chosen pixels that all come

from the 100-edge-pixel circle is P = 100×99×98×97
300×299×298×297 ≈ 0.01185. That is to say, in the

worst case, 1/0.01185≈ 84 times should be run to just find one circle, not to mention that

real image usually contains dozens of thousands of edgels. As a result, several adjustments

have been proposed such as random line pooling [72], gradient evidence [73], symmet-

ric property [74] for screening of circle candidates. Other refinement methods including

generic algorithms [75] and electro-magnetism optimization [62] are designed to improve

the accuracy. According to [76] and our experiments, RANSAC-based methodology yields

a large set of false positives.

We propose a new method to detect circles from images. Our approach consists of two

steps, circle candidate generation and verification. In particular, we start by line segment

detection from the edge image, then use pairs of detected line segments to generate an

initial set of circle candidates. Non-maximum suppression is applied to this initial set via

mean-shift based clustering while the cluster centers are considered as the final set of circle

candidates. These circle candidates are then individually verified by both the ratio between

number of edgels to their radii and their completeness. Our contribution stands out from

the existing methods due to the following:

• Our hypothesis generation is based on line segments which are much cleaner than

edgels and hence increase the accuracy and robustness to noise.

• Our circle verification also differs from existing methods in that besides fitting er-

ror, it measures the spanning angle of the circular arc, a more natural way in circle

detection which mimics human perception.
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• We create CDBD, the first benchmark dataset for circle detection which consists of

more than a thousand images with ground truth circles labeled by human.

Although we share some similar ideas with existing works such as [77, 78, 79] which

links edgels to segments or arcs, finds the circle candidates and verifies them based on

inliers and outliers, etc., the major difference is that in our work, we generate the candidates

after considering a (large) number of candidates (obtained from all pairs of line segments)

while in other works, candidates are generated locally from a (small) set of arcs or segments

and those local circular arcs are merged together using various (still local) approaches with

some parameters. These merging operations are unstable, harder to be controlled and do

not guarantee error-free. This difference, though subtle, makes the whole algorithm much

more robust. It is because under noise, a subset of edgels from a true circle may result in a

very different circle. Moreover, our method has no problem with discontinuous circle while

others may fail with it because fitting circle locally to a small arc could result in totally

different circle from fitting “globally”. Another issue is that the verification by inliers and

outliers can reject (most of) the candidates with insufficient amount of supporting evidence,

but it does not guarantee to prune the cases where candidates have enough supporting

edgels, yet are false positives. The testing images in existing papers are too simple, so it

is not difficult for them to deal with. However, the natural images (especially those in our

CDBD) are complicated and the methods based on local estimation and linking produce

lots of false detection (based on our empirical experiment).

The mathematical theory behind our method is that if A and B are two points on a circle

centered at C, the line dAB perpendicular to the chord AB at its middle point, or sagitta,

must go through C. As a result, if we have two chords AB and MN, the intersection of dAB

and dMN gives us the circle’s center C with the radius r to be the average of the lengths

of the line segments CA, CB, CM and CN. Our approach consists of the following steps

(Fig. 2.8):

1. Circle candidate generation
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Figure 2.8: Illustration of our circle detection (best view in electronic version). From left
to right, top to bottom: input image; edge map; line extraction; circles’ centers generated
from pairs of lines; circles’ centers candidates; final detected circles.

(a) Given an image I, compute its edge map E.

(b) Compute the normal for each edgel on E.

(c) Detect line segments on E.

(d) For every pair of line segments (li, l j), compute a circle candidate and verify it

by the edgels on both li and l j.

(e) Perform non-maximum suppression via mean-shift clustering on the generated

circle candidates, with each cluster represented by its center.

2. Circle candidate verification based on supporting edgels and circle’s completeness.

For the edge map extraction, we use the Canny’s edge detector [13]. The normal of

each edgel can be approximated by the image gradient, or by performing local PCA on the

edgels themselves. We test both and they give similar performance. The next step of the

algorithm is to detect line segments from these edgels, which is the linear approximation

of the raw edgels to get more information about the local geometric structure. Another

benefit of using line segments is their robustness to noise. There are several algorithms to
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detect line segments from edgels and we choose the LSD [80] because of its false detection

control. An example of line extraction is shown in Fig. 2.8 (first row, last column).

The algorithm continues by choosing all pairs of line segments (li, l j), computing di

and d j as the sagittas, respectively. The intersection C of di and d j gives the circle’s center.

The radius r is averaged by the distances from C to the four endpoints of li and l j. A circle

is verified against the edgels making up li and l j based on a distance tolerance ε , normal

tolerance α and inlier percentage γ = 0.8 (i.e. at least 80 percent of the edgels on both li

and l j are within ε distance and α degrees from the circle).

Fig. 2.8 (second row, first column) is an example of circle candidates generated from

valid pairs of line segments. As we can see, choosing all pairs of line segments creates

many circles which may have duplicates. To remove such these duplicates, we apply non-

maximum suppression via mean-shift clustering [56]. Note that in our method, we perform

a two-step clustering corresponding to the circle’s centers and radii because the clustering

approach usually performs better at a low dimensional space. The mode corresponding to

each cluster represents the circle candidate. The final set of circle candidates is typically

small enough to be considered individually (as shown in Fig. 2.8 (second row, second

column)).

After all the circle candidates have been generated, they will be individually fitted

using least-squares fitting (R. Bullock, 2006 at http://www.dtcenter.org/met/

users/docs/write_ups/circle_fit.pdf) and verified against the supporting

edgels based on two criteria: the number of support and the completeness. Recall that the

inliers of a circle candidate are obtained from the edgels satisfying the distance and normal

tolerances. For each circle candidate, we do the connected component analysis on its in-

liers and discard the small components whose sizes are less than 10 percent of the largest

component. The reason for doing this is to purify the circle’s inlier set. For the minimum

number of edgels on a circle, if we use a global threshold Tg, the scale problem arises be-

cause circles with different radii have different circumferences. The global threshold Tg is
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not suited for circles with small radii. To overcome this scale issue, we use a ratio threshold

Tr similarly to the approach in [58] where a circle with radius r is expected to have 2πrTr

edgels. As a result, circles with large radii require more supporting points and vice versa.

In addition to the number of supporting edgels, the second criterion is the circle’s com-

pleteness. Intuitively, complete circle is more reliable than incomplete circle. We define the

circle completeness as the angular coverage of the supporting edgels, which is calculated

over the connected components of the supporting edgels. We only accept circles whose

completeness is at least Tc degrees (e.g. Tc = 180◦). We start by detecting all 360-complete

circles first, then 270-complete circles, 180-complete-circles, etc. until Tc-complete circles.

This heuristics experimentally works very well. The verified circles for the illustration ex-

ample are shown in Fig. 2.8.

Our algorithm has four parameters: distance tolerance ε , normal tolerance α , circle

ratio Tr and circle completeness Tc. In all of our experiments, we set ε to 0.5 percent of

the image’s minimum size, α to 20◦, Tr to 0.6 and Tc to 180◦. For comparison purpose, we

compare our approach with other two popular paradigms, the Circular Hough Transform

(CHT) [64, 66] and the Randomized Circle Detection (RCD) [58]. For the CHT, we use

the built-in imfindcircles from MATLAB with sensitivity as 0.9. For the RCD, there

is no publicly available implementation, so we implement the approach described in [58]

with all the parameters set to the given default values. All the experiments were run on a

PC with Intel Core i5 3.2 GHz CPU and 8 GB RAM.

According to our knowledge, there is no publicly available benchmark for circle de-

tection. In order to make the evaluation of this fundamental problem more rigorous and

objective, we create the Circle Detection Benchmark Dataset (CDBD). Our dataset con-

sists of more than a thousand of images with labels “circles” and “round objects” from the

ImageNet [81] and images from the papers listed in the references section. The CDBD in-

cludes synthesized, hand-sketched and natural images with various levels of complication,
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Figure 2.9: Comparison of the circle detection methods on synthesized images (images on
rows 1, 2, 3, and 5 are copied from [11]). First column: input image; Second column: edge
map; Third column: our approach; Fourth column: the Circular Hough Transform (CHT);
Last column: the Randomized Circle Detection (RCD).
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Figure 2.10: Comparison of the circle detection methods on natural images (images on
rows 4, 5 and 6 are copied from [12]). First column: input image; Second column: edge
map; Third column: our approach; Fourth column: the Circular Hough Transform (CHT);
Last column: the Randomized Circle Detection (RCD).
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noise and deformation. We asked several people to label all the circles in each image1. We

will continue to enrich this dataset in the future.

Fig. 2.9 shows the behaviors of three circle detection algorithms on some of the synthe-

sized images in the CDBD. As we can see, the RCD generally works well in clean images

(such as those in rows 1, 4 and 6) because there is a high probability that within a small

number of iterations, four edgels lying on the same circle are selected. However, when

there are certain noise and/or deformations (rows 2, 3 and 5), the RCD usually returns a

lot of false positives and sometimes a circle may never be detected in a reasonable number

of RANSAC iterations (row 5). The CHT, on the other hand, struggles with the cocentric

circles (row 6). It is able to tolerate some degree of deformation (row 2), but it does not

work in noisy image (row 5) as noisy edgels can contribute a significantly high number of

(irrelevant) votes which making the parameter space too evenly distributed and local max-

ima cannot be robustly located. Our circle detection works well under certain deformation

and noise because it uses line segments which are robust to both deformation and noise.

Natural images are places where our algorithm really outperforms the other two (Fig. 2.10).

The number of edgels from natural images is typically big (from a few thousands to a few

dozens of thousands) and the complication increases tremendously, which challenges the

other two methods as there are more uncertainties in the circle verification. Since our

algorithm works on line segments, it can capture a certain degree of higher geometry in-

formation and reduce the solution space substantially. Moreover, the line segments help

us to correctly compute the circles’ parameters while in the RCD method, due to its early

decision, circles’ parameters (centers and radii) are not correctly estimated.

Fig. 2.11 illustrates the effect of the two parameters (Tr and Tc) in our framework.

The circle ratio Tr controls the minimum edgel density while the circle’s completeness

Tc suppresses circles with small spanning angle. We realize that these two parameters,

upon decreased, help more circles be detected or, in other words, increase the sensitivity

1We make our benchmark available at https://github.com/trucleduc/
Circle-Detection
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Figure 2.11: The effect of two parameters Tr and Tc. First row: input image (from CDBD);
Second row: edge map; Third row: our circle detection with Tr and Tc are set to default
values (i.e. Tr = 0.6 and Tc = 180◦); Last row: our circle detection with Tr = 0.4 and
Tc = 60◦.

Figure 2.12: The effect of the edge detection on our circle detection. Top left: input image
(from CDBD); Second column: Canny’s edge detector [13] on top and Sobel’s edge detec-
tor [14, 15] at bottom; Third column: our circle detection running on two corresponding
edge maps.
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Ours CHT RCD
Mean precision 63.25 13.74 8.34

Mean recall 73.37 62.24 59.29
Run time (seconds) 7.46 9.21 4.32

Table 2.1: Comparison of three algorithms on our benchmark.

of our circle detection, but at the same time, could potentially lead to false detection. Our

algorithm works directly on the edge image, so different edge detection algorithms produce

different edge maps and hence affect our circle detection. Fig. 2.12 is an example where

two popular edge detection algorithms (Canny’s [13] and Sobel’s [14, 15]) are applied

separately. The Canny’s edge map has ample details including weak edges thus allows

more circles to be found. On the other hand, the Sobel’s edge map only captures strong

edges which exhibits the line detector and, certainly, our algorithm from revealing other

circles.

For quantitative evaluation, the three algorithms (ours, the CHT and the RCD) are re-

spectively executed against all images in the CDBD using the default parameters and their

precision, recall as well as running time are recorded. Let Cg and Cr be the set of circles

from ground truth labels (by humans) and from a circle detection algorithm, respectively.

Recall that precision =
|Cg∩Cr|
|Cr| and recall = |Cg∩Cr|

|Cg| (we use a pseudo count 1 to avoid zero

division). The metric for comparing two circles is the Euclidean distance between their

parameters (centers and radii). Two circles whose distance is less than 1 percent of the

maximum image size are considered identical. Table 2.1 shows the average performance

of our method against the two algorithms mentioned in the previous section. Our algorithm

absolutely shines over the CHT and the RCD with respect to both mean precision and re-

call. Furthermore, the recalls of the CHT and the RCD are much higher than the precision

indicating that they produce a lot of false positives and randomness while the precision

our method keeps pace with its recall, which means that our algorithm is more robust and

reliable. In terms of time performance, the unoptimized MATLAB’s implementation of our
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Figure 2.13: Two examples of profile curve analysis. A: Input models and detected orien-
tations; B: Model’s slicing along the orientation; C: Group of adjacent detected circles; D:
Profile curve from C; E: Segmentation of profile curve into line segments and circular arc;
F: Detected primitives in 3D.

algorithm is still faster than the highly optimized and built-in imfindcircles and, with

trade-off between the running time and the accuracy, ours is comparable with the RCD.

Primitive Axis Estimation

Section 2.3.2 only estimates the axis directions with no information about the axis location.

After all the circles are detected in the preceding section, we will group the adjacent circles

with nearby circle centers into connected components. For each connected component of

2D circles we conduct line fitting to all the circle centers in the connected component,

which not only gives the axis location but also refines the axis orientation.
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Profile Curve Analysis

After the axis is estimated, a profile curve is constructed for each connected component.

The vertical axis represents the radii of the circles in the connected component and the

horizontal axis shows the z-values of the circles’ centers. Figs. 2.3F and 2.13 show exam-

ples of the profile curves obtained from groups of co-centered circles. Cylinders and cones

will be represented by line segments while spheres and torus by circular arcs in the profile

curves, respectively. Thus, detecting line segments and circular arcs in the profile curves is

equivalent to detecting circular primitives in the 3D space.

A circular arc could also be approximated by multiple short line segments. To reduce

the ambiguity between a circular arc and line segments, we propose to first extract the

circular arcs from the profile curve. We use the same method [63] to detect circular arcs.

The circular arcs centered on z-axis correspond to spheres and those centered off z-axis

correspond to torus (see Fig. 2.13).

Once the circular arcs are extracted, the remaining task is to detect all line segments in

the remaining profile curve. In this work, we employ a region growing algorithm for line

segment detection. The region growing is performed based on the circle radius (vertical axis

of the profile curve), the circle center’s displacement (horizontal axis of the profile curve)

and the circle’s average angle (measured by the average over the angles between the 3D

normals of the associated points and the major orientation) which serves as the gradient of

the curve (in fact, this angle equals to 90◦minus the gradient of the curve). Other techniques

such as the LSD [80] could also be used in place of the region growing. However, our

experiments show that LSD sometimes could miss smaller line segments which our region

growing algorithm correctly detects. Sample outputs of the line segments obtained from

the profile curves are shown in Figs. 2.3F, 2.13E with their associated primitives.

Based on the profile curve information, the circular primitive’s parameters can be easily

computed. All circular primitives are extracted from each of the model’s major orientations

and individually fitted by the method in [82] which is known to be better than traditional
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least-squares fitting due to its robustness to noise and degeneration. An additional verifica-

tion step in 3D based on distance and normal errors of the 3D points and the primitives is

added for eliminating the bad quality (or spurious) primitives.

2.3.5 Set Cover Optimization

So far we have generated a linear approximation (planar patches) P of the model and all

of the hypothetical circular primitives. The set of hypothetical primitives, H, includes both

the planar patches and the circular primitives. Note that the hypothetical primitives may

overlap on each other. A patch p ∈ P is said to belong to a hypothetical primitive Hi if the

majority (e.g. 80%) of its points belong to Hi. We use both distance and normal constraints

(with ε and α tolerances) to verify the point-primitive’s membership.

It can be seen that a segmentation is an assignment of each patch in P to each hypothet-

ical primitive in H, or, in other words, a choice among all subsets of H covering P. Based

on the principle of the Minimum Description Length, we define a good segmentation as a

minimal subset of H that fully covers P. Let us further denote a set of binary indicator vari-

ables where xi = 1 means the ith hypothetical primitive is selected in the minimal subset.

The selection problem can be formulated by

min
|H|

∑
i=1

xi (2.1a)

subject to xi ∈ {0,1} ∀i = 1, . . . |H| (2.1b)

∑
i : p∈Hi

xi ≥ 1 ∀p ∈ P (2.1c)

The objective in (2.1a) clearly minimizes the number of selected hypothetical primitives.

The constraint in (2.1c) asserts that the selection covers every element of the P. Another

way of writing (2.1c) is
⋃

i : xi=1
Hi = P.

The problem of identifying the smallest sub-collection from a set of collections whose
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union equals a known universe (set cover) is a classical NP-complete combinatorial prob-

lem [83]. We apply the randomized rounding algorithm [84] to solve this optimization.

The algorithm first computes an optimal fractional solution x to the linear programming

relaxation of the original binary programming. After that the fractional solution must be

converted to an integer solution (and thus a solution of the original problem). The main

conversion technique is to use randomization, and then to use probabilistic arguments to

bound the increase in cost due to the rounding (based on the probabilistic method from

combinatorics). Probabilistic arguments are used to show the existence of discrete struc-

tures with desired constraints in (2.1b) and (2.1c).

2.3.6 Boundary Refinement

As a post-processing step, final primitives are grown to unlabeled regions using the distor-

tion minimizing flooding algorithm [27, 30] with normal deviation as the error metric under

the constraint of distance (ε) and normal (α) tolerances. The reasons for doing this are

two-folds: to fill holes between the primitives’ boundaries and to fix missing circles in the

earlier step. After that, we smooth the boundary between pairs of adjacent primitives using

Graph-Cut-based technique [85] similarly to [30].

2.4 Experimental Results

We run our algorithm on several mechanical models downloaded from the AIM@SHAPE

Repository and Archive3D with various complication (see Table 2.2 for the list of our

processed models). All experiments are executed on a PC with Intel Core i5 3.2 GHz

CPU and 8 GB RAM. Our segmentation framework has three parameters: the distance (ε)

and normal (α) tolerances for assessing a point on a primitive and the slice thickness (τ).

They are fixed to the default values (ε is 0.5 percent of the diagonal of the point cloud’s
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Figure 2.14: Projection of the point cloud onto the detected primitives obtained from our
segmentation algorithm.

bounding box; α = 20◦; τ = ε . For comparison purpose, we apply the RANSAC-based

segmentation [7] and the GlobFit optimization [8] on the same data with parameters set to

their default values.

Fig. 2.14 is the projection of the point cloud onto our segmented primitives, which is

a rough reconstruction of the 3D models. As we can see, the projected points are highly

consistent with the underlying surface, which illustrates the accuracy as well as the quality

of our detected primitives.

Figs. 2.1 and 2.15 show a side-by-side comparison of our segmentation results with

that of the RANSAC-based approach. We use random colors to differentiate between seg-

mented primitives. For primitive type, we use red for plane, green for cylinder, blue for

cone, cyan for sphere and olive for torus (gold color indicates unsegmented region). For

simple and clean model such as the block, cover-rear, crank, pump-carter and stator, the

RANSAC-based results are acceptable, though some primitive types are incorrect and some

parts remain unsegmented. Moreover, RANSAC-based approach over-segments the shaft

and coupling-down models. Our result, in contrast, not only identifies correct primitive

types but also segments a better level of details.

More complicated models include the grayloc, mechanical part, master-cylinder and

stub-axle. Our results are clearly better than the RANSAC’s in terms of both level of

details and segmentation quality. A lot of small parts with accurate primitive types can be
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well-captured by our approach while the RANSAC-based method typically either misses

or detects with wrong primitive types. The grayloc, mechanical part, master cylinder and

stub-axle are very challenging because there are many blending regions and a significant

amount of noise on both the points’ positions the normals. This is the case where the local-

based segmentation approaches are often trapped by local sub-optimal primitives (and have

no general way to fix them). On the contrary, our algorithm really shines as it exhibits

well-defined structural primitives from large to small, even on the curvy surface such as the

master cylinder.

Fig. 2.1 shows a side-by-side comparison of the quality of the segmentation results

between our approach, the RANSAC-based approach and the GlobFit approach. We project

the associated points onto the segmented primitives and display the primitives’ axes by the

black lines. As we can see our method demonstrates its strength in discovering the global

relationship between the primitives because we restrict the search space for detecting the

primitive and thus avoid the locally optimal primitives. On the other hand, RANSAC-based

approach is still subject to local estimation and may produce locally optimal primitives.

If the initial RANSAC’s segmentation is wrong, it is very hard, if not impossible, for the

GlobFit approach to correct it and sometimes GlobFit even makes it worse (e.g. the grayloc,

master-cylinder).

Fig. 2.16 shows the comparison between the RANSAC-based method and ours on the

joint model under different levels of noise with numerical statistics in Table 2.4. Starting

with a clean model, we gradually increase the (Gaussian) noise characterized by the noise

level σ . With the clean model (first column) (σ = 0) or very little noise (second column)

(σ = 0.01), both approaches give consistently good segmentation results. However, when

noise increases, RANSAC-based approach tends to produce local optimal primitives (and

even wrong primitive types) while our dimension reduction segmentation approach is still

robust to a certain degree. Even when the model is heavily corrupted by noise (the last

column) (σ = 0.2), our model’s major orientations are still correctly estimated and some
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Figure 2.15: Comparison primitive type recognition between our segmentation and
RANSAC-based segmentation [7]. Odd columns: RANSAC’s result; Even columns: Our
result.

of the primitives are extracted in good shapes.

In short, RANSAC-based method, as mentioned in the introduction often produces over

or under segmentation and wrong primitive type. This is because the primitive parameters

are calculated locally, which is extremely sensitive to noise, and the model selection is also

local. Our approach, on the other hand, narrows the solution to the model’s major orien-

tations and by examining the profile curve obtained from the cross-sectional projection,

our primitive’s parameters are more accurately computed and the model selection is more

robust. As a result, our approach can capture small details such as the conic transition be-

tween coaxial primitives (e.g. the transition between primitives in the crank, mechanical

part,master-cylinder and shaft in Fig. 2.15).

For quantitative comparison, some error metrics such as the number of primitives, the

coverage percentage, the distance error and the normal error are evaluated for our results,
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Figure 2.18: Our segmentation algorithm for some models with surface of revolution. Top:
Random colors for different parts. Bottom: Segmentation colored by primitive type (sur-
face of revolution is purple, others are colored similar to Fig. 2.3H).

Figure 2.19: Effect of various values of the slice’s thickness τ . Leftmost: too fine slicing
makes the projection image too sparse for circle detection; Rightmost: too coarse slicing
makes the profile curve too sparse for circular primitive detection.
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RANSAC’s and GlobFit’s (see Table 2.2). There is no doubt that our method yields the

best overall quality with very low variance (we cover over at least 90 percent of the model,

our distance error is less than 0.5 percent of the diagonal of the point cloud’s bounding box

and our normal error is less than 10◦).

Table 2.3 gives the performance of our algorithm with detailed timings on each step.

The performance depends on the complexity of the model rather than its size. The axis

estimation and profile curve analysis are very fast because in worst case scenario, they only

have to deal with a relatively small input (i.e. grouping several hundreds of circles into con-

nected components and fitting lines to each component for the axis estimation; the profile

curve analysis processes as many as 200 points (see Section 2.3.4)). The cross-sectional cir-

cle detection is the most time-consuming stage in our framework. The Graph-Cut smooth-

ing also accounts for a moderate amount of time. It is worth noticing that the major ori-

entation estimation and cross-sectional circle detection steps are both highly amenable to

parallelization and, hence can be made significantly faster. With our sequential implemen-

tation in an unoptimized MATLAB code, it takes less than 10 minutes to completely segment

a 1M-point model.

The proposed method can be easily extended to surface of revolution such as hyper-

boloid, ellipsoid, paraboloid, etc. by extending the segmentation of the profile curve into

polynomial curve segments or splines. Fig. 2.17 shows an example of the bishop model

with cylinder, cone, sphere and surface of revolution together. Since surface of revolution

is too flexible, it is sometimes ambiguous to differentiate between a surface of revolution

and a combination of many cylinders, cones, sphere and tori. As a result, we opt to iden-

tify the critical points on the profile curve first. A critical point represents discontinuity in

the first derivative. In order to quantify this measurement, starting with the profile curve

constructed by cross-sectional circle detection, we approximate its normal variation as fol-

lows. For each point on the profile curve, we fit two lines to its left and right neighbors,

respectively and use the angle difference between them as the normal variation. As we
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can see from Fig. 2.17D (we normalize the normal variation to [0,1] interval), the points

on smooth parts have low normal variation while the points at discontinuities in the first

derivative have large normal variation. We can obtain the critical points by first detecting

local maxima of the normal variation followed by thresholding (e.g. 0.4). After the critical

points are identified, the profile curve can be broken into smaller parts where each part can

be fitted by a line segment, circular arc or cubic splines (Fig. 2.17E and F). The segmenta-

tion result is shown in Fig. 2.17G and H. More examples involving surfaces of revolution

can be found in Fig. 2.18.

2.4.1 Limitation and Future Work

Our method has some limitations. First, we currently use a uniform slicing along the ma-

jor direction, which is not adaptive to the data’s sampling rate or level of details. A too

coarse slicing prevents us from detecting small details while a too fine one makes the pro-

jection image too sparse for circles to be detected (Fig. 2.19), both of which result in miss-

detection. However, we could generate multiple hypothetical primitives based on various

thresholds and put all them into the set-cover optimization (at the cost of extra computa-

tion). Similar strategy could be applied to the distance (ε) and normal (α) thresholds. In

the future work, we plan to explore the adaptive sampling techniques so that the slice’s

thickness could be adapted to the data density.

Second, our method in its current form supports plane, cylinder, cone, sphere, torus

and extendable to surface of revolution. It, however, can be further extended to generalized

cylinders with curilinear axis. Indeed, instead of fitting a single straight line to circle centers

within each connected component (Section 2.3.4), we could fit multiple line segments or

even curvilinear axis which aims at generalized cylinders. Another potential future work

is to fit ellipse or superellipse [86] instead of circles in the 2D cross-sectional image. With

these extensions we believe the proposed framework can be extended to segment a much

broader class of shapes.
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2.5 Conclusion

We have presented our novel primitive-based segmentation algorithm for mechanical CAD

models consisting of planes, cylinders, cones, spheres, tori and extendable to surfaces of

revolution. Our approach first over-segments the input model, then estimates the model’s

major orientations and generates an over-complete set of planar and circular primitives

which are then selected by the set cover optimization. For each orientation, we decompose

the model into connected components of circular primitives of the same axis, then further

divide each connected component into individual circular primitives by constructing a pro-

file curve for each connected component and segmenting the profile curve into circular

arcs and line segments. The final segmentation is obtained from the set cover optimization

and finished by the boundary refinement. Experimental results on both synthetic and real

scanned models show that our approach compares favorably with existing methods such

as the RANSAC-based [7] and GlobFit [8] approaches in terms of robustness and accu-

racy. In the future, we plan to extend our method to handle a broader class of primitives as

discussed in Section 2.4.1.
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Chapter 3

A Multi-view Recurrent Neural Network
for 3D Mesh Segmentation

This work introduces a multi-view recurrent neural netowrk (MV-RNN) approach for 3D

mesh segmentation. Our architecture combines the convolutional neural networks (CNN)

and a two-layer long short term memory (LSTM) to yield coherent segmentation of 3D

shapes. The imaged-based CNN are useful for effectively generating the edge probability

feature map while the LSTM correlates these edge maps across different views and output a

well-defined per-view edge image. Evaluations on the Princeton Segmentation Benchmark

dataset show that our framework significantly outperforms other state-of-the-art methods.

3.1 Introduction

Mesh segmentation is a classical, yet challenging problem in computer graphics for many

decades. Unfortunately, the segmentation problem is ill-posed and there is no general ob-

jective measurement that can universally be applied in any case. Judging the quality of a

segmentation largely depends on application. For instance, in a LiDAR scan of urban en-

vironment, a desired segmentation should distinguish between different instances of build-
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ings, people, cars, trees, ground, etc. However, in a part-based annotation of a 3D model

(e.g. human), the requirement is usually to segment head, torso, left/right arms, left/right

legs and sometimes more details such as thumb, index finger, and so on depending on spe-

cific task. Consequently, in the scope of this work, we aim to tackle the mesh segmentation

as a data driven approach. Given a training dataset of input mesh and the correspond-

ing desired segmentation, we design a deep learning framework to learn the pattern of the

segmentation given by the training dataset so that it can segment an unseen mesh. As a

result, we make no geometric or topological assumptions about the shape, nor exploit any

hand-crafted descriptors.

In this work, we propose a multi-view recurrent neural network (MV-RNN) deep learn-

ing framework to segment 3D model which significantly outperforms prior methods on the

Princeton Segmentation Benchmark dataset [21]. It is worth mentioning that our goal is to

partition the 3D model and not to do the semantic segmentation. In semantic segmentation,

the two wings of an airplane are assigned a single label wing. On the other hand, in mesh

segmentation, the two wings belong to two different regions and do not have semantic label.

In general, semantic segmentation provides better understanding of a 3D model. However,

mesh segmentation still has its merits such as guiding mesh processing algorithms includ-

ing skeleton extraction [88, 46], modeling [89], morphing [90], shape-based retrieval [26]

and texture mapping [91]. Moreover, in contrast to semantic segmentation which requires

a fixed set of semantic labels, many mesh segmentation algorithms could be generalized to

unseen object categories. As a result, instead of identifying surface area of the 3D model

within a segment, we predict its boundary (or edge). The benefits of doing so are twofold.

First, it is usually more expensive to obtain dense surface annotations than boundary an-

notations from humans. Second, we only have two semantic labels, i.e. boundary versus

non-boundary, which is simpler for the framework to learn than using hundreds of seman-

tic labels (e.g. hand, torso, leg, head, etc.). In fact, detecting 3D edges could be useful for

other tasks such as suggestive contours [92, 93] and ridge-valley detection [94].
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Our approach belongs to the multi-view paradigm which has been shown success re-

cently for many visual recognition tasks such as classification and segmentation [95, 96,

97, 98]. Typically, in the multi-view segmentation, a 3D model is rendered with multiple

views to generate multi-view images, each of which is fed-forward to a (shared weights)

convolutional neural network to obtain densely labeled images before being mapped back

to 3D. In general, a multi-view approach for segmentation must overcome several technical

obstacles. Firstly, there must be enough views to minimize occlusions and cover the shape

surface. This can be achieved by generating a large number of views equally distributed

around the object. Secondly, shape parts can be visible from more than one view, thus,

the proposed method should effectively correlate information from multiple views. The

main drawback of the existing multi-view approaches such as the multi-view convolution

neural network (MV-CNN) [95, 96] is that different views may not be correlated and hence

a 3D area may correspond to totally different outcomes from different views. Let us take

an example of a standing person rotating counter-clockwise (Fig. 3.1). When the view is

front facing, the boundary between the torso and the right arm is a real boundary. At certain

time, the right arm starts to be occluded. Then the boundary between the torso and the right

arm is no longer real boundary, but the MV-CNN cannot distinguish them because it does

not correlate the result over different views.

We propose MV-RNN to overcome this limitation by treating the sequential multiple

views as a temporal sequence, and applying recurrent neural network to capture the redun-

dancy between adjacent views. More specifically, in this work we employ the long short

term memory (LSTM) as the recurrent neural unit. The multi-view outputs from CNN

are correlated through a two-layer LSTM to obtain consistent fine detail responses for ev-

ery view. Finally, the boundary pixels are back-projected onto 3D shape surface followed

by region growing and Conditional Random Field (CRF) to obtain the final segmentation.

The main contribution of our work is the MV-RNN, which is, to the best of our knowledge,

the first network treating multiple views as a temporal sequence and applying LSTM to
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Figure 3.1: Given a 3D model, we try to detect boundary between segments by using multi-
view approach. We apply non-maximum suppression [16] to the MV-CNN results shown
on the second row for visualization. The main drawback of MV-CNN is its inconsistency
across multiple views (e.g. the elbow and arm regions). On the other hand, our MV-RNN
could correlate multiple views and generate more coherent results.

correlate adjacent views. Moreover, since the proposed framework is purely data driven,

it can be easily adapted or extended to other tasks in shape modeling such as suggestive

contours [92, 93] and ridge-valley detection [94].

In the next section, we briefly discuss existing methods related to 3D segmentation

with emphasis on deep learning. To make the work self-contained, we review the recurrent

neural network in Section 3.3. Section 3.4 describes our approach in depth followed by

experimental results in Section 3.5. Section 3.6 concludes our work.
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Figure 3.2: Overview of our MV-RNN approach. Given an input 3D mesh model, we
render it with a sequence of ordered viewpoints. Each of view is passed through an identical
(shared weights) CNN to obtain a boundary probability map, which is correlated by a two-
layer LSTM followed by a fully connected layer. The consistent edge images from multiple
views are unprojected back to 3D followed by a region growing and CRF for boundary
smoothing.

3.2 Related Work

Hand-crafted features: Before the era of deep learning, people proposed many approaches

(region growing [41, 42], hierarchical clustering [44, 45, 46], spectral clustering [48], k-

means [47], normalized cut [99], random walk [52], heat walk [53], etc.) based on local

features to segment a 3D model such as planarity of various forms, higher degree geometric

proxies (cylinders, cones, spheres, etc.), dihedral angles between triangles [38], curvatures

(Gaussian curvature or mean curvature) [39], geodesic distances on a mesh, slippage, sym-

metry, convexity, medial axis, shape diameter [40] and motion characteristics [20]. Shamir

et al. [20], Agathos et al. [36] and Theologou et al. [37] gave a comprehensive overview of

methodologies in 3D segmentation. In general, these approaches are usually built on some

particular property of 3D objects and hence do not generalize well.

Image-based CNN: CNNs [100, 101, 102, 103] are currently the main stream in many

visual recognition problems and have been extensively applied to image semantic segmen-

tation [104, 105, 106, 107, 108]. For example, fully convolutional network (FCN) [105]

was a breakthrough in deep learning based image semantic segmentation. In this approach,

fully connected layers in a standard CNN are replaced by convolutions with large receptive
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fields, and segmentation image is achieved using coarse class score maps obtained by feed

forwarding an input image. However, the deconvolution part of the network responsible

for upsampling is fixed to bilinear interpolation and only the CNN part of the network is

fine-tuned. In contrast, Noh et al. [106] proposed the deconvolution network (DeconvNet)

with unpooling layers followed by convolutions, which increases the network’s capability

to learn more complex deconvolution than using just bilinear interpolation.

The holistically nested-edge detection (HED) [109] casts the classical edge detection

as a CNN-based problem. An interesting idea of this work is that the final edge map is

fused from multiple edge maps obtained at different scales. The multi-scale edge maps are

side outputs of a VGG-16 network [101] and hence the shallow edge maps give fine detail

edges while the deeper ones capture the more salient edges. The final result is linearly

combined from all edge maps at multiple scales. Our MV-RNN approach adopts HED as a

sub-module for our CNN part thanks to its high performance on natural images.

Deep learning for 3D: While deep learning has been very popular in 2D images for many

years, it has just been applied in 3D recently because unlike pixels in 2D images, 3D ob-

jects do not have regular structure. As a result, in the early period, people use deep learning

as a tool to learn high level features from low level cues (usually hand crafted). The un-

supervised shape segmentation proposed by Shu et al. [110] starts by over-segmenting the

input model, computing patch-based local features and then uses stacked auto-encoder to

learn high level features followed by Graph-Cut based segmentation. Guo et al. [111] com-

pute local features at different scales for each triangle and arrange them into a rectangular

image, which is feed forward through a convolutional neural network (CNN) to predict the

semantic label for each triangle. Although these two frameworks use deep learning tech-

niques (stacked auto-encoder, CNN) to learn high level features from local low level ones,

they do not exploit the full potential of deep learning.

A natural extension from 2D image to 3D shape is to discretize the 3D object into

3D voxel and apply 3D convolutions on it. The 3D ShapeNet [4] used this approach for
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3D object classification. Su et al. [95] was the first one to apply multi-view convolutional

neural network (MV-CNN) for 3D recognition. The 3D shape is rendered in multiple views,

each of which is passed through the identical image-based CNN. Features obtained from

multiple views are combined via a view pooling (which is the max pooling) and then passed

through another CNN to predict the final object label. Between volumetric and multi-

view CNN, the later typically gives higher accuracy [97]. One reason might be due to the

higher computation and memory cost of using 3D convolutions which in turn limits the

image resolution [97]. A similar result has also been observed in other 3D data such as

videos [112, 113, 114].

Xie et al. [96] used multi-view depth images via extreme learning machine to generate

per-view segmentation and combine them via Graph-Cut. This method works pretty fast

due to the easy training of the extreme learning machine but it does not give high accuracy.

Later, Kalogerakis et al. [115] proposed a more complete multi-view framework. They first

render the 3D model with different views, each of which is processed through a shared

CNN before unprojected to 3D. The label consistency is solved by a conditional random

field (CRF), which is part of a network and is optimized in an end-to-end manner. Although

this approach uses the CRF to solve the consistency after unprojection to 3D, the semantic

label images from multiple views are obtained in a max-pooling manner and they are still

not correlated.

Recently, Su et al. proposed the PointNet [116] and SyncSpecCNN [117] which con-

sume directly non-regular 3D data (point cloud and mesh, respectively). These networks

demonstrate the flexibility of neural networks in many visual problems. However, in term

of performance, these structures still fall behind MV-CNN approaches (if equipped large

enough number of views) [116].
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3.3 Background on Recurrent Neural Network

In contrast to normal feed-forward neural network which is a one-shot function, recurrent

neural network (RNN) runs repeatedly through time which simulates human brain process-

ing capability. An RNN is a composition of identical feed-forward neural networks, one for

each moment, or step in time, which we will refer to as RNN cells. These cells operate on

their own output, allowing them to be composed. They can also operate on external input

and produce external output. Note that this is a much broader definition of an RNN de-

pending on the choice of RNN cells (e.g. Vanilla RNN, LSTM, etc.). Here is the algebraic

description of a Vanilla RNN cell.

st = φ (Wxt +Ust−1 +b) (3.1)

where φ is the activation function (e.g. sigmoid, tanh, ReLU [118, 100]); Assuming d and

h are the state input and output sizes, respectively, st ∈ Rh is the current state (and current

output); st−1 ∈ Rh is the prior state; xt ∈ Rd is the current input; W ∈ Rh×d , U ∈ Rh×h and

b ∈ Rh are weights and biases.

Although being simple and quite powerful, Vanilla RNN has certain disadvantages.

First, it is very difficult to exploit post information if information constantly morphs, which

leads to the degeneration problem [103]. Second, gradient vanishing and exploding are

common in training Vanilla RNN because we train it by the back-propagation over time

algorithm. If the gradients explode, we cannot train our model. If they vanish, it is difficult

for us to learn long-term dependencies, since back-propagation will be too sensitive to

recent distractions.

To tackle the drawbacks of Vanilla RNN, the long short-term memory (LSTM) unit [119]

was introduced to ensure the integrity of information thanks to its written memories. Fur-

thermore, LSTMs use gates as a mechanism to selectively control and coordinate writing

(i.e. the cell memory is written, read and forgot selectively).
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Unlike Vanilla RNN, an LSTM network is well-suited to learn from experience to clas-

sify, process and predict time series when there are time lags of unknown size and bound

between important events. Consequently, LSTM achieved the best known results in natu-

ral language text compression, unsegmented connected handwriting recognition. Recently,

researchers have been integrating LSTMs to computer vision tasks such as image segmen-

tation [120], activity recognition, image captioning, video description [114], 3D object

reconstruction [98].

3.4 Multi-view Recurrent Neural Network (MV-RNN)

Given an input 3D shape, our goal is to segment it into parts based on the prior knowledge

learned from a pre-segmented training dataset. We design a MV-RNN network to this end.

Our network architecture is visualized in Fig. 3.2. It takes as input a set of images from

multiple views which are equally distributed over the 3D model; segments these images by

generating per-view boundary probability maps; correlates them by a two-layer LSTM fol-

lowed by a fully connected layer and returns the consistent edges which are back projected

to the 3D surface and finally integrated by a CRF. In the following sections, we elaborate

the input to our network, its layers and the training procedure.

3.4.1 Input

The input to our whole algorithm is a 3D shape represented as a polygonal mesh. As a pre-

processing step, we normalize and scale it to fit into the unit sphere. Then our algorithm

renders the object in K different views (we set K = 60 based on our experiments). We first

equally partition the unit sphere into K regions using [10]. These regions serve as camera

locations. More importantly, to make these views learnable for LSTM, we arrange these

locations in sequence so that adjacent locations are next to each other such as in Fig. 3.3. To
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make all views oriented consistently, we choose the camera up vector pointing to a very far

away fixed point (e.g. [0,0,100]). The camera always looks at the origin since the model is

normalized.

In general, CNN is quite robust to lighting illumination, so we render shaded, grayscale

images using Phong reflection model [121] with light source always behind the camera for

every view. We also experimented with depth images (with HHA encoding [122]), normal

images and/or combined them together but the result is not better than using the shading

images alone. To make the training faster, we opt to use image resolution of 128× 128

without sacrificing the overall segmentation accuracy of the framework.

In addition, for each camera setting, we store the 3D vertex corresponding to each pixel.

The correspondence is determined by the proximity of the 3D point unprojected from the

2D pixel and the closest 3D vertex (the distance between them must be less than 10−3,

otherwise there is no corresponding 3D vertex with that pixel). The stored information is

used for the back projection later on.

3.4.2 CNN Module

The shaded images produced in the previous step are processed through identical image-

based CNN. There are many choices of CNN architecture such as FCN [105], Decon-

vNet [106] and HED [109]. We opt to choose HED because of its edge detection nature.

Each HED module outputs a grayscale image of the same size as the input shaded image

(i.e. 128× 128), which is the boundary probability map. Specifically, in our implemen-

tation, we employ the HED architecture suggested in [109], which adopted the VGG-16

network [101] for dense prediction by truncating after the pool5 layer and fusing multi-

ple side outputs. Since the HED is trained on RGB color images, we need to replicate our

shaded grayscale images into three channels.

Fig. 3.4 shows the boundary probability maps in multiple views (only four views are

shown here). As we can see the probability maps are not well-localized nor consistent.
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Figure 3.3: Multiple views ordered in a helix-like sequence.

The inconsistency problem cannot be solved by optimizing individual view alone, but by

aggregating them together in a a more intelligent way. Recurrent neural networks (RNN)

represent a type of neural networks with loop connections [123], which allow them to

capture long-range dependency by gates and memory structures (such as LSTM [119]).

In consequence, multiple views can be cast as time series which can be learned by such

LSTM.

3.4.3 LSTM Module

As mentioned in Section 3.1, the goal of this layer is to correlate multiple views and gen-

erate consistent boundary maps. An LSTM network is well-suited here which treats view

sequence as time series. First, we unroll the 2D boundary probability maps and ground

truth boundary maps into vectors of size 128× 128 = 16,384. A two-layer LSTM (with

one LSTM stacked over the other) is deployed so that the first LSTM takes the sequence of

ordered (unrolled) boundary probability maps, produces a sequence of hidden states for the

second LSTM to eventually output the sequence of coherent boundary maps. We use the

same number of hidden units (1024) for both peephole LSTMs [124] with the following
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Shaded Image

CNN

Epoch 100

Epoch 300

Epoch 700

Epoch 1000

Epoch 2000

Epoch 4000

Epoch 6000

Final

Ground truth

Figure 3.4: LSTM learning process (only four views are shown due to space limit). First
row: Input shaded images to a CNN. Second row: Outputs from CNN. Third to Tenth
rows: Edges returned from LSTM during training. Last row: Ground truth edges.
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Figure 3.5: Representative segmentation results produced by our MV-RNN on PSB dataset.

(a) Rand Index (b) Consistency Error

(c) Hamming Distance (d) Cut Discrepancy

Figure 3.6: Performance plots of different segmentation algorithms with respect to four
evaluation metrics. Lower value is better.
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updates.

it = sigmoid(Wixt +Uict−1 +bi) (3.2)

ft = sigmoid
(
Wf xt +U f ct−1 +b f

)
(3.3)

ot = sigmoid(Woxt +Uoct−1 +bo) (3.4)

ct = ft ◦ ct−1 + it ◦tanh(Wcxt +bc) (3.5)

ht = ot ◦ ct (3.6)

where xt ∈ Rd is the current input; ht ∈ Rh is the current output; ct (and ct−1) ∈ Rh

are the current (and prior) memory state, Wi,Wf ,Wo,Wc ∈ Rh×d , Ui,U f ,Uo,Uc ∈ Rh×h,

bi,b f ,bo,bc ∈ Rh are weights and biases and ‘◦’ denotes element-wise multiplication. In

our case, d = 128×128 = 16,384 and h = 1024. The output of the second LSTM is passed

through a fully connected layer to map back to d-dimension edge image.

Fig. 3.4 illustrates how LSTM can help correct and correlate the edge probability maps

produced from the MV-CNN. For example, the boundaries between the torso and two legs

are quite different among four views, which may result in inconsistent edge information

when unprojecting them to 3D mesh. However, as the LSTM consumes the whole view

sequence, the edges at convergence are all consistent.

3.4.4 Training

We train our network in a two-stage approach. In the first stage, we train the HED module.

We randomly rotate each 3D model in 16 different ways. The network takes as input a

pair of two images, shaded image and ground truth boundary map. We use the sigmoid

cross-entropy loss for all five side outputs and the fused output. The network is initialized

from VGG-16 weights [101]. We use Adam optimizer [125] with fixed learning rate 10−7,
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batch size of 16 and train for 100,000 iterations. The first stage training takes three days on

an NVIDIA Titan X.

After the HED module is trained, it is fixed for training the LSTM module in the second

stage. The two-layer LSTM takes as input a pair of sequences of boundary probability

maps from the HED and ground truth boundary maps. We also use Adam optimizer [125]

with initial learning rate 0.01 (as this optimization algorithm is able to compute adaptive

learning rates for each parameter), batch size of 1 (due to memory limit) and train for 7000

epochs. Each view sequence is processed bidirectionally, which yields two sequences per

shape. The second stage training takes three days on an NVIDIA Titan X.

3.4.5 Back Projection to 3D and Post-processing

The consistent boundary maps produced from LSTM network are back projected to 3D

surface using the stored pixel-to-vertex information (see Section 3.4.1). It is possible that

many pixels (typically from different views) map to the same vertex, so we take the maxi-

mum response as the final value. For each edge of the mesh model, we assign the boundary

probability which is defined as the average of the boundary probabilities of the two vertices

that it connects. Finally a binary boundary edge map is created by thresholding (we set

the threshold as 0.5). These boundary edges function as the borders of the regions to be

segmented. Thus, we use a simple region growing to find the initial segmentation with the

boundary edges as blockers. A region with big enough area is considered as a segment.

The polygons near the boundaries may be unlabeled due to projection error. Denote hv as

the initial label for polygon v, where hv = 0 if v has no label. We expect that correct labels

will be propagated to them via a CRF. Let V be the set of all polygons in a 3D shape, a

CRF f with unary and pairwise terms operating on the surface representation is defined as

follows.

E( f ) = ∑
v∈V

Eunary( fv)+ ∑
(u,v)∈V 2

Epairwise( fu, fv) (3.7a)
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Eunary( fv = l) =


0, ∀l if hv = 0

0 if hv = l

∞ if otherwise

(3.7b)

Epairwise( fu = lu, fv = lv) =


e−d2(u,v) if lu 6= lv

e−(1−d(u,v))2
if lu = lv

(3.7c)

where d(u,v) is the geodesic distance [127, 128] between polygon u and polygon v. All

distances are normalized to [0,1].

The unary term tells that we only want to correct unlabeled polygons while the pairwise

terms favor the same label for adjacent polygons. We use mean-field approximation [129]

to solve (3.7a).

3.5 Evaluation

In this section, we present experimental validations and analyses of our approach. We

test the segmentation algorithm on the well-known Princeton Segmentation Benchmark

dataset [21]. This dataset has been intensively used to evaluate 3D shape segmentation and

3D shape retrieval algorithms. The dataset has 19 different object categories with 20 objects

for each category which results in 380 models in total. For each category, we randomly

select 16 models for training and 4 models for testing. Since there are multiple human

generated segmentations for each model, we manually select one segmentation which is

the most consistent among the object category. The ground truth edge images can be easily

obtained by rendering the edges between different segments overlaid by the 3D shape with

the same color as background. To further enhance the quality of the ground truth images,

we use polygon offset in OpenGL. The ground truth edge images are used in training both

the MV-CNN and the LSTM. Fig. 3.5 shows some representative segmentations of our
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MV-RNN approach on this dataset.

To evaluate our segmentation method, we adopt four metrics that are defined by Chen

et al. [21], including Rand Index, Cut Discrepancy, Hamming Distance and Consistency

Error. Rand Index, named after William M. Rand, measures the similarity between two

segmentations of the same shape. From a mathematical point of view, Rand Index is re-

lated to the accuracy, but is applicable even when class labels are not used. In this work,

we use Rand Index Error, which equals to one minus the Rand Index. Cut Discrepancy

is a boundary-based method evaluating the distance between different cuts. It sums the

distances from points along the cuts in the computed segmentation to the closest cuts in

the ground truth segmentation, and vice-versa. Hamming Distance, named after Richard

Hamming, is a region-based method and measures the number of substitutions required

to change one region into the other. Hamming Distance is directional, hence it includes

missing rate (Rm) and false alarm (Rf) distances. Consistency Errors, whether the global

version (GCE) or local version (LCE), are used to compute the hierarchical differences and

similarities between segmentations, which are based on the theory that humans perceptual

organization imposes a hierarchical tree structure on objects. Regarding all four metrics,

smaller value indicates better result.

Comparison: We compare our method with the following segmentation algorithms:

• MV-CNN: we apply non-maximum suppression [16] on the boundary probability

maps returned from the multi-view CNN (HED in this case) and unproject them

back to 3D (without LSTM) followed by CRF. This serves as a baseline for multi-

view paradigm.

• [Shu2016] [110]: an unsupervised 3D shape segmentation via stacked auto-encoders.

• WcSeg [126]; approximate convexity analysis.

• RandCuts [99]: randomized cuts.

• ShapeDiam [40]: shape diameter function.
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• NormCuts [99]: normalized cuts.

• CoreExtra [130]: core extraction.

• RandWalks [52]: random walks.

• FitPrim [44]: fitting primitives.

• KMeans [131]: k-means.

Figs. 3.7 and 3.8 provide a side-by-side comparison of segmentations obtained from

various algorithms. Although there are large shape variations, the absolute majority of our

segmentation results are desirable and consistent with our perception. The baseline MV-

CNN indeed yields better segmentations than some of the methods based on hand-crafted

features such as k-means, fitting primitives, random walks. Due to the inconsistency of the

boundary probability maps across multiple views, the MV-CNN is still not as good as the

shape diameter function. However, the added LSTM has a significant contribution to the

overall robustness, which vastly improves the nature of multi-view paradigm.

Numerical comparison: The Rand Index score statistics of our segmentation on the

dataset, as well as those of other methods, are detailed in Table 3.1, from which we can

see that our algorithm obtains an average Rand Index of 0.084 that outperforms the related

algorithms. In addition to Rand Index, our MV-RNN also shines out of other methods

with respect to other evaluation metrics (see Fig. 3.6 and Table 3.2). Comparing with

the baseline MV-CNN, the LSTM in our framework indeed has a significant improvement

because it correlates the outputs from CNN across multiple views.

Different number of views: We also experiment with various values of K. According

to Fig. 3.9, using too few number of views is not good due to occlusion. As using more

views equally distributed around the object, the object’s surface area is more fully cov-

ered, hence we get higher accuracy (or lower Rand Index score). We choose K = 60 as a

reasonable trade-off between accuracy and time/memory consumption.
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Figure 3.9: The Rand Index with respect to the number of views. We choose K = 60 as a
reasonable trade-off between accuracy and time/memory usage.

3.5.1 Limitation

Because our approach belongs to the multi-view paradigm, it has a common occlusion

issue. For example, the left and right thighs of the man in Fig. 3.10 are not separated due to

occlusion (i.e. the area under torso is not revealed from any of K = 60 views). Increase the

number of views could reduce the occlusions at the cost of more computations. Since we

can easily computed occluded areas given the current set of views, we plan to use adaptive

best view prediction to focus the camera on these areas, which is similar to the next-best-

view prediction in 3D attention model proposed by Xu et al. [132].

3.6 Conclusion

We have presented our novel MV-RNN for 3D shape segmentation which combines the

MV-CNN and LSTM to enhance the multi-view paradigm. To the best of our knowledge,
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Figure 3.10: Limitation of our approach. The area under the torso is occluded and hence the
left and right thighs are not separated although our MV-RNN can detect 2D edges correctly
in all views.

we are the first group that treats multiple views as a temporal sequence and applies RNN

to predict the edge images by aggregating the corresponding edge probability maps ob-

tained by feed-forwarding a MV-CNN. Our MV-RNN detects 3D edges in an end-to-end

manner and the segmentation is obtained as a post-processing. The 3D edges can be ei-

ther semantic-based (e.g. semantic segmentation) or geometric-based (e.g. CAD model

segmentation, suggestive contour, ridge and valley). According to our experimental results

on the Princeton Segmentation Benchmark dataset, our MV-RNN compares favorably with

other state-of-the-art methods on mesh segmentation.

In the future, we would like to conduct more experiments on different datasets such as

those in [133, 117]. Additionally, our framework right now work on meshes only. In the

future we would like to extend it to handle point clouds as well. The proposed framework

is purely data-driven, thus in the future we would like to extend our method to other inter-
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esting problems in shape modeling such as suggestive contours [92, 93] and ridge-valley

detection [94].

Acknowledgment

We would like to acknowledge the authors of Princeton Segmentation Benchmark [21] who

made the dataset public and provided evaluation toolbox. We also appreciate the authors

of HED [109] for their edge detection network. Last but not least, we would like to thanks

all the authors of other segmentation algorithms [110, 126, 99, 40, 130, 52, 44, 131] for

their contribution of the segmentation results on the Princeton Segmentation Benchmark

dataset.

73



Chapter 4

REDN: A Recursive Encoder-Decoder
Network with Skip-Connections for
Edge Detection

In this work, we introduce REDN: A Recursive Encoder-Decoder Network with Skip-

Connections for edge detection in natural images. The proposed network is a novel in-

tegration of a Recursive Neural Network with an Encoder-Decoder architecture. The re-

cursive network enables us to increase the network depth without increasing the number

of parameters. Adding skip-connections between encoder and decoder helps the gradients

reach all the layers of a network more easily and allows information related to finer details

in the early stage of the encoder to be fully utilized in the decoder. Based on our extensive

experiments on popular boundary detection datasets including BSDS500 [1], NYUD [2]

and Pascal Context [3], REDN significantly advances the state-of-the-art on edge detection

regarding standard evaluation metrics such as Optimal Dataset Scale (ODS) F-measure,

Optimal Image Scale (OIS) F-measure, and Average Precision (AP).
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4.1 Introduction

Edge detection has been a cornerstone and long-standing problem in computer vision since

the early 1970’s [134, 135, 136] and is essential for a variety of tasks such as object recog-

nition [137, 138], segmentation [139, 1, 140, 141], etc. Initially considered as a low-level

task, researchers now generally agree hat high-level visual context such as the perception

of objects play an important role in edge detection [1].

Inspired by the success of deep convolutional neural networks (DCNN) in computer

vision problems such as image classification [100, 101, 102], object detection [142], image

segmentation [104, 107, 143, 105, 144, 106], normal estimation [145, 133], image caption-

ing [114], etc., researchers have begun to utilize DCNN for low-level tasks such as edge

detection [109, 146, 147, 148, 149, 150]. For example, Xie et al. [109] developed a HED

network built upon the VGG-16 network [101] which hierarchically obtains edge images at

multiple scales. Edges obtained from the initial levels are more localized while those from

the deeper levels are more global. The final edge is a linear combination of all edge images

at different scales. Later, Kokkinos et al. [140] explicitly applied HED [109] on the im-

age pyramid. Yang et al. [146] developed a fully convolutional encoder-decoder network

(CEDN) similar to Noh et al. [106]. The main drawback of these approaches is that the

salient edges are obtained at the deeper layers with relatively lower resolution. Thus, the

upsampled edge image tends to be blurry and less localized.

Several researchers also proposed the use of a refinement network for edge images at

different hierarchies to achieve better edge detection results. For instance, Wang et al.

[147] proposed a refinement module that fuses a top-down feature map from the backward

pathway with the feature map from the current layer in the forward pathway, and further

up-samples the map by a small factor of two, which is then passed down the pathway. Liu

et al. [148] designed another type of refinement module, which uses all convolution layers

at the same hierarchy to predict edge image at that level, to achieve a similar goal.

In this work, we propose a novel Recursive Encoder-Decoder Network with Skip Con-
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nections (REDN) for edge detection in natural images. The proposed network is a novel

integration of a Recursive Neural Network with an Encoder-Decoder architecture. Our

encoder-decoder network is formed by DenseNet blocks [151], which are used to allevi-

ate the vanishing-gradient problem, strengthen feature propagation and encourage feature

reuse. The encoder network performs convolutions and poolings to produce a set of feature

maps of different visual levels. The deeper the layer is, the higher level, more abstract,

and less localized the features are. The encoder tends to learn more global and high-level

features, and could ignore some finer information. The decoder network, which is topolog-

ically symmetric with the encoder network, first upsamples the feature maps by transposed

convolutions (i.e. deconvolutions) followed by convolutions and finally returns the edge

image with the same size as the input image. Nevertheless, since information related to

finer details might be lost during the encoding stage, the decoded outputs are generally less

detailed. As a result, edges generated by the encoder-dencoder network are usually blurry

and less localized [146].

To overcome this limitation, in this work, we propose to add skip-connections [152]

that connect one layer in the encoder to the corresponding layer in the decoder of the same

level of hierarchy. Since features from the early encoder are forwarded to the later decoder,

skip-connections provide sharper visual details. Skip-connections have been widely used in

deep learning community such as U-Net [153], Deep Reflectane Map (DRM) [154], ResNet

[103] and DenseNet [151]. According to [152, 151], skip-connections greatly improve

gradient flow by allowing more even weight update in all of the layers.

We further enhance the network by adding a feedback loop between the output edge

map and the input [155, 156]. The purpose of this is to enable iterative refinement of the

edges using a single network model. Increasing recursion depth can improve performance

without introducing new parameters for additional convolutions and deconvolutions. The

whole network can be modeled jointly with shared parameters and optimized in an end-to-

end manner.
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Furthermore, in order to force the network to learn more salient edges, we propose a

simple but very effective data augmentation scheme by conducting random Gaussian blur

to the input images. This also helps to reduce potential over-fitting as the input images is

augmented randomly in each iteration during training.

In summary, the main contribution of this work is to improve the deep learning algo-

rithms used for edge detection by combining skip-connections and feedback loop into an

encoder-decoder network, as well as a simple and effective Gaussian blurring based data

augmentation. To the best of our knowledge, we are the first group applying the recursive

network in low-level tasks such as edge detection. Our REDN experimentally demon-

strates state-of-the-art results on popular boundary detection datasets including BSDS500

[1], NYUD [2] and Pascal Context [3].

4.2 Related Work

The literature of edge detection is very expansive. We will only be able to highlight a few

representative works that are closely related to our work.

The early pioneering edge detection methods (e.g. [15, 14, 135, 157, 158, 13, 159, 160])

focused on low-level cues such as image intensity or color gradients. A complete overview

of various low-level edge detectors can be found in [161, 162]. For example, the well-

known Canny edge detector [13] finds the peak gradient orthogonal to edge direction. In

general, these low-level edge detectors are not very robust and may generate many false

positives or false negatives.

In the past decade, people have explored machine learning techniques for more accurate

edge detection especially under more challenging conditions [163, 164, 165, 166, 167, 1,

168, 169]. For example, Dollar et al. [164] used a boosted classifier to independently label

each pixel using its surrounding image patch as input. Zheng et al. [165] combined low,

mid, and high-level cues to achieve improved results for object-specific edge detection.
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Arbelaez et al. [1] combined multiple local cues into a global framework based on spectral

clustering. Ren and Bo [170] further improved the method of [1] by computing gradients

across learned sparse codes of patch gradients. Lim et al. [171] proposed an edge detection

approach that classifies edge patches into sketch tokens using random forest classifiers.

Sketch tokens are learned using supervised mid-level information in the form of hand drawn

contours in images. Dollar et al. [172] learned more subtle variations in edge structure and

lead to a more accurate and efficient algorithm. This structured edge detection method

was considered one of the best method for edge detection thanks to its state-of-the-art

performance and relatively fast speed.

Recently deep learning approaches become very popular and researchers have attempted

to deploy it to edge detection. It is widely believed that accurate detection of edges requires

object-level understanding of the image, an area in which deep learning is best known for.

Kivinen et al. [173] applied mean-and-covariance restricted Boltzmann machine (mcRBM)

architecture [174] to edge detection and obtained competitive results. Starting from can-

didate contour points from Canny edge detector [13], DeepEdge [175] extracts patches

at four different scales and simultaneously run them through the five convolutional layers

of the AlexNet [100]. These convolutional layers are connected to two separately-trained

network branches. The first branch is trained for classification, while the second branch

is trained as a regressor. At testing time, the scalar outputs from these two sub-networks

are averaged to produce the final score. DeepContour [176] classified image patch of size

45× 45 into background or one of the clustered shape classes by a 6-layer convolutional

neural network. The disadvantage of both DeepEdge and DeepContour is that at testing

time, it operates on the input image in a sliding window fashion (due to the fully-connected

layers), which restricts the receptive size of the network to only a small image patch and

thus may lose global information.

Inspired from FCN [105], Xie et al. [109, 177] proposed the HED network which can

be trained in an end-to-end manner. An interesting idea of this work is that the final edge
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map is fused from multiple edge maps obtained at different scales. The multi-scale edge

maps are side outputs of a VGG-16 network [101] and hence the shallower edge maps

give finer detail edges while the deeper ones capture the more salient edges. The final

result is linearly combined from all edge maps at multiple scales. The main drawback

of this network is that salient edges are typically learned in the deeper layers, hence they

are of low-quality when being up-sampled - edges are blurry and do not stick to actual

image boundaries. Later, Kokkinos [140] proposed the Deep-Boundaries network, which

is essentially a multi-scale HED [109]. As being claimed by Kokkinos [140], the explicit

use of multiple scale improves the accuracy of edge detection. However, because being

built upon the HED [109] and fed by down-sampled images, Deep-Boundaries also suffers

from the same issue as the HED.

To solve the issue of low quality salient edges, Wang et al. [147] and Liu et al. [148]

proposed the CED and RCF, respectively. Both papers proposed an extra network to syn-

thesize the high resolution edge maps from low resolution ones instead of trivially using

bilinear interpolation. For example, CED’s refinement module fuses a top-down feature

map from the backward pathway with the feature map from current layer in the forward

pathway, and further up-samples the map by a small factor (2×), which is then passed

down the pathway.

Maninis et al. [149] proposed the Convolutional Oriented Boundaries (COB) which

demonstrated state-of-the-art performance in edge detection. From a single pass of a base

convolutional neural network, COB obtains multiscale oriented contours, combines them

to build Ultrametric Contour Maps at different scales and finally fuses them into a single

hierarchical segmentation structure.

Our REDN architecture is based on an encoder-decoder network with significant im-

provements. Firstly, we use DenseNet blocks within each convolution group. Secondly,

we add skip-connections between encoder and decoder, which helps the gradient to more

easily reach all the deep layers of a network. Additionally, finer details in the early stage
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Figure 4.1: The architecture of our Recursive Encoder-Decoder Network with Skip Con-
nections (REDN). Encoder-decoder network is at the heart of our design which consists of
DenseNet blocks. There are four skip-connections that connects one layer of the encoder to
a corresponding layer of the decoder. The feedback connection enables a deeper network
with no extra parameters.

of the encoder are preserved to be used in the decoder. Thirdly, our recursive network is

used with convolutions to further increase the network depth with the same number of pa-

rameters. In the next section, we will describe our network architecture in depth followed

by evaluation results.

4.3 Recursive Encoder–Decoder Network with Skip-Connections

Fig. 4.1 shows the architecture of our REDN. Our network takes as input an RGB image

and a recursive edge image, concatenates them (in the depth channel) and passes through

an encoder-decoder network. The encoder consists of 5 blocks of DenseNet [151]. The

decoder is symmetric with the encoder with max-pooling replaced by transposed convolu-

tion (i.e. deconvolution). Skip-connections connects corresponding layers of encoder and
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decoder at the same hierarchy. The decoder outputs an edge image of the same resolution

as the input image, which serves as a recursive input to replace the edge image in the net-

work (feedback loop). There are L iterations and L = 0 indicates no feedback loop at all. In

contrast to DeepEdge [175] and DeepContour [176] which can only be applied on image

patch of fixed size due to the use of fully-connected layers, our REDN does not contain any

fully-connected layer, and can consume images of any size. In the following sections, we

elaborate the REDN in more details and discuss the training and testing procedures.

4.3.1 Training Formulation

We denote our input training dataset by S = {(Xi,Yi)}N
i=1 where Xi denotes raw input image

patch (we use patch size of 256× 256 during all experiments) and Yi denotes the corre-

sponding binary ground truth edge map for image patch Xi. The goal of the network is to

produce edge maps approaching the ground truth. Let W be the collection of all network

parameters for simplicity. The network runs through L iterations, each of which produces

an edge map f (l)(Xi|W) (l = 0, . . . ,L). Thus, f (L)(Xi|W) is the final output of the REDN.

Consequently, the ultimate goal is to minimize the loss between the final edge map and the

ground truth, or

min
W

L
(

f (L)(Xi|W),Yi

)
(4.1)

where L is the loss function, a weighted cross-entropy that will be discussed later.

Nevertheless, training such a deep network is not trivial when L≥ 1. Adapting the idea

of deeply supervised network training [109, 177], we also regularize the network by adding

multiple losses for all f (l)(Xi|W). The goal now is to minimize the following.

min
W

L

∑
l=0

αlL
(

f (l)(Xi|W),Yi

)
(4.2)

where {αl}L
l=0 are weights for edge maps at each iteration. We set αl = l +1 to force the
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Figure 4.2: Original images (top row) are augmented with Gaussian noise to force the
network to extract stronger edges.

network to focus on the edge maps at later iterations.

4.3.2 Testing Formulation

During testing, given image X , we obtain the edge map predictions at all iterations of

REDN, i.e. f (l)(X |W), l = 0, . . . ,L. The final edge map is defined as the last one.

ŶRED = f (L)(Xi|W) (4.3)

Alternatively, one may define the final edge map as a weighted combination of all edge

maps with learnable weights γ as follows.

ŶREDN =
∑

L
l=0 γlL

(
f (l)(Xi|W),Yi

)
∑

L
l=0 γl

(4.4)

Empirically, when the network is trained properly, we do not notice significant difference

between these two formulations (4.3) and (4.4) both visually and quantitatively. Therefore,

we opt to use (4.3) for simplicity.
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4.3.3 Network Architecture

Encoder

The encoder extracts features from input image, so we need an architecture that is deep and

can efficiently generate perceptually multi-level features. Inspired from the recent success

of DenseNet [151] on image classification, we design our encoder by stacking 5 DenseNet

blocks. The first block consists of two 5× 5 convolution layers with 64 kernels for each,

followed by a similar second block with max-pooling layer in between which downsamples

the feature maps and hence forces the network to learn good global features. Starting from

the third block, we double the number of kernels for each successive block, which results in

a 512-dimension feature maps after the fifth block. Moreover, we also increase the number

of convolution layers to 3, 3 and 4 for the third, fourth and fifth blocks, respectively for more

powerful architecture. Every convolution layer in the encoder composes of a convolution

layer, a batch normalization layer [178] and a leaky rectified unit activation [179] (with

leaking coefficient of 0.1) in this order.

Decoder

The decoder maps the learned features to another space and eventually reaches the edge

image. This network is symmetric with the encoder with 5 DenseNet blocks. We use

transposed convolutions (or deconvolutions) to upsample the feature maps corresponding

to max-pooling in the encoder. The transposed convolutions are initialized as bilinear fil-

ters which purely serve as upsample filters. At the last layer, the decoder returns an edge

prediction from the 64-channel layer via convolution. To facilitate the training, we also use

batch normalization and leaky rectified unit in the same way as in the encoder except for

the last layer which only consists of a convolution followed by a sigmoid activation.
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Skip-connections

The encoder progressively extracts and down-samples features, while the decoder upsam-

ples and combines them to construct the output. The sizes of feature maps are exactly

mirrored in our network. We concatenate early encoded features (from the encoder) to

the corresponding decoded features (from the decoder) at the same spatial resolution, in

order to obtain local sharp details preserved in early encoder layers. There are four of

such skip-connections corresponding to four different level of hierarchies, which are called

mirror-links. Mirror-link is a form of skip connection which has been proven effective in

many deep network such as ResNet [103] and DenseNet [151]. Besides the sharpness,

these skip-connections could also regulate gradient flow and allow better trained network.

Feedback loop

This is a recursive connection similar to the Recurrent Neural Network (RNN). In contrast

to RNN in which recurrence targets temporal sequence and tries to learn temporal changes,

our feedback loop refines the edge map progressively without introducing more network

parameters. At the beginning, there is no edge image generated, so the initial edge image

is set as a blank image (i.e. zero-image). After the first pass through the encoder-decoder

network, the output edge map is recursively fed back to the input and repeatedly processed

through the shared encoder-decoder network. The whole REDN is jointly optimized in an

end-to-end manner. Due to memory limit, we only conduct experiments for L = 2.

4.3.4 Loss function

We use weighted sigmoid cross-entropy function to compute the loss between our predicted

edge ŶREDN (or other intermediate edge images f (l)(Xi|W), l = 0, . . . ,L) and the ground
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truth edge image Y as follows.

L
(
ŶREDN,Yi

)
=−(1−β ) ∑

j∈Y+

logŶREDN−β ∑
jinY−

log
(
1− ŶREDN

)
(4.5)

where Y+ and Y− denote edge and non-edge pixels, respectively and β = |Y+|
|Y | to balance the

relative importance of these two classes.

4.3.5 Implementation

We implement our framework using the publicly available TensorFlow [180].

Hyper-parameters

In contrast to fine-tuning CNN for image classification, adapting CNN for pixel-wise out-

put requires special care. Even with the proper initialization or a pre-trained model, sparse

ground truth distributions coupled with conventional loss functions lead to difficulties in

network convergence. Through experimentation, we choose the following hyper-parameters:

mini-batch size of 8, convolutional filters randomly initialized by Gaussian distribution

with zero-mean and standard deviation of 0.01, convolutional biases all zero-initialized,

deconvolutions initialized as bilinear filters, weight decay of 10−6, training epochs equal

500. Furthermore, we use Adam optimizer [125] with initial learning rate 10−4. As men-

tion earlier, we extract image patches of size 256×256 for training but use the whole image

during testing.

Data augmentation

Data augmentation has proven to be a crucial technique in training deep neural networks.

For each training image, we randomly sample 500 patches, each of size 256×256, which

is a kind of image cropping. We further randomly flip the training image horizontally.
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Figure 4.3: Ground truth edge image generation. From an input image (first row) with
ground truth semantic segmentation (second row), we identify all boundary pixels (third
row) and then apply image thinning (e.g. MATLAB’s bwmorph) to obtain the ground truth
edge image (last row).

These together lead to an augmented training set that is a factor of 500 times larger than

the unaugmented set.

In addition, we add random Gaussian noise (black-and-white noise) to the training im-

ages by sampling from a Gaussian distribution with zero-mean and standard deviation of 20

(assuming image intensities are within [0,255]) (Fig. 4.2). This data augmentation forces

the network to learn the stronger edges such as object contours over finer texture ones. This

augmentation also helps combat over-fitting because each training image is augmented dif-

ferently in each iteration.
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Table 4.1: Datasets and Parameters

Dataset # train # test maxDist
BSDS500 [1] 300 200 0.0075
NYUD-v2 [2] 795 654 0.011

Pascal Context [3] 7605 2498 0.0075

Running time

Training ranges from 4 hours for the BSDS500 dataset with 300 images to 50 hours for

the Pascal Context dataset with 7605 images on a single Titan-X GPU. REDN produces an

edge response for an image of size 512×512 in about 270 milliseconds including interface

overhead (e.g. image loading), which is approximately 3.4 frames/second. This is signifi-

cantly more efficient then existing CNNs such as DeepEdge [175], DeepContour [176] and

COB [149].

4.4 Evaluation

This section presents the performance of our REDN on the well-known datasets for edge

detection such as BSDS500 [1], NYUD [2] and Pascal Context [3] (see Table 4.1). We

adopt three standard evaluation metrics commonly used for edge detection, fixed contour

threshold ODS F-score, per-image best threshold OIS F-score, and average precision AP

[1]. We compare our method against popular state-of-the-art methods including both the

non-deep learning and deep learning approaches. For a fair quantitative comparison, we

apply a standard non-maximal suppression technique [172] to all edge maps generated by

all methods to obtain thinned edges before evaluation.

4.4.1 Datasets

We evaluate our algorithm on BSDS500 [1], NYUD [2] and Pascal Context [3] datasets

using standard metrics such as ODS/OIS F-measure and AP. The BSDS500 dataset has
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Input Human REDN (ours) HED [109] SE [172] gPb [1]

Figure 4.4: Side-by-side comparison of edge detection algorithms. All edge images are
originally returned by the algorithms before non-maximum suppression.
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Table 4.2: BSDS500 [1] test evaluation

Method ODS OIS AP
Canny [13] 0.600 0.640 0.580

MShift [181] 0.601 0.644 0.493
EGB [182] 0.610 0.640 0.560

ISCRA [183] 0.724 0.752 0.783
gPb-owt-ucm [1] 0.726 0.757 0.696

Sketch Tokens [171] 0.727 0.746 0.780
SCG [170] 0.739 0.758 0.773

SE [172] 0.746 0.767 0.803
OEF [184] 0.749 0.772 0.817

MCG [185] 0.747 0.779 0.759
LEP [186] 0.757 0.793 0.828

DeepNets [173] 0.738 0.759 0.758
N4-Fields [187] 0.753 0.769 0.784
DeepEdge [175] 0.753 0.772 0.807

CSCNN [188] 0.756 0.775 0.798
DeepContour [176] 0.756 0.773 0.797
HED-fusion [177] 0.782 0.804 0.833

HED-late-merging [177] 0.788 0.808 0.840
CEDN [146] 0.788 0.804 0.834

COB [149] 0.793 0.820 0.859
CED [147] 0.803 0.820 0.871
RCF [148] 0.806 0.823 –

REDN (ours) 0.808 0.828 0.827

edge annotation ground truth while the others do not. The NYUD and Pascal Context

datasets are primarily for semantic segmentation. To obtain the ground truth edges, we first

identify all the boundary pixels, treat them as a binary image and then apply image thinning

using MATLAB function bwmorph (see examples in Fig. 4.3).

BSDS500

The Berkeley Segmentation Dataset and Benchmark (BSDS500) [1] consists of 200 train-

ing, 100 validation and 200 testing images. We use the training and validation sets (300

images) for training our REDN. Each colored image is of size 481×321 or 321×481 and

is manually annotated ground truth contours. We simply overlay all annotations followed
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Table 4.3: NYUD-v2 [2] test evaluation

Method ODS OIS AP
gPb-owt-ucm [1] 0.726 0.757 0.696

Silberman et al. [2] 0.658 0.661 n/a
SE [172] 0.685 0.699 0.679

MCG-B [185] 0.652 0.681 0.613
HED-RGB [177] 0.720 0.734 0.734
HED-HHA [177] 0.682 0.695 0.702

HED-RGB-HHA [177] 0.746 0.761 0.786
ResNet50-RGB-HHA [149] 0.745 0.762 0.792

ResNet50-RGB [149] 0.746 0.761 0.789
ResNet50-RGBD [149] 0.683 0.699 0.681

RCF-RGB [148] 0.729 0.742 –
RCF-RGB-HHA [149] 0.757 0.771 –

COB-PC [149] 0.710 0.735 0.734
COB-RGB [149] 0.778 0.799 0.814

COB-RGB-HHA [149] 0.784 0.805 0.825
REDN (ours) 0.793 0.813 0.832

Table 4.4: Pascal Context [3] test evaluation

Method ODS OIS AP
SE [172] 0.533 0.568 0.496

LEP-B [186] 0.570 0.636 0.547
MCG-B [185] 0.554 0.609 0.528

HED [109] 0.688 0.707 0.704
CEDN [146] 0.702 0.718 0.744

COB [149] 0.750 0.781 0.773
REDN (L = 0) (no data aug.) 0.744 0.769 0.771
REDN (L = 2) (no data aug.) 0.759 0.784 0.784

REDN (L = 2) (with data aug.) 0.761 0.785 0.787

Table 4.5: Cross-dataset performance of REDN

Train Test ODS OIS AP

Pascal Context
BSDS500 0.755 0.781 0.828

NYUD 0.732 0.766 0.783

BSDS500
Pascal Context 0.643 0.653 0.681

NYUD 0.627 0.653 0.703

by image thinning to obtain a single ground truth image. Unlike other image-to-image

deep learning framework such as HED [109] which resizes the input image to a fixed size
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Figure 4.5: The recursive network (L = 2) improves the results of encoder-decoder network
with skip-connections (L = 0) by cleaning noisy edges and enhance stronger ones.

of 400×400, our REDN runs on original image without resizing. We use padding to make

image dimension fit after convolutional, pooling and deconvolutional layers and crop the

output to get the result of the original dimension.

NYUD

The NYUD dataset [2], was used for edge detection in [170, 122], has 1449 RGB-D images

of indoor scenes (which are quite different from outdoor scenes of the BSDS500 [1]). As

a result, it is more challenging because the edges are more cluttered and there are more

variations. Here we use the setting described in [172] and evaluate our REDN on data

processed by [122]. The NYUD dataset is split into 795 training and 654 testing images.

These splits are carefully selected such that images from the same scene are only in one

of these sets. All images are of size 640× 480. This dataset also has depth image and

although our REDN is easily extensible to RGB-D image, we do not use this information

for our experiment. HED [177] has three networks accepting RGB, depth encoded HHA

[122] and RGB-HHA, respectively. Consequently, we include the results of all these three

network versions in Table 4.3. For a fair comparison, during evaluation we increase the
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maximum tolerance allowed for correct matches of edge predictions to ground truth from

0.0075 to 0.011 as used in [122, 172, 177].

Pascal Context

The Pascal Context dataset [3] contains carefully localized pixel-wise semantic annotations

for the entire image on the PASCAL VOC 2010 detection trainval set. It contains 10,103

images, which is approximately 20 times larger than the BSDS500 dataset, span over 459

semantic categories. Images in this dataset have various sizes and are quite challenging due

to the increased scene complexities.

4.4.2 Visual Comparison

Fig. 4.4 shows side-by-side comparison between different boundary detection algorithms.

As we can see, the non-deep learning methods such as SE [172] and gPb-owt-ucm [1]

produce sharp and clean edges in areas with high-contrast but fail at low-contrast regions

because they only use local features and thus do not have a object-level understanding.

The HED [109], which uses the features from VGG-16 network [101], performs much

better and is able to capture objects even in low-contrast cases and it is not easily confused

by object’s interior boundary. Its weakness remains in the blurry and less localized edge

responses, which may prevent it from recovering the sharp details.

Our REDNs results are generally cleaner, sharper and more accurate. Additionally, our

results capture more global boundaries. For example, in the airplane image (second to last

row of Fig. 4.4), only the most salient edges of the plane are retained.

Fig. 4.5 illustrates the benefits of the feedback loop in our network. In a pure encoder-

decoder network without feedback loop (i.e. L = 0), the results are blurry in the fine texture

regions. However, with recursive network, these errors are cleaned up and salient edges are

enhanced.
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4.4.3 Quantitative Comparison

For numerical comparison, Table 4.2 shows the F-measure of various edge detection al-

gorithms on BSDS500 dataset. It is obvious that our REDN is better than other methods

regarding ODS/OIS F-measure with ODS = 0.808, OIS = 0.828 while providing reason-

able AP = 0.827. Table 4.3 provides the numerical statistics of the tested algorithms on

the NYUD dataset. As we can see, although our REDN only takes as input RGB image

and ignores depth information, it is still better than HED [177], RCF [148] and COB [149]

network which relies on both RGB and depth information. We set a new state-of-the-art

edge detection on the NYUD dataset at ODS = 0.793, OIS = 0.818 and AP = 0.832.

The Pascal Context dataset is significantly larger and more challenging than the first

two. From Table 4.4, without recursive network (i.e. L = 0), our REDN will be similar to

CEDN [146], except the skip-connections. As we can see from the table, skip-connections

boost the ODS F-measure from 0.702 to 0.744, which is a huge improvement from CEDN

even though it is still marginally behind COB [149]. However, with feedback loop (i.e.

L = 2), REDN edges out COB to achieve ODS F-measure of 0.759. Furthermore, with our

novel data augmentation of adding random Gaussian noise, REDN manages to push the

results a little further at ODS = 0.761, OIS = 0.785 and AP = 0.787.

4.4.4 Cross-dataset Evaluation

To further demonstrate the generalization capability of our network, we train our model

with one dataset and test it with another dataset. Table 4.5 shows the performance of our

method on BSDS500, NYUD and Pascal Context datasets. The performance of a pretrained

model is expected to be lower than that of a fine-tuned one. Our pretrained model yields a

high precision but a low recall due to its object-selective nature between any two datasets.

Furthermore, since BSDS500 dataset is pretty small and less diversified than the other two,

model trained on it results in bigger drops in performance when tested on NYUD and Pascal
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Context.

4.5 Conclusion

We have proposed a method to substantially improve deep learning-based boundary de-

tection performance. Our REDN adds skip-connections into the encoder-decoder network,

which sharpens and preserves more details at the later layers, and a feedback loop, which

allows progressive improvement of the edge image. We propose a novel data augmentation

scheme use Gaussian blurring that can force the network to learn more salient edges as well

as reduce the potential over-fitting. Our system is fully end-to-end trainable and operates in

approximately 3.4 frames per second, a speed of practical relevance. As measured on the

standard datasets such as BSDS500, NYUD and Pascal Context, our REDN significantly

outperforms other state-of-the-art approaches and sets new records in all three evaluation

metrics.
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Chapter 5

PointGrid: A Deep Network for 3D
Shape Understanding

Volumetric grid is widely used for 3D deep learning due to its regularity. However the

use of relatively lower order local approximation functions such as piece-wise constant

function (occupancy grid) or piece-wise linear function (distance field) to approximate 3D

shape means that it needs a very high-resolution grid to represent finer geometry details,

which could be memory and computationally inefficient. In this work, we propose the

PointGrid, a 3D convolutional network that incorporates a constant number of points within

each grid cell thus allowing the network to learn higher order local approximation functions

that could better represent the local geometry shape details. With experiments on popular

shape recognition benchmarks, PointGrid demonstrates state-of-the-art performance over

existing deep learning methods on both classification and segmentation.

5.1 Introduction

Deep learning has become a universal tool for many visual recognition tasks ranging from

classification to segmentation, especially ConvNets for 2D images [100, 101, 102, 103,
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104, 105, 106, 107, 108] thanks to its weight sharing and other kernel optimizations of 2D

convolutions. It is therefore natural that a lot of researchers currently aim at the adaptation

of deep ConvNets to 3D models. Such adaptation is, however, non-trivial due to the nature

of 3D data representations. Currently the 3D geometry shape representation consists of

point, mesh and volumetric grid. Mesh is extremely irregular and hence it is very hard

to design a framework to directly learn from it. Point is flexible but it is unorganized.

Volumetric grid is regular, which enables many researchers to utilize either occupancy grid

or distance field as a mean of data representation and learn 3D convolutional networks from

it.

Belonging to the volumetric grid, VoxNet and its variants [4, 189, 190, 191, 97, 192] is

the most straightforward approach which transforms a 3D model into an occupancy grid.

However, naive implementation of VoxNet does not scale well for dense 3D data because

computational and memory requirements grow cubicly with the 3D grid resolution. A

typical VoxNet takes as input a grid of size 64× 64× 64 which is incapable of exploiting

the rich and detailed geometry of the original 3D data. To resolve these issues, Kd-Net

[193], O-CNN [194] and Oct-Net [195] in many respects mimic ConvNets but use the

kd-tree or oct-tree structure to form the computational graph and apply 3D convolutions

level by level, to share the learnable parameters, and to compute a sequence of hierarchical

representations in a feedforward bottom-up fashion. These approaches exploit the sparsity

of 3D data and can adaptively allocate computational and memory resources with respect

to the data density. However, due to the use of more complicated data structures, it is

generally not a simple task to implement these networks efficiently.

Recently Qi et al. [116] proposed PointNet that can consume unorganized point sets

in 3D. In this network, all 3D points share the same set of multi-layer perceptrons which

independently transform individual points. However, a single max-pooling layer is the only

global operation in PointNet, which limits its ability to examine contextual neighborhood

structure of the points.
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In this work, we propose the PointGrid, a 3D convolutional network that is an integra-

tion of point and grid, a hybrid model that can better represent the local geometry shape

details (Fig. 5.1). The proposed method scales better than volumetric grid and avoid in-

formation loss at the same time. PointGrid has an embedding volumetric grid that has the

regular structure which allows 3D convolutions to extract global information hierarchically.

In each grid cell, we sample a constant number of points (e.g. K) to overcome the grid size

limitation. We expect the sampling points within the grid cell can better represent the local

geometry shape details while the grid scales well with respect to data size as it only scales

linearly in K, not cubicly as in pure volumetric grid. Later, we also show that PointGrid

does not require a high resolution grid to perform well and a grid of 16× 16× 16 is ex-

perimentally sufficient, which is substantially smaller than a typical 64× 64× 64 grid of

VoxNet. As a result, PointGrid (see Fig. 5.2) is simpler and faster in both training and test-

ing. By experiments, PointGrid compared favorably with state-of-art methods including

PointNet [116], PointNet++ [196], Kd-Net [193], O-CNN [194] and Oct-Net [195], with a

smaller memory footprint.

5.2 Related Work

This section briefly goes over some of the existing approaches for 3D classification and seg-

mentation, which can generally be categorized into two classes: learning on hand-crafted

features or deep learning.

Hand-crafted features: The traditional approaches typically first extract local features

such as planarity of various forms, higher degree geometric proxies (cylinders, cones,

spheres, etc.), dihedral angles between triangles [38], curvatures (Gaussian curvature or

mean curvature) [39], geodesic distances on a mesh [127, 128], slippage [49], symmetry,

convexity, medial axis [197], shape diameter [40] and motion characteristics [20], shape

contexts [198], spin images [199], etc. After that, people either directly apply machine
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learning approaches on these features (e.g. k-NN, random forest, SVM [33], JointBoost

classifier [200], correspondence analysis [201, 6]) or employ some local and greedy meth-

ods such as region growing [41, 42], hierarchical clustering [44, 45, 46], spectral clustering

[48], k-means [47], normalized cut [99], random walk [52] and heat walk [53]. Shamir et

al. [20], Agathos et al. [36] and Theologou et al. [37] gave a comprehensive overview

of methodologies in 3D segmentation. In general, these approaches are often based on

certain prior assumptions of some particular property of the 3D object and hence may not

generalize well.

Deep learning: While deep learning has been very popular in 2D images for many years,

it has just been applied in 3D recently because unlike pixels in 2D images, 3D objects do

not have regular structure. As a result, in the early period, people use deep learning as a

tool to learn high level features from low level cues (usually hand-crafted). The unsuper-

vised shape segmentation proposed by Shu et al. [110] starts by over-segmenting the input

model, computing patch-based local features and then uses stacked auto-encoder to learn

high level features followed by Graph-Cut based segmentation. Guo et al. [111] compute

local features at different scales for each triangle and arrange them into a rectangular image,

which is fed forward through a convolutional neural network (CNN) to predict the seman-

tic label for each triangle. Although these two frameworks use deep learning techniques

(stacked auto-encoder, CNN) to learn high level features from local low level ones, they do

not exploit the full potential of deep learning.

Recently researchers have started to either transform 3D data into regular form or re-

fined convolution operations to adapt to the 3D’s irregularity. Voxelization and multi-view

are the most common representatives of the former approach. VoxNet and its variants

[4, 189, 190, 191, 97, 192] discretizes the 3D bounding box into 3D occupancy grid, then

applies 3D convolutions in a similar way as in 2D images. Among these approaches, VRN

[191] uses Voxception-ResNet which mimics the Inception [102] and ResNet [103] and

achieves state-of-the-art results for 3D object classifcation. The main drawback of the vol-
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umetric approach is the information loss due to the voxelization as well as memory and

computation consumptions as they increases cubicly with respect to the voxel’s resolution.

Kd-Net [193] and Octree-Net [194, 195] are designed to resolve them by skipping the

computation on empty cells and focusing on informative ones. However, these networks

are hard to be implemented efficiently.

Su et al. [95] was the first one to apply multi-view convolutional neural network (MV-

CNN) for 3D recognition. The 3D shape is rendered in multiple views, each of which

is passed through an identical image-based CNN. Features obtained from multiple views

are combined via a view pooling (which is the max-pooling) and then passed through an-

other CNN to predict the final object label. Xie et al. [96] used multi-view depth images

via extreme learning machine to generate per-view segmentation and combine them via

Graph-Cut. This method works pretty fast due to the easy training of the extreme learning

machine but it does not give high accuracy. Later, Kalogerakis et al. [115] proposed a more

complete multi-view framework. They first render the 3D model with different views, each

of which is fed through a shared CNN before unprojected back to 3D. The label consis-

tency is solved by a Conditional Random Field (CRF), which is part of the network and

is optimized in an end-to-end manner. Le et al. [202] proposed a MV-RNN approach

which treats multi-view images as a temporal sequence and uses recurrent neural network

to correlate them. Although multi-view approaches generally give compelling results, it

has several limitations. First, we need to carefully choose the rendering pipeline such as

image resolution with respect to data sampling density, lighting, blending and keep track

of the camera parameters. Second, each view only contains partial information and it is not

trivial to correlate across views. Third, multi-view approaches are limited to model only

the object’s surface and cannot capture 3D internal structures.

Representatives for the later direction of adapting to the 3D irregularity include Point-

Net [116], PointNet++ [196], SpecCNN [117]. Su et al. [116] proposed PointNet as the

first neural network which directly consumes 3D point clouds. PointNet is pretty fast and
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Figure 5.2: The architecture of PointGrid. Starting from the grid obtained from our sam-
pling strategy, both classification and segmentation networks share the feature extraction
(encoder) part. Segmentation network uses skip connections to preserve information of
different hierarchical levels. All convolutions, deconvolutions and fully connected layers
include batch normalization and ReLU (except object category and object-part segmenta-
tion layers). The notion 32@16x16 means there are 32 convolutional filters and the spatial
dimension is 16×16. The network is visualized in 2D.

robust to rigid transformation and points’ ordering. Its main limitation is relying on only the

max-pooling to have context information. Later, PointNet++ was developed to compensate

this weakness. Yi et al. [117] proposed SpecCNN uniquely designed for polygonal mesh.

SpecCNN converts convolution to multiplication in spectral domain by Fourier analysis.

5.3 PointGrid

Volumetric grid is widely used for 3D deep learning due to its regularity. However the

use of relatively lower order local approximation functions such as piece-wise constant
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function (occupancy grid) or piece-wise linear function (distance field) to approximate 3D

shape means it needs a very high-resolution grid to represent finer geometry details, which

could be memory and computationally inefficient.

In this work, we propose the PointGrid, a 3D convolutional network that incorporates

a constant number of points within each grid cell thus allowing the network to learn higher

order local approximation functions that could better represent the local geometry shape

details (Fig. 5.1).

We now introduce our PointGrid, starting with the discussion of its input format, then

discussing its architecture for classification, and finally discussing how to use it for seman-

tic segmentation of 3D point clouds.

5.3.1 Input Layer

The new deep architecture works with 3D grid constructed for 3D point clouds. We nor-

malize the point cloud to the unit box [−1,1]3 and this is the only preprocessing step in our

framework. In contrast to VoxNet which uses occupancy grid as the primary representation

of the 3D structure, we stack the points’ coordinates as features for each cell. As a result,

a cell with K points will have features 3K for the corresponding x, y and z coordinates.

However, each cell has different number of points and constructing such grid is infeasible

for sharing 3D convolutional kernels.

To solve this issue, we use a simple yet effective sampling strategy which we call Point

Quantization, to keep a fixed number of K points in each cell. More specifically, if there

are more than K points, we randomly sample K of them. If there are less than K points,

we sample with replacement K of them. We pad zeros to cells with no point. This mimics

the commonly used zero-padding to compensate the boundary loss in convolutions. The

value of K theoretically can be approximated by the total number of points (P) divided by

the number of cells in the grid (N3) (i.e. K ≈ P
N3 ). When working with point clouds of size

P = 1024, we empirically set K = 4 with a grid size of 16×16×16 for the best trade-off
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between accuracy and performance.

5.3.2 Classification Network

The classification network of PointGrid is illustrated in 2D in Fig. 5.2, which extracts

features from input grid. Hence, we need the architecture to be deep and efficiently gener-

ate perceptually multi-level features. PointGrid consists of several blocks of convolutions

followed by max-pooling to represent different hierarchical feature representations. Each

convolution layer includes a 3× 3× 3 kernel with stride 1 convolution, a batch normal-

ization [178] and a rectified linear unit (ReLU) [118, 100]. The first block use 32-filter

convolutions and they are doubled in each successive block. The pooling layers not only

provide another form of translation invariance but also serve to progressively reduce the

spatial size of the representation, to reduce the number of parameters and amount of com-

putation in the network, and hence to also control overfitting. All of our pooling layers

are max-pooling which reduce the grid size half in each spatial dimension. After several

convolutional and max pooling layers, as usual, the high-level reasoning in our PointGrid

is done via fully connected layers. PointGrid has two fully connected layers, each of which

consists of a fully connected layer, a ReLU activation and a dropout layer (with dropout

rate 0.3). Finally, another fully connected layer followed by a softmax to regress to the

probability of each category. The number of nodes in this layer equals to the number of

object categories in the dataset.

5.3.3 Segmentation Network

Our segmentation network shares the feature extraction (or encoder) from the classification

network (see Fig. 5.2) and decodes the extracted features to build the segmentation. It is

intuitive that labeling object parts depends on the object category so we include both the

high-level features in the last fully connected layer and the object category probability for
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better global features. The decoder is almost symmetric to the encoder with convolutions

replaced by deconvolutions (or sometimes referred as transposed convolutions). We opti-

mize both networks simultaneously. The final loss is a linear combination of classification

loss and segmentation loss.

The classification network progressively extracts and down-samples features, while the

segmentation counterpart upsamples and combines them to construct the output. The sizes

of feature maps are exactly mirrored in our network. We link early encoded features (from

the classification network) to the corresponding decoded features (from the segmentation

network) at the same spatial resolution, in order to obtain local sharp details preserved in

early encoder layers. A mirror-link is a short notation for concatenation a copy followed

by convolution. Besides the sharpness, mirror-links could also make the training converge

faster.

The segmentation network produces K + 1 labels for each cell in the 3D grid with K

labels correspond to K points in that cell and one additional cell-level label. To obtain the

ground truth labels for object parts at the cell-level, we take the majority label among labels

of points in each cell. Cells with no point (and hence are filled with zeros) are labeled as “no

label” and so are all the points within those cells. In testing, if there are less than or equal

to K points in each cell, we use the corresponding K labels for each of them. Otherwise,

the remaining points take the cell-level label.

5.3.4 Implementation details

Data augmentation

During training, before sampling to input grid, we augment the point cloud on-the-fly by

randomly rotating the object along the up-axis and jittering the position of each points by

a Gaussian noise with zero mean and 0.02 standard deviation. The sampling layer of our

PointGrid also serves as an additional data augmentation.
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Table 5.1: Object classification results on ModelNet40 [4].

Method Input Accuracy Accuracy
Overall Avg. Class

SPH [203] mesh – 68.2
3DShapeNets [4] volume 84.7 77.3

VoxNet [189] volume 85.9 83.0
Subvolume [97] volume 89.2 86.0

VRN (simple) [191] volume 91.3 –
VRN (ensemble) [191] volume 95.5 –

LFD [4] image – 75.5
MVCNN [95] image – 90.1

FusionNet [204]
volume

90.8 –
& image

Set-Conv [205] point 90.0 –
PointNet [116] point 89.2 86.2

PointNet++ [196] point 91.9 –
Kd-Net [193] point 91.8 –
O-CNN [194] point 90.6 –

PointGrid (ours) point 92.0 88.9

Table 5.2: Object classification results on ShapeNet-55 [5].

Method Input Accuracy Accuracy
Overall Avg. Class

PointNet [116] point 83.2 78.2
PointGrid (ours) point 86.1 80.5

Table 5.3: Accuracy of PointGrid’s alternative structures on ModelNet40 [4].

HH
HHHHGrid

K 1 2 4 8 16

4×4×4 77.3 80.8 81.9 85.9 84.7
8×8×8 87.1 87.9 87.5 88.3 87.4

16×16×16 90.0 91.9 92.0 91.4 91.0
32×32×32 91.7 92.2 92.4 92.7 92.4
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Training

We set batch size as 32, batch normalization initial decay as 0.5, batch normalization de-

cay clipping as 0.99. The weights for classification and segmentation losses are 0.2 and

0.8, respectively. Both losses are cross-entropy. We use Adam optimizer [125] with initial

learning rate of 10−4. Adam realizes the benefits of both AdaGrad [206] and RMSProp

[207]. Instead of adapting the parameter learning rates based on the average first moment

(the mean) as in RMSProp, Adam also makes use of the average of the second moments of

the gradients (the uncentered variance). We implement our PointGrid using the public deep

learning library TensorFlow [180] and train it using Nvidia Titan X for 8 hours for clas-

sification and 20 hours for segmentation (equivalent to 100 epochs). PointGrid consumes

4.0GB and 8.4GB of memory for classification and segmentation network, respectively.

These figures are for grid size N = 16, K = 4 for each cell and batch size of 32.

5.4 Experiments

We now discuss some experimental results of applying PointGrid to shape classification

and object-part segmentation benchmark datasets. For classification, we evaluate PointGrid

with various hyper-parameters such as the grid size (N) and the number of points per cell

(K).

5.4.1 Shape Classification

Datasets: The ModelNet40 [4] benchmark contains 12,311 CAD models from 40 man-

made object categories, which have been extensively used for 3D shape classification. The

dataset is split into the training (9843 models) and the testing (2468) sets. ShapeNet-Core55

[5] benchmark contains a total of 51,190 3D models with 55 categories and 204 subcate-

gories. The models are normalized to a unit length cube and have a consistent upright
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bed
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table
night stand

Figure 5.3: Some wrongly classified models. Predicted and actual labels are italicized and
highlighted, respectively.

orientation. 70% of the dataset is used for training, 10% for validation, and 20% for testing.

Sampling point cloud: Given a triangular mesh model, 3D point cloud is computed as

follows: firstly, a given number of triangles are sampled with the probability proportional

to their surface areas. Then, for the sampled triangle a random point was taken by the

following sampling equation.

(1−
√

r1)A+
√

r1 (1− r2)B+ r2
√

r1C (5.1)

where A,B,C are the coordinates of the triangle’s vertices and r1,r2 are random real num-

bers with r1,r2 ∼U(0,1).

The whole sampling procedure thus closely approximated uniform sampling of model

surfaces. For each model, we uniformly sample 1024 points on the surface.

Results: Our PointGrid gets 92.0% and 86.1% overall accuracy on ModelNet40 and ShapeNet-
108



A
ir

pl
an

e
B

at
ht

ub
C

ur
ta

in
To

ile
t

Te
nt

T
V

St
an

d

Figure 5.4: Visualization of object saliency. Magnitude of the gradient of the probability
w.r.t. input grid is populated to points. Red indicates highly salient regions.
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PointNet [116] PointGrid Ground Truth

Figure 5.5: Comparison between PointGrid and PointNet on object-part segmentation. This
result is based on grid size 16×16×16 and K = 4.
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Core55 datasets, respectively. Fig. 5.3 shows some wrongly classified models. As we can

see, there are still some ambiguities in categories whose appearances could be similar such

as bench versus sofa and flower pot versus vase.

Comparison: In Table 5.1, we compare our method with a representative set of state of the

art methods. In the category of “accuracy overall”, our PointGrid performs better than the

majority of other voxel-based approaches such as 3DShapeNet [4], VoxNet [189], Subvol-

ume [97] and VRN (single) [191] while being worse than the VRN-ensemble [191] which

involves an ensemble of 6 models each trained separately over the course of 6 days on

NVidia Titan X. Comparing with methods applied to point cloud, despite of its simplicity,

our network edges out Set-Conv [205], PointNet [116], PointNet++ [196], Kd-Net [193]

and O-CNN [194]. One of the reason may be because our method better captures points’

contextual neighborhood and hence learns better high-level features. There is still a small

gap between our method and multi-view based method (MVCNN [95]) in the “average

class accuracy” which may be due to the fact that MVCNN used a higher resolution to rep-

resent an object (80 views of 224×224 image versus 16×16×16×4 in our PointGrid).

Table 5.2 shows a side-by-side comparison between our PointGrid and PointNet [116].

Our method outperforms PointtNet [116] in both categories, 2.9% overall accuracy and

2.3% average-class accuracy.

Alternative network architecture: We conduct experiments with alternative PointGrid’s

architectures (on N and K) and report their overall accuracy for the object classification

on ModelNet40 dataset [4]. According to Table 5.3, increasing the grid resolution (with

extra memory and computational cost) increases the accuracy as it captures finer details.

However, the improvement keeps decreasing each time we double the size of the grid. This

might be due to the relatively lower sampling resolution of the 3D data in the experiment

where only 1024 points are sampled for each model. Regarding to the number of points per

cell K, again keep using more points is not always better. This may also be due to fact that

with the lower sampling rate of the 3D data, the point cloud has already been well repre-
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sented with K points per cell, and further increasing K could result in randomly duplicating

data which could make it harder for the convolution to extract good features. We choose

N = 16 and K = 4 for the best trade-off between accuracy and the memory/computation

usage.

Visualization: Fig. 5.4 shows the magnitude of the gradient of the highest predicted prob-

ability with respect to the input cell with blue to red indicates low to high magnitude.

We populate the gradient magnitude from each cell to all the underlying points. Loosely

speaking, a large gradient’s magnitude indicates that a small change of points within that

cell results in a large change in its classification probability. Therefore, this figure could be

thought as saliency map of the objects. It is interesting that to classify an object, PointGrid

looks for some tube structure for airplane, curvy surface for curtain, roof for tent and flat

horizontal surface for TV stand.

5.4.2 Object-part Segmentation

Dataset: We evaluate our architecture for object-part segmentation on ShapeNet-part dataset

from [6], which augments a subset of the ShapeNet models with semantic part annotations.

It contains 16,881 shapes represented as separate point clouds from 16 categories with per

point annotation (with 2 to 6 parts per category and 50 parts in total). We use the same

training/testing split provided by [116, 117]. In this dataset, both the object categories and

the object parts within the categories are highly imbalanced, which poses a challenge to all

methods including ours.

Comparison: Fig. 5.5 displays some examples of segmentation results of our PointGrid

compared with those of PointNet [116]. As we can see, our results are visually better in

most cases. For example, our PointGrid can separate out the wheels from the body of a

motorcycle while PointNet cannot. Similar observations can be made for other models

such as the pistol, skateboard and cap.

Table 5.4 numerically compares the segmentation performance of our PointGrid against
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Table 5.5: Average testing time on ModelNet40 [4].

Classification Segmentation
PointNet [116] 8.98ms 28.37ms
3D CNN (323) 27.50ms 64.32ms
3D CNN (643) 49.12ms 136.54ms

PointGrid (163) 14.91ms 48.94ms

other deep learning approaches. Evaluation metric is per-category and mean IoU on points.

In the category of “mean IoU”, our PointGrid achieves the best accuracy. In individual cat-

egories, we rank the best in airplane, car, chair and table; the second best in bag, earphone,

guitar, lamp, mug and pistol; the third in cap, motor, rocket and skateboard. Our method

places the fourth in laptop, and the fifth in knife. As we can see, our method performs

better when there is more data in the category such as airplane, chair, table, etc. Note that

we only use grid size of 16× 16× 16 where all the other volumetric methods use at least

32× 32× 32 grid. Moreover, we do not have any post-processing step such as boundary

refinement by Conditional Random Field as is done in O-CNN [194].

Time complexity: Table 5.5 shows average inference time of our method on both classi-

fication and segmentation tasks (We test our method on individual data sequentially). For

comparison, we run the authors’ code of PointNet [116]. Since the 3DShapeNet [4] does

not conduct segmentation, we extend the network in [4] to a fully convolutional network

by omitting the fully connected layers and symmetrically adding the deconvolution layers.

As we can see, PointGrid with grid resolution of 163 is faster than 3D CNN methods such

as [4] with grid resolution of 323, and still outperforms it in the accuracy as shown in our

work. It is slower than PointNet but it performs better than PointNet in both classification

and segmentation.
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5.5 Conclusion

In this work we propose a new deep learning architecture PointGrid suitable for 3D vi-

sual recognition tasks such as 3D classification and semantic segmentation. PointGrid is

a hybrid representation of point and grid that can better capture local geometric details

while exhibits easy-to-learn regular structure. Experiments on widely used benchmark

datasets [4, 5, 6] show that PointGrid compares favorably over existing deep learning meth-

ods [201, 6, 116, 193, 117, 194] on both classification and segmentation with significantly

smaller memory footprint than other volumetric approaches.

Currently in the “point quantization” step of Section 5.3.1, if there are more than K

points, we randomly sample K of them. Although it works well in our experiment, we

would like to explore other advanced sampling techniques, e.g. furthest sampling [208],

which may provide better representation of the local shape.
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Chapter 6

Summary

I have presented my work towards applying machine learning for 3D object classifica-

tion and segmentation. For engineering CAD models with a predefined set of geometric

primitives such as planes, spheres, cylinders, cones, tori, we propose to a hypothesis gener-

ation and optimization approaches. The hypothesis generation reduces the dimensionality

by first detecting the model’s major orientations along which the model is sliced, detecting

circles in each slice, ensembling them and analyzing the profile curve to produce geometric

primitives. The generated primitives are selected via the set cover optimization.

For generic objects with free-form shapes, we proposed two approaches, MVRNN and

PointGrid. The former approach is multi-view based and more suitable for surface data.

MVRNN generates segmentation of the model for each view and correlates them via re-

current neural network. The later approach is 3D-based and better utilizes 3D information

of the input data. PointGird is, therefore, better represents the 3D local geometry of the

shape. Both of these approaches demonstrate favorably results compared with other state

of the art non-deep learning and deep learning methods.

In the future, we plan to extend both MVRNN and PointGrid for more memory efficient

and better sampling strategy to handle large scale data.
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