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Abstract Let X be an analytic subset of U × Cn of pure dimension k such that the
projection of X onto U is a proper mapping, where U ⊂ Ck is a Runge domain. We
show that X can be approximated by algebraic sets. Next we present a constructive
method for local approximation of analytic sets by algebraic ones.
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1 Introduction

The problem of polynomial approximation of holomorphic mappings has been thor-
oughly studied by several mathematicians (see a survey article [20] by N. Levenberg
and the list of references therein).

In many cases, a holomorphic map f , for which approximations are looked for,
is given implicitly; i.e., the graph of f (contained in some open set U ⊂ Cm) is de-
fined by graph(f ) = {F = 0}, where F : U → Cq is another holomorphic map. This
leads to a generalization of the above mentioned problem by asking whether analytic
sets can be constructively approximated by algebraic sets. An important motivation
for such a question comes from algebraic geometry, where computational methods
have been rapidly developed in recent years (see the book [15] by G.-M. Greuel and
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G. Pfister and references therein). These methods could be transferred to analytic
geometry if one could suitably approximate analytic sets by algebraic ones.

The aim of the present paper is to show that every purely k-dimensional analytic
subset of U × Cn whose projection onto U is a proper mapping, where U is a Runge
domain in Ck , can be approximated by purely k-dimensional algebraic sets (see The-
orem 3.1). Here, by a Runge domain we mean a domain of holomorphy U ⊂ Ck

such that every function f ∈ O(U) can be uniformly approximated on every com-
pact subset of U by polynomials in k complex variables (cf. [16], pp. 36, 52). The
approximation is expressed in terms of the convergence of holomorphic chains; i.e.,
analytic sets are treated as holomorphic chains with components of multiplicity one
(see Sect. 2.2). (In the considered context, the convergence of holomorphic chains
could be equivalently replaced by the convergence of the currents of integration over
analytic sets (see [12], pp. 141, 206–207).)

One of the direct consequences of Theorem 3.1 is the existence of local algebraic
approximations for every purely dimensional analytic set. This is because, due to
Noether normalization, for every point of such a set X there is a neighborhood U

such that X ∩ U is with proper projection onto an open subset of some linear space
of dimension dimX (see Corollary 3.7).

Proving Theorem 3.1, we considerably strengthen the results of [4, 5], where it
is shown that purely k-dimensional analytic subsets of U × Cn with proper projec-
tion onto a Runge domain U ⊂ Ck can be approximated by complex Nash sets. The
latter fact is the starting point for our considerations. More precisely, it allows us to
reduce the proof of Theorem 3.1 to the case where the approximated object is a com-
plex Nash set. The problem in the reduced case is solved by Proposition 3.2. This
proposition states that algebraic approximation of such a set is possible under milder
hypotheses than those of Theorem 3.1, and therefore it is of independent interest. (In
particular, the assumption that the approximated Nash set is an analytic cover is not
necessary here.)

In the last section, a constructive method for local approximation of analytic sets
by algebraic ones is given. The method is based on three main tools. These are a
theorem on constructive approximation of holomorphic maps whose domains are
Markov’s sets by J.-P. Calvi and N. Levenberg [11] (see also [10]), (constructive)
normalization of algebraic sets for which the reader is referred to a book [15] by
G.-M. Greuel and G. Pfister, and constructive approximation of analytic sets by Nash
ones as described in [5].

Let us finish the introduction by recalling that the number q of equations defin-
ing an analytic set X = {x ∈ U : F1(x) = · · · = Fq(x) = 0}, where U is an open
subset of Cm, may be greater than the codimension of X in Cm. In particular,
there exist analytic sets defined (even locally) only by such “overdetermined” sys-
tems of equations. (An example of an analytic set for which there does not exist
a description such that the number of defining functions equals the codimension
of the set is given in [3], pp. 58–59.) In such a case, algebraic sets of the form
{x ∈ U : F̃1(x) = · · · = F̃q(x) = 0}, where F̃i is any polynomial approximating Fi ,
are not good approximations for X because their dimension is usually smaller than
required. For this reason, the problem of algebraic approximation of analytic sets is
not a straightforward generalization of the problem of polynomial approximation of
holomorphic maps, and new methods are necessary.
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The organization of this paper is as follows. In Sect. 2, preliminary material is
presented. Section 3 contains the proofs of Theorem 3.1 and Proposition 3.2. In the
last section, we give a constructive procedure for local approximation of analytic sets
and illustrate it by an example.

2 Preliminaries

2.1 Nash Sets

Let Ω be an open subset of Cn, and let f be a holomorphic function on Ω . We say
that f is a Nash function at x0 ∈ Ω if there exist an open neighborhood U of x0
and a polynomial P : Cn × C → C, P �= 0, such that P(x,f (x)) = 0 for x ∈ U .
A holomorphic function defined on Ω is said to be a Nash function if it is a Nash
function at every point of Ω . A holomorphic mapping defined on Ω with values in
CN is said to be a Nash mapping if each of its components is a Nash function.

A subset Y of an open set Ω ⊂ Cn is said to be a Nash subset of Ω if and only
if for every y0 ∈ Ω there exists a neighborhood U of y0 in Ω and there exist Nash
functions f1, . . . , fs on U such that

Y ∩ U = {
x ∈ U : f1(x) = · · · = fs(x) = 0

}
.

The fact from [28] stated below explains the relation between Nash and algebraic
sets.

Theorem 2.1 Let X be an irreducible Nash subset of an open set Ω ⊂ Cn. Then there
exists an algebraic subset Y of Cn such that X is an analytic irreducible component
of Y ∩Ω . Conversely, every analytic irreducible component of Y ∩Ω is an irreducible
Nash subset of Ω .

2.2 Convergence of Closed Sets and Holomorphic Chains

Let U be an open subset in Cm. By a holomorphic chain in U , we mean the formal
sum A = ∑

j∈J αjCj , where αj �= 0 for j ∈ J are integers and {Cj }j∈J is a locally
finite family of pairwise distinct irreducible analytic subsets of U (see [29], cp. also
[2, 12]). The set

⋃
j∈J Cj is called the support of A and is denoted by |A|, whereas

the sets Cj are called the components of A with multiplicities αj . The chain A is
called positive if αj > 0 for all j ∈ J . If all the components of A have the same
dimension n, then A will be called an n-chain.

Below we introduce the convergence of holomorphic chains in U . To do this, we
first need the notion of the local uniform convergence of closed sets. Let Y,Yν be
closed subsets of U for ν ∈ N. We say that {Yν} converges to Y locally uniformly if:

(1l) For every a ∈ Y there exists a sequence {aν} such that aν ∈ Yν and aν → a in
the standard topology of Cm.

(2l) For every compact subset K of U such that K ∩ Y = ∅, it holds that K ∩ Yν = ∅
for almost all ν.
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Then we write Yν → Y . For details concerning the topology of local uniform conver-
gence see [30].

We say that a sequence {Zν} of positive n-chains converges to a positive n-chain
Z if:

(1c) |Zν | → |Z|.
(2c) For each regular point a of |Z| and each submanifold T of U of dimension

m−n transversal to |Z| at a such that T is compact and |Z| ∩T = {a}, we have
deg(Zν · T ) = deg(Z · T ) for almost all ν.

Then we write Zν � Z. (By Z · T we denote the intersection product of Z and T

(cf. [29]). Observe that the chains Zν · T and Z · T for sufficiently large ν have finite
supports and the degrees are well defined. Recall that for a chain A = ∑d

j=1 αj {aj },
deg(A) = ∑d

j=1 αj ).

2.3 Normalization of Algebraic Sets

Let us recall that every affine algebraic set, regarded as an analytic set, has an alge-
braic normalization (see [21], p. 471). Therefore (in view of the basic properties of
normal spaces, see [21], pp. 337, 343), the following theorem, which will be useful
in the proof of the main result, holds true.

Theorem 2.2 Let Ỹ be an algebraic subset of Cm. Then there are an integer n and
an algebraic subset Z of Cm × Cn with π(Z) = Ỹ , where π : Cm × Cn → Cm is the
natural projection, satisfying the following properties:

(01) Z, regarded as an analytic set, is locally irreducible.
(02) π |Z : Z → Cm is a proper map.
(03) π |

Z∩(π−1(Ỹ\Sing(Ỹ )))
: Z ∩ (π−1(Ỹ \ Sing(Ỹ ))) → Ỹ is an injective map.

2.4 Runge Domains

We say that P is a polynomial polyhedron in Cn if there exist polynomials in n

complex variables q1, . . . , qs and real constants c1, . . . , cs such that

P = {
x ∈ Cn : ∣∣q1(x)

∣
∣ ≤ c1, . . . ,

∣
∣qs(x)

∣
∣ ≤ cs

}
.

The following lemma is a straightforward consequence of Theorem 2.7.3 and
Lemma 2.7.4 from [16].

Lemma 2.3 Let Ω ⊂ Cn be a Runge domain. Then for every Ω0 � Ω , there exists a
compact polynomial polyhedron P ⊂ Ω such that Ω0 � IntP .

Theorem 2.7.3 from [16] immediately implies the following:

Claim 2.4 Let P be any polynomial polyhedron in Cn. Then IntP is a Runge domain
in Cn.

The following fact from [16] (Theorem 2.7.7, p. 55) will also be useful to us.
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Theorem 2.5 Let f be a holomorphic function in a neighborhood of a polynomi-
ally convex compact set K ⊂ Cn. Then f can be uniformly approximated on K by
polynomials in n complex variables.

3 Approximation of Analytic Sets

The following theorem is the first main result of this paper.

Theorem 3.1 Let U be a Runge domain in Ck , and let X be an analytic subset of
U × Cn of pure dimension k with proper projection onto U . Then there is a sequence
{Xν} of algebraic subsets of Ck × Cn of pure dimension k such that {Xν ∩ (U × Cn)}
converges to X in the sense of holomorphic chains.

The proof of Theorem 3.1 is based on two results. First, every purely dimensional
analytic set with proper and surjective projection onto a Runge domain can be ap-
proximated by Nash sets (a precise statement will be recalled later). Second, every
complex Nash set with proper projection onto a Runge domain can be approximated
by algebraic sets as stated in the following:

Proposition 3.2 Let Y be a Nash subset of Ω × C of pure dimension k < m, with
proper projection onto Ω , where Ω is a Runge domain in Cm−1. Then there is a
sequence {Yν} of algebraic subsets of Cm−1 × C of pure dimension k such that {Yν ∩
(Ω × C)} converges to Y in the sense of holomorphic chains.

Proof of Proposition 3.2 Let l̂ be a positive integer, and let ‖ · ‖
l̂

denote a norm in

Cl̂ . Set B
l̂
(r) = {x ∈ Cl̂ : ‖x‖

l̂
< r}. For any analytic subset X of an open subset of

Cl̂ , let X(q) denote the union of all q-dimensional irreducible components of X.
To prove the proposition, it is clearly sufficient to show that for every open Ω0 �

Ω and for every real number r > 0, the following holds:

(*) There exists a sequence {Yν} of purely k-dimensional algebraic subsets of
Cm−1 × C such that {Yν ∩ (Ω0 × B1(r))} converges to Y ∩ (Ω0 × B1(r)) in
the sense of chains.

Fix an open relatively compact subset Ω0 of Ω and a real number r > 0. Let
π̃ : Cm−1 × C → Cm−1 denote the natural projection.

Claim 3.3 There exists a purely k-dimensional algebraic subset Ỹ of Cm−1 ×C such
that Y ∩ (Ω0 × B1(r)) is the union of some of the analytic irreducible components of
Ỹ ∩ (Ω0 × B1(r)). Moreover, the mapping π̃ |

Ỹ
: Ỹ → Cm−1 may be assumed to be

proper.

Proof of Claim 3.3 By Lemma 2.3, we can fix a compact polynomial polyhe-
dron P ⊂ Ω such that Ω0 � Γ � Ω , where Γ = IntP . The complex manifold
RegC(Y ∩ (Γ ×C)) is a semi-algebraic subset of R2m, hence it has a finite number of



278 Constr Approx (2012) 35:273–291

connected components. Consequently, Y ∩ (Γ × C) has finitely many analytic irre-
ducible components. Therefore, by Theorem 2.1 there exists a purely k-dimensional
algebraic subset Ỹ of Cm−1 × C such that Y ∩ (Γ × C) is the union of some of the
analytic irreducible components of Ỹ ∩ (Γ × C). Then, clearly, Y ∩ (Ω0 × B1(r)) is
the union of some of the analytic irreducible components of Ỹ ∩ (Ω0 × B1(r)).

If the mapping π̃ |
Ỹ

: Ỹ → Cm−1 is proper, then the proof is completed. Otherwise,
using the facts that Y ∩ (Γ × C) ⊂ Ỹ ∩ (Γ × C) and Ω0 � Γ , we show that there
are a C-linear isomorphism Φ : Cm → Cm, a Runge domain Ω1 in Cm−1, and a real
number s > 0 such that the following hold:

(a) The projection of Φ(Ỹ ) ⊂ Cm−1 × C onto Cm−1 is a proper mapping.
(b) Φ(Ω0 × B1(r)) ⊂ Ω1 × B1(s).
(c) Φ(Y) ∩ (Ω1 × B1(s)) is a Nash subset of Ω1 × C whose projection onto Ω1 is a

proper mapping.
(d) Φ(Y) ∩ (Ω1 × B1(s)) is the union of some of the irreducible components of

Φ(Ỹ ) ∩ (Ω1 × B1(s)).

If there exists a sequence {Zν} of purely k-dimensional algebraic subsets of
Cm−1 × C such that {Zν ∩ (Ω1 × B1(s))} converges to Φ(Y) ∩ (Ω1 × B1(s)) in
the sense of chains, then Y ∩ (Ω0 × B1(r)) is approximated, in view of (b), by
{Φ−1(Zν)∩ (Ω0 ×B1(r))}. Moreover, (c) implies that Ω1 and Φ(Y)∩ (Ω1 ×B1(s))

taken in place of Ω and Y , respectively, satisfy the hypotheses of Proposition 3.2.
Since, in view of (a) and (d), Φ(Ỹ ) is a purely k-dimensional algebraic subset of
Cm−1 × C with proper projection onto Cm−1, containing Φ(Y) ∩ (Ω1 × B1(s)), the
proof of the claim is completed provided there are Φ , Ω1, and s satisfying (a), (b),
(c), and (d).

Take Ω1 to be any Runge domain in Cm−1 with Ω0 � Ω1 � Γ . (The existence
follows by Lemma 2.3 and Claim 2.4.) Now, since dim(Ỹ ) = k < m, by the Sadullaev
theorem (see [21], p. 389), the set S

Ỹ
of one-dimensional linear subspaces l of Cm

such that the projection of Ỹ along l onto the orthogonal complement l⊥ of l in Cm

is proper, is open and dense in the Grassmannian G1(Cm). Consequently, for every
ε > 0, there is l ∈ S

Ỹ
so close to {0}m−1 × C that there is a C-linear isomorphism

Φε : Cm → Cm transforming l, l⊥ onto {0}m−1 × C, Cm−1 × {0}, respectively, such
that

‖Φε − IdCm ‖ < ε,

where IdCm is the identity on Cm.
Clearly, Φ = Φε satisfies (a) (for every ε > 0). Now, by the facts that Y is a Nash

subset of Ω × C such that π̃ |Y : Y → Ω is a proper map and Ω1 � Ω , there is a real
number s > r such that

(
Ω1 × ∂B1(s)

) ∩ Y = ∅.

This implies that Φ = Φε satisfies (c) if ε is sufficiently small. Next, the facts Ω0 �
Ω1 and s > r imply that Φ = Φε satisfies (b) for small ε. Finally, by Ω1 � Γ , we get
Φ−1

ε (Ω1 × B1(s)) ⊂ Γ × C if ε is small enough. Therefore,

Φε(Y ) ∩ (
Ω1 × B1(s)

) ⊂ Φε(Ỹ ) ∩ (
Ω1 × B1(s)

)
,

which easily implies that (d) is satisfied with Φ = Φε . Thus the proof is completed. �
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Proof of Proposition 3.2 (continuation) By Theorem 2.2, there are an integer n and
a locally irreducible (regarded as an analytic space), purely k-dimensional algebraic
subset Z of Cm × Cn such that the restriction π |Z of the natural projection π : Cm ×
Cn → Cm is a proper mapping, π(Z) = Ỹ and

π |
Z∩(π−1(Ỹ\Sing(Ỹ )))

: Z ∩ (
π−1(Ỹ \ Sing(Ỹ )

)) → Ỹ

is an injective mapping.
We may assume that (Ỹ \ Y) ∩ (Ω × C) �= ∅, because otherwise

Y ∩ (
Ω0 × B1(r)

) = Ỹ ∩ (
Ω0 × B1(r)

)
,

and one can take Yν = Ỹ for every ν ∈ N.
Now, the Nash subsets E and F of Ω × C × Cn defined by

E = (
Z ∩ π−1(Y )

)
(k)

and F = (
Z ∩ π−1(Ỹ \ Y) ∩ (

Ω × C × Cn
))

(k)
,

where the closure is taken in Ω × C, satisfy E ∩ F = ∅. Indeed, if there exists some
a ∈ E ∩ F , then Z (regarded as an analytic space) is not irreducible at a because

Z ∩ (
Ω × C × Cn

) = E ∪ F,

and dim(E ∩ F) < k. Consequently, the sets

Ẽ = E ∩ (
P × C × Cn

)
and F̃ = F ∩ (

P × C × Cn
)

also satisfy Ẽ ∩ F̃ = ∅, where P ⊂ Ω is a fixed compact polynomial polyhedron such
that Ω0 ⊂ P . (The existence of P follows by Lemma 2.3.)

By Claim 3.3, we may assume that the mapping π̃ |
Ỹ

is proper. Then the map-
ping π̂ |Z : Z → Cm−1 is proper as well, where π̂ = π̃ ◦ π . This implies that both Ẽ

and F̃ are compact. Moreover, the mapping (π̂ ,p)|Z : Z → Cm is proper for every
polynomial p : Cm × Cn → C.

Now the idea of the proof is to find a sequence {pν} of polynomials defined on
Cm × Cn with the following properties:

(0) {pν |Ẽ} converges uniformly to the mapping (x1, . . . , xm, y1, . . . , yn) → xm.
(1) inf

b∈F̃
|pν(b)| > r for almost all ν.

Then we show that the sequence {(π̂ ,pν)(Z)} of purely k-dimensional algebraic sub-
sets of Cm is as required in the condition (*): {(π̂ ,pν)(Z)∩ (Ω0 ×B1(r))} converges
to Y ∩ (Ω0 × B1(r)) in the sense of chains.

Claim 3.4 There exists a sequence {pν} of polynomials in m + n complex variables,
satisfying (0) and (1).

Proof of Claim 3.4 First, by the fact that Ẽ ∩ F̃ = ∅, there is an open subset U

of Cm × Cn such that U = U1 ∪ U2, where U1,U2 are open subsets of Cm × Cn,
U1 ∩ U2 = ∅, and Ẽ ⊂ U1, F̃ ⊂ U2.

Second, abbreviate (x, y) = (x1, . . . , xm, y1, . . . , yn) and note that the function
f : U → C defined by f (x, y) = xm on U1 and f (x, y) = r + 1 on U2 is holomor-
phic.
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Third, observe that, since Z is an algebraic subset of Cm × Cn with proper pro-
jection onto Cm, and π(Z) = Ỹ is an algebraic subset of Cm−1 × C with proper pro-
jection onto Cm−1, and P is a compact polynomial polyhedron in Cm−1, the union
Ẽ ∪ F̃ is a compact polynomial polyhedron (and hence a polynomially convex com-
pact set) in Cm × Cn. Indeed, there are closed bounded polydiscs P ′ ⊂ C,P ′′ ⊂ Cn

such that

Ẽ ∪ F̃ = Z ∩ (
P × P ′ × P ′′),

and the right-hand side of the latter equation is clearly described by a finite number
of inequalities of the form |Q(x,y)| ≤ c, where Q is a complex polynomial and c is
a real constant (possibly equal to zero).

Lastly, since f is a holomorphic function in a neighborhood of a polynomially
convex compact set Ẽ ∪ F̃ , it is sufficient to apply Theorem 2.5 to obtain a sequence
{pν} of complex polynomials in m+n variables converging uniformly to f on Ẽ∪ F̃ .
Clearly, every such sequence satisfies (0) and (1). �

Proof of Proposition 3.2 (end) Let {pν} be a sequence of polynomials satisfying the
assertion of Claim 3.4. We check that the sequence {Yν} defined by

Yν = (π̂ ,pν)(Z), for ν ∈ N,

satisfies the condition (*), which is sufficient to complete the proof of Proposition 3.2.
Every Yν is a purely k-dimensional algebraic subset of Cm because the mapping

(π̂ ,pν) : Cm × Cn → Cm is polynomial, its restriction (π̂ ,pν)|Z is proper, and Z is
a purely k-dimensional algebraic subset of Cm × Cn. Hence it remains to check that
{Yν ∩ (Ω0 × B1(r))} converges to Y ∩ (Ω0 × B1(r)) in the sense of chains.

To see that {Yν ∩ (Ω0 × B1(r))} converges to Y ∩ (Ω0 × B1(r)) locally uniformly
(cf. (1l) and (2l), Sect. 2.2), it is sufficient to observe that

Yν ∩ (
Ω0 × B1(r)

) = (π̂ ,pν)(Ẽ) ∩ (
Ω0 × B1(r)

)

for ν large enough, whereas

Y ∩ (
Ω0 × B1(r)

) = π(Ẽ) ∩ (
Ω0 × B1(r)

)
.

The first equality follows directly by (0), (1), and the definitions of Ẽ and F̃ . The
latter one is an obvious consequence of the definition of Ẽ. Moreover, (0) implies
that (π̂ ,pν)|Ẽ converges to π |

Ẽ
uniformly, which in turn implies that both (1l) and

(2l) are satisfied.
To finish the proof, let us verify that {Yν ∩ (Ω0 × B1(r))} and Y ∩ (Ω0 × B1(r))

satisfy (2c) (of Sect. 2.2). Suppose that it is not true. Then there exist a k-dimensional
C-linear subspace l of Cm−1 × {0} and open balls C1,C2 in l, l⊥ respectively, where
l⊥ denotes the orthogonal complement of l in Cm, such that C1 + C2 ⊂ Ω0 × B1(r)

and the following hold:

(a) Y ∩ (C1 + ∂C2) = ∅ and (Ỹ \ Y ) ∩ (C1 + C2) = ∅.
(b) Every fiber of the projection of Y ∩ (C1 + C2) onto C1 is 1-element.
(c) The generic fiber of the projection of Yν ∩ (C1 +C2) onto C1 is at least 2-element

for infinitely many ν.
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The existence of l ⊂ Cm (and C1, C2) as above is a direct consequence of the
assumption that (2c) does not hold. Since the projection of Ỹ ⊂ Cm−1 ×C onto Cm−1

is a proper mapping, the subspace l can be chosen in such a way that it is contained

in Cm−1 × {0}.
The conditions (a), (b), and the facts that π |

Z∩(π−1(Ỹ\Sing(Ỹ )))
is injective and π |Z

is proper imply that

Z ∩ (
(C1 + C2) × Cn

) = graph(G),

where G ∈ O(C1,C2 × Cn). Consequently, by (0) and the inclusion l ⊂ Cm−1 × {0},
for ν large enough,

Tν := (π̂ ,pν)
(
graph(G)

)

is a k-dimensional analytic subset of C1 +C2 whose projection onto C1 has 1-element
fibers. Now, we show that, for almost all ν,

Yν ∩ (C1 + C2) ⊂ Tν,

which contradicts (c). The latter inclusion holds because, as observed previously, for
large ν we have

Yν ∩ (C1 + C2) = (π̂ ,pν)(Ẽ) ∩ (C1 + C2).

Moreover, by (0), (a), and the fact that l ⊂ Cm−1 × {0}, the following holds:

(π̂ ,pν)(Ẽ) ∩ (C1 + C2) = (π̂ ,pν)
(
Ẽ ∩ (

(C1 + C2) × Cn
))

,

which implies the inclusion as

Ẽ ∩ (
(C1 + C2) × Cn

) ⊂ graph(G).

Thus {Yν ∩ (Ω0 × B1(r))} and Y ∩ (Ω0 × B1(r)) satisfy (2c), and the proof of
Proposition 3.2 is completed. �

Proof of Theorem 3.1 Let us first recall that for analytic covers, there exist Nash
approximations:

Theorem 3.5 Let U be a connected Runge domain in Ck , and let X be an analytic
subset of U × Cn of pure dimension k with proper projection onto U . Then for every
open relatively compact subset V of U there is a sequence of Nash subsets of V × Cn

of pure dimension k with proper projection onto V , converging to X ∩ (V × Cn) in
the sense of holomorphic chains.

Papers [4, 5] contain detailed proofs of Theorem 3.5. Here let us just men-
tion that this theorem is related to the problem of approximation of holomor-
phic maps between complex (algebraic) spaces, for which the reader is referred to
[1, 9, 13, 14, 18, 19, 25–27].

Let us return to the proof of Theorem 3.1. Fix a Runge domain U in Ck and an
analytic subset X of U × Cn of pure dimension k with proper projection onto U .
Clearly, in order to prove Theorem 3.1, it is sufficient to check the following:
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Claim 3.6 For every open V � U , there exists a sequence {Xν} of purely k-
dimensional algebraic subsets of Ck × Cn such that {Xν ∩ (V × Cn)} converges to
X ∩ (V × Cn) in the sense of chains.

Let us prove the claim. Fix an open V � U . Since, without loss of generality, V

can be replaced by a larger relatively compact Runge subdomain of U (cf. Sect. 2.4),
we may assume that V is a Runge domain. By Theorem 3.5, there is a sequence {Tν}
of purely k-dimensional Nash subsets of V × Cn, with proper projection onto V ,
converging to X ∩ (V × Cn) in the sense of chains. (Formally in Theorem 3.5, U is
assumed to be connected, but this assumption can be easily omitted by treating every
connected component of U separately.)

For every ν, by Proposition 3.2 applied with Y = Tν , Ω = V × Cn−1, and m =
n + k, there is a sequence {Yν,μ} of algebraic subsets of Ck × Cn of pure dimension
k such that {Yν,μ ∩ (V × Cn)} converges to Tν in the sense of chains. Clearly, there
is a function α : N → N such that {Yν,α(ν) ∩ (V × Cn)} converges to X ∩ (V × Cn).
Thus the proofs of Claim 3.6 and Theorem 3.1 are completed. �

An immediate consequence of Theorem 3.1 is the following:

Corollary 3.7 Let X be a purely k-dimensional analytic subset of some open Ω ⊂
Cm. Then for every a ∈ X, there are an open neighborhood U of a in Ω and a
sequence {Xν} of purely k-dimensional algebraic subsets of Cm such that {Xν ∩ U}
converges to X ∩ U in the sense of holomorphic chains.

Proof Every point of a purely k-dimensional analytic subset X of some open Ω ⊂
Cm has a neighborhood U ⊂ Ω such that, after a linear change of the coordinates,
the projection of X ∩U onto an open ball in Ck ×{0}m−k is a proper mapping. Then,
having applied Theorem 3.1, we obtain the corollary. �

4 Constructive Approximation of Analytic Sets

Let X be a purely k-dimensional analytic subset of an open set Ω ⊂ Cm such that
0 ∈ X. Our aim is to construct a sequence {Xν} of purely k-dimensional algebraic
subsets of Cm such that {Xν ∩ Ω0} converges to X ∩ Ω0 in the sense of chains for
some open neighborhood Ω0 of 0 ∈ Cm and, moreover, every irreducible component
E of X ∩ Ω0 is the limit of a sequence {Eν}, where Eν is an analytic irreducible
component of Xν ∩Ω0. The construction is based on the proof of Theorem 3.1 and for
that reason we need constructive versions of Theorem 2.5 and Theorem 2.2 involved
in the proof (details below).

Let us first prepare the setup. Applying a linear change of the coordinates and
shrinking Ω , if necessary, we assume that Ω = U × B , where U,B are open balls in
Ck , Cn respectively, m = k+n, and the projection of X onto U is a proper map. Then,
for some integer r , there exist polynomials p1, . . . , pr ∈ O(U)[z1, . . . , zn], such that

X = {
(x, z1, . . . , zn) ∈ U × Cn : p1(x, z1, . . . , zn) = · · · = pr(x, z1, . . . , zn) = 0

}
.
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(For example, p1, . . . , pr may be the canonical defining functions of X, so one may
also assume that Ω = U × Cn.) The functions p1, . . . , pr constitute the input for our
method.

Before presenting the details, let us briefly sketch the idea of the construction of
Xν . The first stage is to construct a purely k-dimensional algebraic subset X̃ν of Cm

with the following properties. For some open connected neighborhood U0 � U of 0
(independent of ν), every irreducible component of X∩(U0 ×Cn) is approximated by
some analytic irreducible component of X̃ν ∩ (U0 ×Cn). Moreover, X̃ν ⊂ Ck ×Cn ≈
Cm is with proper projection onto Ck . Steps 1–4 of the procedure (written below) are
responsible for this first stage. (Note that X̃ν ∩ (U0 × Cn) may contain irreducible
components not corresponding to any irreducible components of X ∩ (U0 × Cn), so
in further steps X̃ν will have to be modified so that these additional components can
be removed.)

The fact that X̃ν , defined in Step 4, is with proper projection onto Ck is a conse-
quence of q̃i being unitary in zi for i = 1, . . . , n. Let us explain that X̃ν has the other
required properties. For i ∈ {1, . . . , n}, define

qi,ν(x, zi) := z
ni

i + z
ni−1
i ai,1,ν(x) + · · · + ai,ni ,ν(x),

where ai,1,ν , . . . , ai,ni ,ν : C0 → C are Nash functions described in Step 3, and let
qi(x, zi) be the polynomial defined in Step 1. Next we write

W = {
(x, z1, . . . , zn) ∈ C0 × Cn : qi(x, zi) = 0 for i = 1, . . . , n

}
,

Wν = {
(x, z1, . . . , zn) ∈ C0 × Cn : qi,ν(x, zi) = 0 for i = 1, . . . , n

}
,

and take any open U0 � C0 containing zero. By Steps 1–3, we can invoke Theo-
rem 3.1 of [5] (with X = W,Xν = Wν ), which implies that every analytic irreducible
component of W ∩ (U0 × Cn) is approximated by some analytic irreducible com-
ponent of Wν ∩ (U0 × Cn) (if ai,j,ν is close to ai,j for every i ∈ {1, . . . , n}, j ∈
{1, . . . , ni}). Now, X ∩ (U0 × Cn) ⊂ W ∩ (U0 × Cn), and Wν ∩ (U0 × Cn) ⊂
X̃ν ∩ (U0 × Cn), and all these sets are purely k-dimensional, which imply that X̃ν

has all the required properties.
Given X̃ν , we follow the proof of Proposition 3.2 with Ω = U0 × Cn−1 and Y

taken to be the union of those analytic irreducible components of X̃ν ∩ (U0 × Cn)

for which Y approximates X ∩ (U0 × Cn). More precisely, the situation is now sim-
pler than in Proposition 3.2 because X̃ν ⊂ Ck × Cn is with proper projection onto
Ck . Consequently, no global coordinate changes are necessary. We just proceed by
computing a purely k-dimensional algebraic subset Zν of Ck × Cn × Cd , for some
d ∈ N, such that Zν is a locally irreducible analytic set, π |Zν is a proper map, and
π(Zν) = X̃ν , where π : Ck × Cn × Cd → Ck × Cn is the natural projection (Step 5).

By the proof of Proposition 3.2, we know that Zν ∩ (U0 × Cn × Cd) = Eν ∪ Fν ,
where Eν,Fν are purely k-dimensional Nash sets such that π(Eν) approximates X ∩
(U0 × Cn) and Eν,Fν are separated from each other. In the last step, we replace π

by a polynomial map πν such that Xν = πν(Zν) is an algebraic set approximating X

as described in the first paragraph of this section (where Ω0 = U0 × Cn). To this end,
πν is chosen in such a way that πν(Eν) is close to π(Eν), whereas πν(Zν \ Eν) ∩
(U0 × Bn(ν)) = ∅, where Bn(ν) is the ball in Cn centered at zero with radius ν.
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Let us present the details. For hints on how the approximation can be carried out
in practice, see the paragraphs following the procedure below. Let X,p1, . . . , pr be
as in the second paragraph of this section.

Construction of Xν

1. For every i ∈ {1, . . . , n}, compute the unitary polynomial

qi = z
ni

i + z
ni−1
i ai,1 + · · · + ai,ni

∈ O(U)[zi],
with nonzero discriminant such that πi(X) = {(x, zi) ∈ U × Ci : qi(x, zi) = 0},
where πi : U × Cn

z1,...,zn
→ U × Czi

is the natural projection.
2. For every i ∈ {1, . . . , n}, compute the discriminant Δi ∈ C[ai,1, . . . , ai,ni

] of qi .
Next find functions F1, . . . ,Fŝ holomorphic in some neighborhood of 0 ∈ Ck such
that for every i ∈ {1, . . . , n},

Δi

(
ai,1(x), . . . , ai,ni

(x)
) = F

βi,1
1 (x) · · · · · Fβi,ŝ

ŝ
(x),

where βi,1, . . . , βi,ŝ is a sequence of nonnegative integers; moreover, for every
l ∈ {1, . . . , ŝ}, {Fl = 0} has no multiple irreducible components, and for every
j, l ∈ {1, . . . , ŝ} with j �= l, {Fj = 0} and {Fl = 0} have no common irreducible
components.

3. For every i ∈ {1, . . . , n}, j ∈ {1, . . . , ni}, introduce a new variable z̃i,j and con-
struct a nonzero polynomial Pi,j,ν ∈ (C[x])[z̃i,j ] of degree in z̃i,j independent of
ν, unitary in z̃i,j such that there are Nash functions ai,j,ν , F1,ν , . . . ,Fŝ,ν approxi-
mating uniformly ai,j ,F1, . . . ,Fŝ on an open neighborhood C0 of zero (indepen-
dent of ν), and

Pi,j,ν

(
x, ai,j,ν(x)

) = 0,

Δi

(
ai,1,ν(x), . . . , ai,ni ,ν(x)

) = F
βi,1
1,ν (x) · · · · · Fβi,ŝ

ŝ,ν
(x)

for every x ∈ C0. Such a construction is described in detail in [5] (p. 327).
4. For every i ∈ {1, . . . , n}, let q̃i be the polynomial obtained by replacing every co-

efficient ai,j of qi (except for the coefficient 1 standing at z
ni

i ) by the variable z̃i,j

(appearing in Pi,j,ν ). Now let X̃ν be the image of the projection of the algebraic
set

Vν = {q̃i = 0,Pi,j,ν = 0, for i = 1, . . . , n and j = 1, . . . , ni}
onto Ck

x ×Cn
z1...zn

. Hence the equations defining X̃ν can be obtained by eliminating
z̃i,j ’s from the equations defining Vν .

5. For some d ∈ N, compute a purely k-dimensional algebraic subset Zν of Ck ×
Cn × Cd locally irreducible as an analytic set such that π |Zν is a proper map and
π(Zν) = X̃ν , where π : Ck × Cn × Cd → Ck × Cn is the natural projection. Let
U0 � C0 be an open polydisc containing 0 ∈ Ck , and let U0 be its closure in C0.
Then Zν ∩ (U0 × Cn × Cd) = Ẽν ∪ F̃ν , where Ẽν, F̃ν are compact sets such that
Ẽν ∩ F̃ν = ∅. Moreover, Eν = Ẽν ∩ (U0 × Cn × Cd) is a purely k-dimensional
Nash set such that π(Eν) approximates X ∩ (U0 × Cn).
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6. Compute a polynomial map Qν : Ck × Cn × Cd → Cn approximating uniformly
the natural projection π̌ : Ck × Cn × Cd → Cn on Ẽν such that

inf
x∈F̃ν

∥
∥Qν(x)

∥
∥

Cn > ν.

Next compute Xν = (π́ ,Qν)(Zν), where π́ : Ck × Cn × Cd → Ck is the natural
projection. �

Before discussing how this construction could be carried out in practice, let us
note that not every analytic function can constitute (a part of) input data. Only objects
which can be encoded as finite sequences of symbols can be considered. A large class
of sets for which approximation could be useful are algebraic (or Nash) sets described
by polynomials of very high degrees. Then the task would be to find approximations
of such sets described by polynomials of lower degrees. Also in many cases in which
analytic sets are described by (compositions) of elementary analytic functions whose
properties we know, the construction could be carried out quite fast.

In general, one could consider the model in which for every function f depending
on the variables x1, . . . , xk , there is a finite procedure Expandf which for every tuple
(n1, . . . , nk) ∈ Nk returns the coefficient of the Taylor expansion of f around zero,
standing at x

n1
1 · · · · · xnk

k . The input data corresponding to the function f consist of
the procedure Expandf , the size of the polydisc neighborhood Uf of zero on which
the Taylor expansion of f is convergent. Furthermore, |f | is assumed to be bounded
on Uf , and we know the bound Mf .

Observe that having input data for two functions f,g, we can recover the cor-
responding data for f + g, f · g, and 1

f
(the latter if f (0) �= 0). If we could test

whether f is identically zero, then we could carry out all the first three steps of the
construction in which transcendental objects appear. (Step 2 requires some further
explanations given below. For the moment, let us only note that, clearly, under these
assumptions we would also have procedures for expansions of functions appearing in
the Weierstrass preparation theorem).

Unfortunately, given only Expandf , Uf , Mf , it is not possible to test in a fi-
nite number of steps whether f = 0. But for every ε > 0, it is possible to check
whether supUf

|f | < ε; hence, we can pick small ε > 0 at the beginning and every
time supUf

|f | < ε assume that f = 0. Of course, if f �= 0, then the output may not
be correct. If we have some extra information about X which allows us to exclude
incorrect outputs Xν , then we can repeat the procedure with smaller ε. In such a
general model, however, the existence of “badly conditioned” problems seems to be
inevitable.

Carrying out the construction in Steps 2, 5, and 6 requires further explanation.
First, to compute F1, . . . ,Fŝ in Step 2, we may assume that in some neighborhood
of zero for every i ∈ {1, . . . , n}, Δi(ai,1(x), . . . , ai,ni

(x)) = Wi(x)Hi(x), where Hi

is a holomorphic function, Hi(0) �= 0 and Wi is the unitary polynomial in xk with
holomorphic coefficients depending on x′ = (x1, . . . , xk−1) vanishing at 0 ∈ Ck−1.
(Otherwise we apply a generic linear change of the variables in a neighborhood
of 0 ∈ Ck and the Weierstrass preparation theorem.) We may write F1 = H1, . . . ,
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Fn = Hn. Now we are left to find holomorphic functions Fn+1, . . . ,Fŝ , whose zero
sets have the properties specified in Step 2, such that for every i ∈ {1, . . . , n},

Wi = F
βi,n+1
n+1 · · · · · Fβi,ŝ

ŝ
,

where βi,n+1, . . . , βi,ŝ is a sequence of nonnegative integers. Since every Wi is a uni-
tary polynomial in xk (with holomorphic coefficients), we can obtain Fn+1, . . . ,Fŝ by
applying the division algorithm for polynomials to the Wi ’s and their (higher order)
partial derivatives with respect to xk .

In Step 5, Zν can be effectively obtained, for example, by computing the normal-
ization of X̃ν (see [15] for the algorithm of normalization; the fact that the algebraic
set Zν normalizing X̃ν is a locally irreducible analytic set follows by the standard
properties of normal spaces, see [21], pp. 337, 343, 471).

The fact that Step 6 is constructive is a direct consequence of the existence of an
effective procedure for computing the polynomial map Qν . Let K1,K2 be any closed
bounded neighborhoods of Ẽν, F̃ν , respectively, such that K1 ∩K2 = ∅. Observe that
any polynomial map Qν sufficiently close (on K1 ∪ K2) to the holomorphic map
f : K1 ∪ K2 → Cn given by f |K1 = π̌ |K1 and f |K2 = c, where c ∈ Cn, ‖c‖Cn > ν,
is good for our purpose. Hence what we need is to construct K1 ∪ K2 and approxi-
mate f .

The union K1 ∪ K2 will be constructed in such a way that it satisfies Markov’s
inequality. Then holomorphic functions defined on K1 ∪K2 can be constructively ap-
proximated by polynomials (see [11]). More precisely, an approximating polynomial
g̃ (of a given degree) for a holomorphic function g ∈ O(K), where K is a Markov’s
set, can be taken to be the one minimizing the sum

∑
c∈K̃

|g(c) − g̃(c)|2, where K̃ is
a suitably chosen finite subset of K . (The cardinality of K̃ depends on the exponent
in Markov’s inequality.) For details, the reader is referred to [11]. This method is re-
lated to the concept of using the Lagrange interpolating polynomials to approximate
holomorphic functions (see [6–8, 24]).

As for constructing K1 ∪ K2, one can take a special polynomial polyhedron, i.e.,
a set of the form

{
u ∈ Ck × Cn × Cd : ∣∣g1(u)

∣∣ ≤ 1, . . . ,
∣∣gk+n+d(u)

∣∣ ≤ 1
}
,

where g1, . . . , gk+n+d are complex polynomials in k +n+ d variables such that {u ∈
Ck × Cn × Cd : ĝ1(u) = · · · = ĝk+n+d(u) = 0} = {0}k+n+d , where ĝ1, . . . , ĝk+n+d

are homogeneous polynomials with deg(gi) = deg(ĝi) and deg(gi − ĝi ) < deg(gi) for
i = 1, . . . , k +n+ d . Using the techniques of [22] (pp. 369–374), one can construct a
special polynomial polyhedron P such that Ẽν ∪F̃ν ⊂ P and Ẽν ∪F̃ν is approximated
(in the sense of the Hausdorff distance) by the union of some connected components
of P . When this approximation is close enough, then P decomposes as P = K1 ∪K2

where K1,K2 are compact sets such that Ẽν ⊂ K1, F̃ν ⊂ K2, and K1 ∩K2 = ∅. Let us
recall that every special polynomial polyhedron satisfies Markov’s inequality. More-
over, for such a set, the formula for the Siciak extremal function is known (see [17],
p. 37), which allows one to compute the Markov’s exponent (see [20], p. 129). (For
other examples of Markov’s sets, see [23].)

Finally, let us consider the following:
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Example Define

Y = {
(x, y, z,w) ∈ C4 : z5 − 2f (x, y)e(

x+y2

10 )30 = w5 + g(x, y)w − 2f (x, y) = 0
}
,

where

f (x, y) = (
x + 2.2 · 10−3y + 10−30x1500 cos(y)

)2
,

g(x, y) = (
x + 2.2 · 10−3y + 10−30x1500 cos(y)

)3
.

For any r > 0, put Kr = {x ∈ C : |x| < r}. One can easily check that Ỹ = Y ∩ (K1 ×
K1 ×K1.4 ×K1.4) is a purely 2-dimensional analytic subset of K1 ×K1 ×K1.4 ×K1.4
with proper projection onto K1 ×K1, whose generic fiber over K1 ×K1 has 25 points.
As we shall see, Ỹ is reducible.

Let X be the irreducible component of Ỹ such that

dist
(
X, (1,0,1.15,1)

)

= min
{
dist

(
X̂, (1,0,1.15,1)

) : X̂ is an irreducible component of Ỹ
}
,

where for any B ⊂ Cn and a = (a1, . . . , an) ∈ Cn, dist(B,a) = inf{‖a − b‖ : b ∈ B},
and ‖a‖ = maxi=1,...,n |ai |. We shall see subsequently that X has 5 points in the
generic fiber over K1 × K1.

Our aim is to construct an algebraic subset X1 of C4 approximating X. More
precisely, we shall construct p1,p2,p3 ∈ C[x, y, z,w] such that

X1 = {
(x, y, z,w) ∈ C4 : p1(x, y, z,w) = p2(x, y, z,w) = p3(x, y, z,w) = 0

}
,

and dist(X1 ∩ T ,X ∩ T ) < 5 · 10−4, where T = K1 × K1 × K1.14 × K1.4 and
dist(M,N) = max{supm∈M dist(N,m), supn∈N dist(M,n)}. Moreover, every branch
of X ∩ T will be approximated by precisely one branch of X1 ∩ T (as required in the
definition of the convergence of holomorphic chains).

Note that we are not given equations defining X and it does not seem to be easy to
obtain these equations from the definition of X. However, in this example one does
not need them to show (see below) that

πw(X) = πw(Ỹ ) = {
(x, y,w) ∈ K1 × K1 × K1.4 : w5 + g(x, y)w − 2f (x, y) = 0

}
,

πz(X) = πz(Ỹ ) = {
(x, y, z) ∈ K1 × K1 × K1.4 : z5 − 2f (x, y)e(

x+y2

10 )30 = 0
}
,

where πw,πz denote the natural projections of C4
xyzw onto C3

xyw , C3
xyz, respectively,

and to show that polynomials qw,qz computed in the first step of the construction are

qw(x, y,w) = w5 + g(x, y)w − 2f (x, y), qz(x, y, z) = z5 − 2f (x, y)e(
x+y2

10 )30
.

In the second step, we compute and decompose the discriminants Δw,Δz of qw,qz

to obtain

Δz

(
a(x, y)

) = 1

16

(
f (x, y)

)4
e4(

x+y2

10 )30 = (
h(x, y)

)8
gz(x, y),

Δw

(
g(x, y),2f (x, y)

) = 1

55

(
g(x, y)

)5 + 1

16

(
f (x, y)

)4 = (
h(x, y)

)8
gw(x, y),
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where h(x, y) = x + 2.2 · 10−3y + 10−30x1500 cos(y), a(x, y) = 2f (x, y)e(
x+y2

10 )30
,

and (g−1
z (0) ∪ g−1

w (0)) ∩ (K1 × K1) = ∅.
In the third step, we approximate h,gz, gw, a,f, g by Nash functions h1, gz,1,

gw,1, a1, f1, g1 in such a way that the equations

Δz

(
a1(x, y)

) = (
h1(x, y)

)8
gz,1(x, y),

Δw

(
g1(x, y),2f1(x, y)

) = (
h1(x, y)

)8
gw,1(x, y)

are satisfied. Then Ỹ1 = {(x, y,w, z) ∈ K1 ×K1 ×K1.4 ×K1.4 : z5 −a1(x, y) = w5 +
g1(x, y)w − 2f1(x, y) = 0} has the following property. Every irreducible component
of Ỹ is approximated by some irreducible component of Ỹ1 (and we are able to extract
from Ỹ1 the component which approximates X). If the equations were not satisfied,
then Ỹ1 might turn out to be irreducible.

Take h1(x, y) = x + 2.2 · 10−3y, f1(x, y) = (h1(x, y))2, g1(x, y) = (h1(x, y))3

and a1(x, y) = 2f1(x, y). Observe that f1, g1, a1 are so close to f,g, a respectively
that dist(Ỹ1, Ỹ ) < 5 · 10−6. Moreover, there exist gz,1, gw,1 satisfying the equations,
and from the proof of Theorem 3.1 of [5], it follows that Ỹ1 has the required property.

Since in our example f1, g1, a1 are polynomials, it is not necessary to introduce
Pi,j,1 in the third step, and in the fourth step, we can take

X̃1 = {
(x, y,w, z) ∈ C4 : z5 − 2f1(x, y) = w5 + g1(x, y)w − 2f1(x, y) = 0

}
.

Now we have to remove from T all the analytic irreducible components of X̃1 ∩T

except the one which approximates X ∩T . To do this, we shall construct an algebraic
subset Z1 of some C4 × Cd such that the projection π |Z1 : Z1 → X̃1 is a proper map
(bijective when restricted to the pre-image of the regular part of X̃1), π(Z1) = X̃1,
and the analytic irreducible components of Z1 ∩ (T × Cd) are separated from each
other.

Before constructing Z1, let us describe some properties of X̃1 which will be useful
to us. First, introduce a new variable u, and consider a complex curve C in C3 given
by

C = {
(u, z,w) ∈ C3 : z5 − 2u2 = w5 + u3w − 2u2 = 0

}
.

Fix u0 ∈ K1, u0 �= 0. Then for every z0 ∈ C such that z5
0 − 2u2

0 = 0 there is w0 ∈ C
such that w5

0 +u3
0w0 − 2u2

0 = 0 and |z0 −w0| ≤ 1
6

5
√

2|u0|2. To see this, it is sufficient
to observe that for a fixed z0 ∈ C such that z5

0 − 2u2
0 = 0 and for every φ ∈ [0,2π],

∣∣∣∣

(
z0 + 1

6
eiφ 5

√
2|u0|2

)5

− 2u2
0

∣∣∣∣ >

∣∣∣∣

(
z0 + 1

6
eiφ 5

√
2|u0|2

)
u3

0

∣∣∣∣.

Now the claim follows immediately by the Rouche theorem.
The previous paragraph implies that the map

F : {(u, z) ∈ (
K1 \ {0}) × C : z5 − 2u2 = 0

}

→ {
(u,w) ∈ (

K1 \ {0}) × C : w5 + u3w − 2u2 = 0
}
,
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which assigns to every (u, z) the unique point (u,w) such that |z − w| ≤ 1
6

5
√

2|u|2 is
a biholomorphism, which in turn implies that

C′ = {
(u, z,w) ∈ K1 × C2 : u �= 0,F (u, z) = (u,w)

}
,

is an irreducible analytic subset of K1 ×C2. Consequently, X′ = J−1(C′)∩T , where
J (x, y, z,w) = (x + 2.2 · 10−3y, z,w), is the irreducible component of X̃1 ∩ T , and,
clearly, this is the one approximating X ∩ T . (Now it is also clear that X has 5 points
in the generic fiber over K1 × K1 and that πz(X) = πz(Ỹ ), πw(X) = πw(Ỹ ).)

Note that if z5
1 −2u2

0 = z5
2 −2u2

0 = 0 and z1 �= z2, then |z1 −z2| ≥ 2 sin(π
5 )

5
√

2|u0|2.
Consequently, in view of the previous paragraph, for every (x, y, z,w) ∈ T , z �= 0, the

following hold. If (x, y, z,w) ∈ X′, then | (z−w)5

z5 | ≤ 1
65 hence |2 (z−w)5

z5 | ≤ 3 · 10−4,

whereas if (x, y, z,w) ∈ (X̃1 ∩ T ) \ X′, then | (z−w)5

z5 | ≥ (2 sin(π
5 ) − 1

6 )5 hence

|2 (z−w)5

z5 | ≥ 2. Moreover, | (z−w)5

z5 | is bounded from above on X̃1 ∩ T .

Now consider

Z̃1 = {
(x, y, z,w, t) ∈ C5 : (x, y, z,w) ∈ X̃1, tz

5 = 2(z − w)5},

and observe that Z1 = Z̃1 \ N , where N = {(x, y, z,w, t) ∈ C5 : z = 0}, has all the
required properties.

The last step is to find a polynomial map P : C5 → C4 such that P(Z1) is an
algebraic set approximating X′ on T with dist(P (Z1) ∩ T ,X′) < 4.9 · 10−4. It is
clear that here one can take P(x, y, z,w, t) = (x − t, y, z,w).

Let us calculate polynomials describing P(Z1). First observe that

P(Z̃1) = {
(x, y, z,w) ∈ C4 : p1(x, y, z,w) = p2(x, y, z,w) = 0

}
,

where

p1(x, y, z,w) = 2
(
z5 − w5) − w

((
x + 2.2 · 10−3y

)
z5 + 2(z − w)5),

p2(x, y, z,w) = z15 − 2
((

x + 2.2 · 10−3y
)
z5 + 2(z − w)5)2

,

and that P(Z1) = P(Z̃1) \ M and M ⊂ P(Z̃1), where M = {(x, y, z,w) ∈ C4 : z =
w = 0}. To remove M from P(Z̃1), set u = x + 2.2 · 10−3y, and define

p̃1(u, z,w) = 2
(
z5 − w5) − w

(
uz5 + 2(z − w)5),

p̃2(u, z,w) = z15 − 2
(
uz5 + 2(z − w)5)2

.

Let

Ṽ = {
(u, z,w) ∈ C3 : p̃1(u, z,w) = p̃2(u, z,w) = 0

}
,

and let V = Ṽ \ {z = w = 0}. Clearly, π̂ |
Ṽ

: Ṽ → C2
u,z is a proper map, where π̂ :

C3
u,z,w → C2

u,z is the natural projection. Moreover, (u,0,w) ∈ Ṽ implies w = 0 for
every u. Therefore if π̂(V ) = {(u, z) ∈ C2 : p̃3(u, z) = 0} for some p̃3 ∈ C[u, z], then
V = {(u, z,w) ∈ C3 : p̃1(u, z,w) = p̃2(u, z,w) = p̃3(u, z)}.
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Let us compute p̃3. Let r ∈ C[u, z] be the resultant of p̃1, p̃2 ∈ (C[u, z])[w], and
let n ∈ N, s ∈ C[u, z], be such that r(u, z) = zns(u, z) and s(u,0) is a nonzero poly-
nomial. Since

π̂(V ) = π̂ (V ) \ {z = 0} = π̂(Ṽ ) \ {z = 0} = {
(u, z) ∈ C2 : s(u, z) = 0

}
,

we can take p̃3 = s. Now it is clear that

P(Z1) = {
(x, y, z,w) ∈ C4 : p1(x, y, z,w) = p2(x, y, z,w) = p3(x, y, z) = 0

}
,

where p3(x, y, z) = p̃3(x + 2.2 · 10−3y, z).
Let us finish this example by the remark that s can be effectively computed by a

computer algebra system. Moreover, for any fixed y ∈ K1, z ∈ K1.14 \ {0}, one can
solve numerically the system p1(x, y, z,w) = p2(x, y, z,w) = 0 and the system z5 −
2f1(x, y) = w5 +g1(x, y)w−2f1(x, y) = 0 to observe that every solution of the first
one which stays in T satisfies the inequality |z − w| ≤ 1

6
5
√

2|x + 2.2 · 10−3y|2 and
approximates the corresponding solution of the latter one with the required precision.
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