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Abstract. The article is written for the benefit of hospitals in order to identify segments of the lungs 

and thereby help in the process of bisecting lungs according to their respective segments during surgery. 

Further research in this area can also help in identification of various abnormalities related to each segment 

and also identify abnormal walls of unhealthy lungs. Segmentation of the lungs has not been implemented in 

reality, as the lung, being an organ with dynamic chest volumes during respiratory cycles, makes it impossi-

ble to address changes during respiration unlike fixed structures like the brain. Further, abnormalities situat-

ed on the walls of lung segments, make it more difficult to address volume changes concerned with the 

lungs. The author of this paper has provided a more effective method to identify various lung segments by 

using various well known segmentation techniques combined together to identify moving lung image seg-

ments more effectively. 

 Key words: lung segmentation, ct images on organs, segmentation methods, study of lung imaging, 

abnormalities in lung segments, combined segmentation.   
 

Introduction. In computer tomography related to cardio-vascular system, high resolution 

computer tomography (HRCT) is used, which in turn helps to diagnose diseases that cannot be or is 

difficult to detect through physical examination, such us tumours, cancer, pneumonia, etc [1]. When 

the lung has a high density of pathologies, it becomes even more difficult to segment it as it be-

comes more difficult to detect its different segments and also more difficult to detect the borders of 

various segments. 

Detection and segmentation must be performed with even more accuracy, because elimination 

of any intricate detail in any of the images can lead to fatal results. It can even lead to the death of 

the patient, if some pathology that had to be detected was carelessly eliminated while attempting to 

segment the lungs.  

In the past, segmentation of the lungs was carried out manually from the inputs provided by 

the radiologists who have expertise in diagnosing anatomic boundaries and lung pathologies [1, 2]. 

Due to the progress of software and computational efficiency in recent times, lung segmentation 

could be carried out automatically instead of manual intervention. Currently, single lung segmenta-

tion methods cannot be used as it is not improvised enough to accurately segment the lungs. Clini-

cally these methods have not been used as their efficiency is not enough to take the risk of using 

them in hospitals. Most of the methods that exist use a particular subset to identify abnormalities in 

images. However, they usually fail to identify lesions in the lung or near the lung. They also fail in 

accuracy and computational efficiency.  

Medical Image Segmentation usually occurs by incorporating object recognition where we 

understand everything related to images and also the details connected with the image which could 

be easily performed computationally with proper user interaction, and object delineation where the 

boundaries of the object are identified [3]. Delineation is almost impossible as it is difficult to iden-

tify the total spatial extent of the lung. Most of the segmentation processes that have been identified 

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Electronic archive of Tomsk Polytechnic University

https://core.ac.uk/display/161607683?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


10 

 

for the lungs, work well only when the availability of attenuations present is little or none. These 

methods are very effective in calculating the volume of lungs with the initiation of computer- aided 

detection systems. But in extreme cases where pathological conditions are existent, those segmenta-

tion methods fail to perform efficiently. In other words, consolidation and cavities lead to inaccurate 

boundary identification. Moreover, the availability of pneumothorax or pleural effusion on an image 

provides extremely distorted results which in turn lead to incorrect quantification of the lungs.  

The most widely used segmentation methods that provided good segmenting results with less 

abnormal lungs are region-based, neighboring anatomy-guided, threshold-based, shape-based and 

machine learning based. 

Though these methods provide fairly good results with lungs that are in almost good condi-

tion, the don’t do fairly well when the lung is affected. The efficacy of efficiency for a daily well-

functioning lung [4] is given as follows. 

DSC(VGT,Vtest) = 2 | VGT ⌒ Vtest | 

        | VGT | + | Vtest | 

where VGT is standard segmentation and Vtest is segmentation using a method. The intersec-

tion determines the overlapping area between the reference standard and the test segmentation.  

The Haussdorf distance [4] is also used to determine the distance between two boundaries to 

analyze the similarities between real and images segmented through these methods. These values 

proved that the method may have sensitivity less than 50%.  

Sensitivity and specificity are also used to evaluate accuracy of segmentation [5]. Sensitivity 

is used measure the ratio of actual positives that are identified correctly to all positives. Any false 

positive identified incorrectly are called false negative. Sensitivity is calculated for false positives as 

follows:  

Sensitivity = TP/P = TP/ (TP + FN).  

where FN denote the false negatives. Specificity is used measure the ratio of the negatives 

that are correctly identified to all negatives. Specificity for false negatives is calculated as follows:  

Specificity = TN/N = TN/ (TN + FP)  

where FP denotes false positives, or incorrectly identified positives. A perfect segmentation 

should be 100% sensitive and 100% specific. Unfortunately, existing methods do not provide this 

value.  

 Methods and procedures used in segmenting the lungs.  Most of the methods that have been 

described for segmentation and those which are clinically used today, though effective in segment-

ing the lungs have not been successful in identifying segments of the lungs but rather well defined 

features that exist in them. The author used methods to help in identifying the lung structure and 

eradicating unwanted elements from the lungs, thus illuminating a few of the lungs segments. In 

this work, first the border of the lungs are detected using Canny Method [6] and noise is filtered out 

using the median filter. Using the median filter on Canny Detected Images tends to highlight the 

noise alone and remove every other feature of the lungs. Hence the Canny Detected Image and the 

Median filtered image [7] are subtracted from each other to remove the noise. Finally an Erosion 

filter is used to remove veins or shorter neighbouring pixels and leave only lines that join the lung 

borders thus providing us a clear image of the lung segments. For lungs with disabilities or huge 

particles in it, a Blob filter could also be used to filter out these huge particles.  

 The functioning of each method is broken down below to understand how each visible segment 

of the lung is identified and highlighted. Though it did not provide all lung segments it managed to 

identify segments that were at the least visible to the human eye. 

 Canny Edge Detection was the first method used to eliminate unwanted features of the lung im-

age and only identify all the prominent edges. To perform this operation, the lung image undergoes 

detection - where all real edge points being detected are maximized or increased in intensity. The 

processed image then undergoes localization - where real and detected edges should be approxi-

mately equal to each other and finally, the lung image undergoes identifying the number of respons-
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es - where a real edge provides no more than one detected edge. This method uses Canny’s mathe-

matical formula known as ‘Calculus of Variations’.  
 

Figure 1: Diagrammatic Representation of Canny Detection Algorithm  

 Noise is first removed from the image using a Gaussian Filter. The gradient intensity of the re-

sult is then determined, which then undergoes non maximum suppression. Potential edges are then 

determined using the Direct threshold. Hysterisis is Applied to identify the edges for Canny. 

 The Canny detected lung image then undergoes median filtering which is a non linear filter 

which intern removes all unwanted spots or noise from the lung image without eradicating the edg-

es of the lung image. It works by moving through the image pixel by pixel and replacing each value 

with the median value of its neighbouring pixels. The pattern created by its neighbours is called 

"window", which slides pixel by pixel over the entire image. The median value is calculated by first 

sorting all the pixel values from the window in numerical order, and then replacing the pixel being 

considered with the median pixel value.  

 The median filter replaces a pixel by the median [8] or the middle value instead of the average 

value of all pixels in the neighbourhood ω,  

y[ m, n ] = median{x[ i, j ], ( i, j ) ε ω}  

where ω represents a neighbourhood pixel which is defined by the user and is centered around the 

location [m, n] in the image. During filtering, the neighbouring pixels are ranked according to their 

intensity [7, 8] and the median value becomes the new value for the central pixel. 

 The main problem with median filters [4, 9] is they tend to erase the line that is narrower than 

half the width of neighbourhood lines and corners can also be rounded off. In order to prevent such 

errors, hybrid median filters are preferred. These filters are a three step ranking process that uses 2 

subgroups of 5 x 5 neighbouring pixels. These subgroups are usually got from pixels that a parallel 

to the frame edges and form an angle of 45 degrees to the edges and are also centered to the refer-

ence pixel.  

 The median  of a subgroup of pixels is determined. Then these two values are compared to the 

original pixel value. The median for these three values are then determined and is taken as the out-

put pixel value. If a pixel contains a large neighbourhood, additional subgroup orientations are de-

fined. The median filter however only detects the noise of the Canny filtered lung image and dis-

plays this noise as both are edge detecting algorithms.  

The difference between the noise image and the canny filtered image is then calculated by identify-

ing the difference between corresponding pixel color components of the two images. The resulting 

values from performing these calculations represent a single image without the noise factor. The 

extent of eliminating noise mainly depends on the image retrieved from median filtering and the 

difference algorithm that is applied between the two images.  

 The two images are taken and their pixels are compared by subtracting the pixels of the median 

filtered image from the CT lung image. Once all the same pixels are eliminated, a lung image with 

minimal noise is obtained.   



12 

 

 Finally the output image from the previous stage is taken and passed through the erosion filter 

so that only the segments of the lung image is detected and the output is provided. Erosion and dila-

tion methods are a part of morphological operations.  It was originally developed only for binary 

images and later extended to grayscale images [10]. It mostly deals with describing shapes using 

sets.   

 Morphological operations use a structuring element S to interact with an image, thus being able 

to interact with an image thus the use of mathematical operations [11]. The structuring element is 

usually small when compared with the image. In the case of digital images, simple structuring bina-

ry elements are used which includes crosses and squares. In binary images, bright pixels are given 

high grey values and dark pixels end up with low grey values. Object pixels [11, 12] take the grey 

value 1 and are displayed as black whereas background pixels take the value 0 and appear as white. 

This helps in enhancing the clarity of binary images.  

 The structuring element S is defined as follows to create a more intuitive effect: The structuring 

element can be placed anywhere in the image. If the structuring element hits the set, the origin of 

the structuring element is part of the dilated set.  

If the structuring element is not symmetrical, then the transpose of the element [12] is used in the 

procedure mentioned above. The transpose of the element is nothing but the structuring element 

mirrored in the origin:  

S = {s| (-s) ∈ S} 

Erosion ε(X) of a set X with structuring element S is given by the following formula  

ε(X) = {x|∀s ∈ S, x + s ∈ X} 

 Using the relation between sets and images, formulas for erosion ε and dilation δ of the digital 

image f can be calculated with the help of a structuring element S and the formula is given as:  

Sδ∗(f))(x) = max f(x − s) s∈S  

 Where x and s represent the vector quantities [12] for the image f. The negative sign in the defi-

nition of the dilation represents a counter-intuitive. To avoid this, an alternative is used as follows:  

(δ(f))(x) = max f(x + s) s∈S  

 Erosion ε can be computed for the image f at each pixel (x, y) by centering S at (x, y), and then 

taking the minimum of all pixels in f that are ‘hit’ by S. Dilation is also computed in the same way, 

except that the maximum is now considered instead of the minimum. During erosion and dilation 

padding of values with −∞ and ∞ is considered in order to process the image better.  

Figure 2: Input image and final output image of the segmented lung 

Conclusion. All current segmentation methods of the cardio-vascular system, though they 

segment images, some of them are very primitive, some cannot identify pathologies and the others 

are computationally very expensive to perform. When two or three of the above suggested methods 

are joined together and then carried out, they do provide better results but they are rather time con-

suming and also expensive.   
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 To segment the lung CT images more effectively, the image first undergoes canny edge detec-

tion in which it undergoes five separate processes of filtering to identify the edges of the lung image 

and to reduce obvious noise. This image is then passed through a median filter to identify the re-

maining unnecessary noise. The original CT image and the noise are subtracted from each other by 

comparing and removing matching pixels to provide a lung image with minimal or no noise. This is 

finally passed through an erosion filter so that remaining unwanted features are removed and only 

the visible segments of the lung are displayed.  

 In case of holes or abnormalities in the lungs, blob filtering should also be used with erosion 

filter to remove the abnormality and preserve the borders.  

 Works only on CT images where segments of the lungs are clearly seen by the human eye, oth-

erwise segments could be lost. 
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