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1 A bstract
We show how to  transform  a d-dimensional Euclidean p a th  integral in term s of two (Cartesian) fields to  a pa th  
integral in term s of polar field variables. F irst we present a conjecture th a t sta tes how th is transform ation 
should be done. Then we show th a t this conjecture is correct in the case of two toy models. F inally  the 
conjecture will be proven for a general Q F T  model w ith two fields.
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2 Introduction
Since Feynm an presented his path-in tegral form ulation of quantum  m echanics [1] there have been a lot of 
applications for th is formalism, bo th  in quantum  m echanics and in quantum  field theory. In the case of 
quantum  mechanics it is known how to  transform  a p a th  integral in term s of the  norm al (Cartesian) fields to  
a p a th  integral in term s of curvilinear fields. This is very convenient in calculations for models th a t possess 
a ro ta tional sym m etry. Such transform ations are worked in the case of quantum  mechanics by Edw ards et 
al. [2], Peak et al. [3], Lee [4], Bohm  et al. [5], G erry et al. [6], Grosche et al. [7] and K leinert [8].

Q uantum  m echanics corresponds m athem atically  to  one-dimensional quantum  field theory. This means 
th a t the  p a th  integral in term s of curvilinear fields is known for quantum  field theories in one dimension. 
For dimensions greater th an  one it is, up to  now, not known how the  p a th  integral can be transform ed into 
a p a th  integral in term s of curvilinear field variables.

In th is paper we will show how th is transform ation  can be perform ed, in the case of a d-dimensional 
Euclidean quantum  field theory  w ith two scalar fields.

The outline of this paper is as follows. F irst we shall discuss the  difficulties th a t  one encounters when 
try ing to  transform  to  polar field variables in a d-dimensional p a th  integral. Then we present a conjecture 
on how th is transform ation  should be done. We will verify this conjecture for two d-dimensional toy  models. 
After th is we will actually  prove the conjecture. F inally  we will specify our calculations to  the  one-dimensional 
case, to  make contact w ith the lite ra tu re  on one-dimensional p a th  integrals in term s of polar fields.

3 T he P ath  Integral
The generic form of a d-dimensional Euclidean p a th  integral P  in two scalar fields y 1 and y 2 is: 

P  =  J  V ^ { D ^ 2  y i (x(1)) • • • ^ i ( x (m)) ^2 (y (1)) • • • ^ 2 (y(n)) •

6XP( -  ̂/ d d 'X  (^ ('V 1̂')2 + + y ( ^ 1^ 2) ^  

Here x (i) and y (i) are d-dimensional vectors,

i  x 1

(1)

(2)

and is the d-dimensional vector

V  =

\  x d 

( d /d x 1 

V d /d x d

(3)

In (1) we have w ritten  the p a th  integral P  in continuum  form. We have to  realize th a t th is is ju s t a 
shorthand  notation , and the p a th  integral is only defined on the lattice. Therefore we should actually  read 
(1) as:

P M (A , N )
n - 1  \  r™ I n -1
n  d^1 iiv -id  / n  d^ 2 ii,...,

' - ™ \ii,...,id = 0 j  J - ™ \ii,...,id = 0

y 1 j11),...,j(1) ••• y 1 j'1m) ,...,j(m) y 2 fc11),...,fc(1) ••• y 2 fc1n),...,fc(n)

exp [ - - S (4)

Here we have in troduced a d-dim ensional lattice w ith N  points in each direction. We denote the lattice 
spacing by A. The length of the la ttice  is (N  — 1)A =  L  in each direction. The discrete coordinates i are

x
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related  to  the  continuum  coordinates x as:

j  - L / 2  +  A îi \

x =  . I , ¿ 1 , . . . ,  id =  0 , . . . ,  N  — 1 (5)

\  —L /2  +  A id /

Here we have chosen a specific correspondence between the continuum  and discrete coordinates. For details 
on th is correspondence see [4, 9]. W hich correspondence we pick does not m atte r as long as the poten tia l V 
contains no products of derivatives of the fields and the fields themselves. This is w hat we will assume in 
the rest of th is paper. The fields on the discrete la ttice  are denoted by:

¥>1 ii,...,id =  ^ i (x)
^2 ii,...,id =  ^ 2 (x) (6)

For these fields we shall assume periodic boundary  conditions in all directions. For the 1-direction this 
means:

^1 N,i2,...,id =  ^1 0,i2,...,id
^2 N,i2,...,id =  ^2 0,i2,...,id (7)

The discrete coordinates j (1) up to  j (m) and  k (1) up  to  k (n) correspond respectively to  the continuum  
coordinates x (1) up  to  x (m) and  y (1) up  to  y (n). The action S  in (4) is given by:

N- 1 / 1 1 2 
S  = A d ^ 2  ( 2 ^ 2  h + ~  ^1 + • • •  +

ii,...,id=0

1 J _ ,  _  x2

2 ^ 2  1^2 ¿i,...,id-i,id + l ^2 ii,---,id-i,id)

V (y1 ii,...,id , y2 ii ,...,id ̂  (8)

The function M  in (4) is a measure, which is quite un im portan t for our purposes. In Q F T  we are never 
in terested  in the p a th  integral itself, bu t ra th e r in the ra tio  of two p a th  integrals. In th is ra tio  the m easure 
M  always drops out. D etails about th is m easure can be found in [4, 9].

4 Polar Field Variables
W hen dealing w ith a norm al integral a common technique to  solve it is to  transform  to  a different in tegration  
variable. Since the p a th  integral (4) is merely a 2nd-dim ensional integral, one should also be able to  transform  
to  different integration  variables in this case. In particu lar one can transform  to  polar field variables, r  and
0, defined by:

¥>i(x) =  r(x ) cos 0(x)

^ 2(x) =  r(x ) sin 0(x) . (9)

It is th is transform ation  to  polar field variables th a t we shall s tudy  in th is paper. We wish to  emphasize 
here th a t  not the  space-tim e coordinates, bu t the  quantum  fields y>i and  >̂2 are transform ed to  polar fields 
r  and  0.

T he discreteness of the p a th  integral makes such a variable transform ation  very com plicated. Several 
difficult questions im m ediately pop up:
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1. In principle the whole p a th  integral is only defined on a lattice, so the transform ation  should also be 
done w ith the p a th  integral in discrete form. This m eans one cannot  sim ply let the  transform ation 
work on the continuum  action. Instead  one has to  w rite out the action in discrete form, as in (8), 
and only then  let the transform ation  work. After this one gets a com plicated action, w ith also term s 
proportional to  the  lattice spacing A. These term s cannot  be discarded, since one has to  perform  the 
p a th  in tegration first and then  take the continuum  lim it A  ^  ro . I t is no t obvious th a t the  term s 
proportional to  A  will not give a finite contribution in this continuum  limit. In fact, we will see th a t 
they  do give finite contributions to  G reen’s functions.

2. After the  transform ation  the dom ain of in tegration  is not (—ro, ro). For the  r-variables it is [0, ro), 
whereas for the  0-variables it is [—n, n]. How does one evaluate such a p a th  integral, especially because 
we can only com pute p a th  integrals w ith pertu rb a tio n  theory? To do p e rtu rba tion  theory  we have to  
be able to  identify a G aussian p art, and the fields in such a G aussian p a rt are always in tegrated  from 
—ro to  ro.

3. After the  transform ation  one gets a Jacobian, how does one deal w ith this? Since we can only do 
p e rtu rba tion  theory  we also have to  identify the  G aussian p a rt and the pertu rbative  p a rt of this 
Jacobian.

From  these questions it is clear th a t transform ing to  polar variables in a d-dimensional p a th  integral 
is very com plicated. For one-dimensional systems, i.e. quantum -m echanical system s, there is quite some 
lite ra tu re  on the transform ation  to  polar variables.

In his tex tbook [4] Lee derives the  quantum -m echanical p a th  integral in curvilinear coordinates in chapter 
19. The result (19.49) is a p a th  integral w ith a new action Leff, which is not  equal to  the action one would 
find by transform ing to  polar coordinates in the  continuum  action (in C artesian  coordinates).

Edw ards et al. [2] and Peak et al. [3] also transform  to  polar coordinates in the discrete quantum - 
mechanical p a th  integral. T hey find th a t term s of order A  or higher, which arise when transform ing to  polar 
coordinates in the discrete action (in C artesian  coordinates), cannot  all be neglected.

5 A C onjecture
From  the above it should be clear th a t transform ing a p a th  integral in term s of the  norm al (i.e. Cartesian) 
fields y>i and  >̂2 to  a p a th  integral in term s of polar fields is far from trivial. To be able to  do com putations 
a t all we will present a conjecture in th is section. In the  next sections we will then  try  to  make th is conjecture 
plausible by considering certain  toy  models where we can see th a t the  conjecture actually  works.

T he generic form of a d-dimensional Euclidean p a th  integral P  in two fields is given in (1). Very naively, 
one could hope th a t the  transform ation  to  polar variables works as:

Dy>i D^2
DO 

^ i (x) 
^ 2 (x) 

2

D r J J r ( x ) DO

—— 

—»

I  ddx  Q (V ^ i) 2 + \  (V ^ 2)2)  ƒ  ddx  Q (V r)2 +  ir2 ( W ) 2)

r(x ) cos O(x) 

r(x ) sin O(x) 
1 
2

j  ddxV(y>i,y>2 ) — j  ddx V (r cos O,r sin O) (10)

Here one has ju s t extended the integration  dom ains for r  and 0 to  (—ro, ro). In the  fourth line one has ju st 
transform ed the continuum  action to  an action in term s of polar fields, disregarding the fact th a t one should 
do this on the lattice, where the p a th  integral is defined.

To bring all these expressions in continuum  form we still have to  do som ething about the  Jacobian  factor

r(x ) (11)

O O O O

— O — O O
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since th is is still a la ttice  expression. We shall w rite th is Jacobian  as:

J JV (x )  =  P J e x p  ( — — (—Tilnr(x))
X X '

=  exp ^ - ^ ^ ( - f t l n r ( x ) ) j

-► exP J ddx  (—h \n r(x ))^ j

j  ddx (—h ln r(x ))— exp -
(2n)d

(12)

In a discrete space (i.e. finite A) it can easily be seen th a t the last step  is correct. Now we have also w ritten  
the Jacobian as a continuum  expression, which looks a lot like the  exponential of an action.

So, we m ight hope th a t the continuum  form of a p a th  integral in polar field variables is given by m aking 
the substitu tions

Dy>i / D^2 r O

¥>i(x) — 

¥>2(x) —

2

ƒ  ddx V ( ^ i , ^ 2 )

exp

r(x ) cos O(x) 

r(x ) sin O(x)
' 1

(2n)d
dd k j  ddx ( —h ln  r(x ))

ddx ( i  (V r)2 +  ^ r 2 ( W ) 2

j  ddx V (r cos O, r  sin O) (13)

in the p a th  integral in C artesian  form.
Now the conjecture we are going to  make is:

CO O CO CO
—»

O —O —O O
1

—»

--»

C o n je c tu re  I t  is correct to transform to polar variables naively, as in (13), provided one does the 
calculation in a d-dimensional way.

This seems a very strange conjecture, and w ith all the  rem arks we m ade it is hard  to  imagine how it can 
work. However in the  next two sections we shall dem onstrate  th a t indeed this conjecture is tru e  for two toy 
models. Also there we will dem onstrate w hat is m eant exactly  by ‘calculating in a d-dimensional w ay’.

6 T he Shifted Toy M odel
In this section we shall calculate several G reen’s functions in the so-called shifted toy  model. This model 
has an action

S  = J d dx  Q  ( V ^ ) 2 +  1 (V ^ 2)2 +  i m 2( ^  -  v f  +  i m V 2)  . (14)

This is ju s t the action of a free model w ith the y>i-field shifted, hence the name. We shifted th is field such 
th a t the m inim um  of the action is a t y>i =  v, ^>2 =  0, and not  a t r  =  0, because the transform ation  to  polar 
fields becomes singular a t th is point.

To prove th a t the  conjecture indeed works in the case of th is model we shall now calculate several G reen’s 
functions through the norm al, C artesian, p a th  integral and th rough the p a th  integral in term s of polar fields. 
Then we can com pare results.
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6.1 C artesian R esu lts
Because the shifted toy  model is ju s t a free theory  w ith one field shifted it is very easy to  obtain  the exact 
full  G reen’s functions. They are:

(^ i (x)) =  v 
(^ 2 (x)) =  0

< ^ ) ^ ) >  -  S  +
=  v2 +  h A m( i  — y)

ik-(x-y)
(y>2(x)y>2(y)) = — —7 d k

(2n)d J  k2 + m 2
=  h A m (x — y)

(^ i (x )^ 2 (y )) =  0 (15)

Here we wrote the results in term s of stan d ard  d-dimensional integrals, which are defined in appendix A .

6.2 Polar R esu lts

Now we perform  the  transform ation  to  polar fields in the p a th  integral:

" w(x)
¥>i(x) =  r(x ) cos

v
w(x)

v
y>2(x) =  r(x ) sin ------- (16)

Here we have used w (x )/v  instead of 0(x) to  have a new angular field-variable w ith also the dimensions of 
a field. This is purely a m a tte r of convenience.

To calculate the G reen’s functions th rough the p a th  integral in polar fields now we will use the conjecture. 
According to  th is conjecture, the  new action we have to  work w ith is:

S  = J  ddx  ( V r ( i ) ) 2 +  ^“ 2 r2 (x ) ( V w ( x ) ) 2 +  - m 2r 2(x) — m 2vr(x)  cos(w(x)/v)^j  . (17)

The m inim um  of the action is a t r(x ) =  v and w(x) =  0. Expanding around r(x ) =  v and writing

r(x ) =  v +  n(x) (18)

we get

S  = [  ddx ( l ~  (Viy(x))2 +  ^  (V m (i))2 +  - rj (x)  (V m (i) )2 +  —'̂ r f ( x )  ( V w ( x ) ) 2 +
2 2 v 2v2

m 2vr/(x) +  —m 2r/2(x) — rri2v 2 cos(w(x) /v )  — m 2vr](x) cos(w(x)/v)^j  .

(19)

Expanding also around w(x) =  0, i.e. expanding the cosine gives:

S  = [  ddx ( \  (Viy(x))2 +  ^  (V w (x))2 +  - rj (x)  ( V w ( x ) ) 2 +  —1̂ ry2(x) ( V w ( x ) ) 2 +
J \ 2  2 v 2v2

1 2 2/ \ 1 2 2 / \  m 2 4 m 2 2 m 2 4
- t o  ry (x) +  - t o  w (x) -  ^ ¡ ^ 2W (x ) +  i ^ rl\x )w \x ) ~  2^ p . rl\x )w  W  +

O (h 3H . (20)
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T he Jacobian gives, according to  the  conjecture:

exp —I  J  cldx  (— ft .In r(x ))^  ~  

exp ( - ¡ I  t . l ' J - h l n ( l  +  ^

(21)

The s tan d ard  integral I  is defined in appendix A .
Now can read off the  Feynm an rules from the action and the Jacobian, and the conjecture sta tes th a t we 

can calculate everything in the continuum , provided we do a d-dimensional calculation. The Feynm an rules 
are (up to  order h5/2):

k2 +  m 2

k2 +  m 2

k2

ki

2 m 2 
— ki • k2 -  —  
hv hv

^-ki • k2 hv2

2m 2

Tiv2

hv3

2

2m

(22)

Here all m om enta are counted as going into the vertex. W ith  these rules we can now com pute G reen’s 
functions up to  order h2.

7



F irst we will dem onstrate however w hat we m ean exactly  by ‘calculating in a d-dimensional w ay’. W hat 
we m ean can m ost easily be seen in the following ‘ d-dimensional calculation’ of a tadpole diagram .

1 6  1
2 m 2 (2n)

1 h2

2d hv hv hv hv

k2 +  m 2 /  12 +  m 2 (k — 1)2 +  i

2 m 2v3 (2n)2d
j , ? k <fi (—2k2 — m 2)(—2k - i — m 2)2

k2 +  m 2 /  12 +  m 2 (k — 1)2 +  :

m 2v3 (2n)2d j ddkdd  1 (—2 k ' ' — m2)2

Now use

1 h2 1
2 v3 (2n)2d l ^ 1 (—2 k - 1 —m2)2

k2 +  m 2 12 +  m 2 (k — 1)2 +  i
+

k2 +  m 2 /  12 +  m 2 (k — 1)2 +  ■

— 2k ■ 1 — m 2 =  [(k — 1)2 +  m 2] — [k2 +  m 2] — [i2 +  m 2]

Then the tadpole d iagram  becomes:

(23)

(24)

1
2v3m 2v3 (2n(2n) 2d ƒ  ddk dd1 (—2k -1 — m 2)

k2 +  m 2 12 +  m 2

1 h2 1

2
k2 +  m 2 (k — 1)2 +  m 2 +

2 v3 (2n) 2d ƒ  ddk d d 1 (—2k ■ 1 — m 2)

1 1 

1

(k2 +  m 2)2 12 +  m 2 k 2 +  m 2 12 +  m 2 (k — 1)2 +  m 2 

1

+

(k2 +  m 2)2 (k — 1)2 +  m 2 
h 2™29 h o h , , h m 2 , ,

---- r  /(O, m)" — 4 —¡5—r  /(O, m ) / ------- ^— 1(0, m )I(0 , m , 0 , m)
2 v3 m 2v3 “'3

(25)

In the above steps, and in all d-dimensional calculations, one essentially uses three rules: One w rites dot- 
p roducts from the vertices in term s of the denom inators of the propagators, to  let them  cancel as much as 
possible, one can shift all loop m om enta and one can set

ddk ki
k2 +  m 2

0 . (26)

Using these three rules is w hat we m ean by a ‘d-dimensional calculation’.
Notice th a t, for exam ple in dim ension one, where k 1 becomes a simple product, we could also have 

combined m om enta coming from different vertices and  let them  cancel denom inators. This simplifies the

2

2

2

1

2 1 11
2

2 1

1 11
2

21 1 1

2

1 1 1 1

1 1 1
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calculation of the  tadpole d iagram  considerably, however this is not  w hat we m ean by a ‘d-dimensional 
calculation’. The result in term s of stan d ard  integrals is also different. Even the num erical result is different 
because the diagram  contains a divergence, also in d =  1. (The divergence comes from I .) In order for the 
conjecture to  work we have to  perform  a d-dimensional calculation.

Now we com pute (y>i(x)), (̂ >2(x)), (< î (x)y>i(y)), (̂ >2(x)^>2(y)) and (y>i(x)y>2 (y)) via the  polar fields, up 
to  order h2. To do th is we first have to  express these G reen’s functions in term s of the  n- and  w -G reen’s- 
functions.

(y>i (x)} =  ((v +  n (x ))cos(w (x )/v ))

=  V  +  ( ? ? ( x ) )  -  ^ ( w 2 ( x ) )  -  ^ ( ? ? ( x ) « r ( x ) )  +  ^ 3  ( w 4 ( a ; ) )  +  0 ( h 3 )

(p 2 (x)) =  ((v +  n (x ))s in (w (x )/v ))

=  (w(x)} H— ( i j ( x ) iu(x) )  - 
v

( ^ i ( x ) ^ i  (y)) =  ((v +  n(x))(v  +  n (y ))co s(w (x )/v )co s(w (y )/v ))

(w(x)} + ^(if(x)to(x)) - ^ ( w 3(x)} - +C)(fr3)

(^ 2 (x )^ 2 (y ))

=  + 2n(?y(x)} + (?}(x)?j(y)) — (wr(x)}-- (?y(x)«r(x)} +
v

-^(??(x )«r(y )) - ^(??(y)w2(x)) + y ^ ( w 4(x)) + 

-~^{iu2(x)iu2(y)) - ^ (? ? (x )? ?(y)w2(x)) - ^ (? ? (x )? ?(y)w2(y)) + 

O (h 3)

=  ((v +  n(x))(v  +  n(y)) sin (w (x)/v) sin (w (y)/v))

=  (w (x )w (y ) )  +  -  ( i ] ( x )w (x )w (y ) )  +  -(??( y )w ( x )w ( y ) )  +  
v v

\ { i l ( x ) i i ( y ) i u ( x ) i u ( y ) )  -  - ^ (w 3(x)w(y)} - { iu(x) iu3 (y)) +
6v2 6v2

O (h 3)

(^ i (x )^ 2 (y )) ((v +  n(x))(v  +  n(y)) cos(w (x)/v) sin(w (y)/v)}
1 3

=  v{iu(y)) + (ii(x)iv(y)) + ('n(y)tv(y)) ~  (y)) +

- J “ (w 2(x)iv (y )} +  -  (v(x)v(y)w(y))  ~  TTo (il(x)u’3 (y)) +2v v ov2

- ^ 2  ( ?? ( y ) w 3 ( y ) )  ~  ■ ^ { i i { x ) w '1 { x ) w i y ) )  ~  ( v ( y ) ™ 2 ( x ) w ( y ) )  +

O (h 3) (27)

Notice th a t  in these formulas all G reen’s-functions are full  G reen’s functions, i.e. all G reen’s functions 
contain the connected and disconnected p art. We wish to  stress here th a t we cannot  replace all averages 
(...}  by connected averages (.. .}c on b o th  sides of the equality  sign in (27). Connected does not  m ean 
the same in the C artesian- and the polar-field formalism. In o ther words taking the connected p a rt and 
transform ing to  polar fields are two operations th a t do not  commute.

Now we com pute all the  n- and w -G reen’s-functions th a t we need, up to  order h2. All results will be 
expressed in the stan d ard  integrals from appendix A . From  the Feynm an rules we can im m ediately see th a t 
any G reen’s function w ith an odd num ber of w ’s is zero.

6 .2 .1  T h e  n -T a d p o le

Below we list all the diagram s contributing to  (n} =  (n} up to  order h2.

h 1 h
—  1 +  x -  1(0, m ) n 2v 2 v

9



1 h2 1 h2m 2
-------5- 1(0, in)2 H---------5— 1(0, in, 0 , in) 1(0, in)

2 v3 4 v3

2 9  h2
—4—¡5—̂  1(0, ni) I  +  7 7^  / ( 0 ,m ) “ +  m 2v3 2 v3 

h2m 2
3 I (0, m, 0, m) I (0, m)

h2 h2 
2—¡5- 5- / ( 0 , m) /  — 2—̂  / ( 0 , m )‘ m 2 v3 v3

2

'  / v 
I

1 h2 1 h2m 2
— — —t  1(0, ni)2 H---------5— I ( 0 , m , 0 , n i )  1(0, in)2 v3 4 v3

m 2v

3 h2
/(0 , m) / ------- 0  1(0, in)2 +

1 h2m 2
2 v

I (0, m, 0, m) I (0, m)

2

2 3m 2v3

32 v

1 h2
8 ^ / ( 0 ,...) -

I (0, m) I (28)

The com plete result for the n-tadpole is:

1 h . . 1 h2 n2
(»?) =  9 “  ^ m ) +  J (° ’ m )"- (29)

Notice th a t all the (badly divergent) I  -integrals from the Jacobian  have nicely cancelled against identical 
term s from w-loops.

2

2 3m 2v3
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6 .2 .2  T h e  n - P r o p a g a to r

Below we list the diagram s contribu ting  to  the  connected m om entum -space n-propagator (n (p )n (-p ))c•

p 2 +  m 2

h2 1 r h2 p 2 +  2m 2 . 1  h2 r . .
1 -  ^  +  o ~v2 (p2 +  m 2)2 2 v2 

h2m 2 1
 ̂ I?? i ’ m )

9v2 (p 2 +  m 2)2

n2 1
v 2 (p2 +  in2)2

n2 1
v2 (p2 +  m 2)2 

For the connected n-propagator we get:

(30)

h h 2 1 1 h 2
( v i i v v i - p j t c  =  -----Ô -----ô~ô-,-----ô J (0 ,m ) +  - — I ( 0 , m , p , i n )  (31)

p 2 +  m 2 v2 p 2 +  m 2 2 v2

Notice th a t  also here the  I  -integrals cancel.

6 .2 .3  T h e  w- P r o p a g a to r

For the  connected w -propagator (w(p)w( —p ))c we have the following contributions, up to  order h2.

(w (p )w (-p ))c =  +  +  V__y  +
2

+

h h 2
—------- ^ H----ô 1(0, in, p, in) (32)
p 2 +  m 2 v2

Notice th a t in none of the diagram s in the  connected w -propagator a (badly divergent) I  -integral occurs.
T he higher-point n- and w -G reen’s-functions up to  order h2 are easy to  calculate, for exam ple (n(pi)W (p2)w(p3 ))c 

is ju s t one tree diagram .
Knowing the n- and w -G reen’s-functions in m om entum  space we can easily w rite down the configuration 

space G reen’s functions needed in (27), up to  order h2. For details on this calculation we refer to  one of the 
a u th o r’s PhD -thesis [10] (chapter 8). F inally substitu ting  all the  results in (27) gives us:

(^ i (x)) =  v 
= 0(^ 2 (x)

(^ i (xV i (y)
(^ 2 (x)^ 2 (y )

(^ i (x )^ 2 (y)

=  v2 +  h A m (x -  y)

=  h A m (x  -  y)

=  0 (33)

These are indeed the correct results for the  G reen’s functions. So the conjecture is verified for several G reen’s 
functions in the shifted toy  model up to  order h2.

11



7 T he A rctangent Toy M odel
As another illustration  of the  conjecture we now consider the arctangent toy  model. The action of th is model 
is:

* “ ƒ *  +  \ {X,'f2)2 +  17‘ {A  + 1,2)2 +  2 (rf + yg) " Cta”2 ( j l ) )  (34)
This action has a single m inim um  at

¥>i =  v , ^ 2  = 0  . (35)

We w ant to  stress th a t th is model is not a t all a physical model. The action has an infinite num ber 
of vertices (by expanding the arctangent), which m eans this model is not  renorm alizable. We ju s t w ant to  
use th is model as a toy  model to  test the  conjecture. Especially because it is no t renorm alizable, so no big 
cancellations can be expected to  occur, the  arctangent toy  model is a very good test of the conjecture.

7.1 C artesian R esu lts

To find the C artesian  G reen’s functions we expand the action around the m inim um  (35):

£ i  (x) =  v +  ni (x) , £ 2  (x) =  n2 (x) . (36)

Notice th a t also the  arctangent in the action has to  be expanded, this te rm  will give an infinite num ber of 
vertices. Up to  order h5/2 the  Feynm an rules are:

k2 +  M2 

h
k2 +  m 2

—

—

1 6m 2
<—> ----------

h v

1 2m 2
<—> —

h v

1 6m 2
h v2

1 22m 2
2v

12



1 120m2 ^^  ~ T -----3 (37)h v3

Here the  solid lines indicate the ni-particle, the dashed lines indicate the  n2-particle and ^  is given by 
ytt =  \ f2ni.  W ith  these Feynm an rules we can now com pute some G reen’s functions up to  order fi2. We shall 
not present all d iagram s here, since th is C artesian  calculation is straightforw ard and quite lengthy.

(£ i (x)) =  v +  (n i (x))
3 h . 1 h

=  -  X -  +  9 -  1(0, m)  +2 v 2 v
9  h 2 n2 85 h2 n2 99 h2 N

- - — 1 (0 , f.lY -  —  —  1 (0 , to )2 + - 7- —  1 (0 , (J>)I(0 , m) +
8 v3 8 v3 4 v3

2 2 2 2 h h 
—9— ^— 1(0, n, 0 , ytt)/(0 , ytt) +  4 — ^— 1(0, m , 0 , m )I(0 , to) +  v3 v3

2 2 2 2 h Tm h Tm
21— o— 7(0, /x, 0, /x)7(0, m) — 7— -— 7(0, ra, 0, ra)7(0, /x) +v3 v3

-j-2 4 * 2 4 *2 4_ S_ro_
q °  o umm i ^ q iv3 v3 v3

2 2 2 2h m 2 h m 2
3 o i'U M  11 o D mrnn v3 v3

(£ 2 (x)) =  (n2 (x)) =  o 

(£ i (x )£ i  (y )) =  v2 +  2v(n i (x)) +  (ni (x)ni (y ))
=  v2 — 3h I (0, ^ ) +  h I (0, m) +  h A M(x — y) +

h2 h2 h2m 2 
—21—̂  7(0, m )2 +  48—̂  7(0, /x)7(0, ra) — 18— =— 7(0, /x, 0, /x)7(0, /x) +  v2 v2 v2 

h2m 2 h2m 2 
8— ^— 7(0, ra, 0, m )7(0, m) +  42— ^— 7(0, /x, 0, /x)7(0, m) +  v2 v2

2 2 2 4 2 4 h m 2 h m 4 h m 4
—14— «— 7(0, m, 0, m )7(0, /x) — 54— r— — 6— r— +v2 v2 v2

2 4 2 2 2 2 h m 4 h m 2 h m 2
4 ^  ^  ^^fififj, 22 7^rnmfx 

h 2m 2 h 2m 2
6-— ^— /(0 , M)C V (X -  y) -  14— 1̂— 7(0, to)Cmm(x -  y) +  v2 v2 

h2m 4 , h2m 4
18 o ?/) H"~ 2 ~ 7>¡¿rnrnKpC 2/)v2 v2 

(£ 2 ( x ) £ 2  (y )) =  (n2 (x)n2 (y ))
=  h A m (x — y) +

2 2 2 2 h m 2 h m 2
— 14---- 2—  -̂ "(0 ? ^ )C m m {x  — y )  +  8---- 2—  m )C'rnrn{x  — 2/) +v2 v2 

2 4 h m 4
4 — B m m ^ X  -  y )v2

(£ i ( x ) £ 2  (y )) =  v(n2 (y )) +  (n i (x)n2 (y )) = 0 (38)

13



7.2 Polar R esu lts
According to  the conjecture we can ju s t transform  the continuum  action (34) to  an action in term s of the 
polar field variables to  ob tain  the Feynm an rules for the  polar calculation. So the action becomes:

S  = J  ddx  Q  (V r ) 2 +  ~  (V to f  +  ^ ( r 2 -  v 2)2 +  (39)

This can be expanded around r  =  v again. Defining

r(x ) =  v +  n(x) , (40)

we find the following Feynm an rules for the  n- and  w-field (up to  order h5/2). The vertices from the Jacobian 
are exactly  the  same as in the shifted toy model.

k 2 +  M2 

h
k 2 +  m 2

—

—

2

4 ^v3 (41)

Here the  solid lines denote the  /7-field, the dashed lines denote the w-field and all m om enta are counted into 
the vertex. Also we have defined /x =  \/2m , as in the C artesian  calculation.
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Now we can again com pute the n- and  w -G reen’s-functions up to  order h 2.

7 .2 .1  T h e  n -T a d p o le

For the n-tadpole we find the following result, up to  order h 2 . For a more detailed calculation we refer to  
[10].

(n) +

+

+

+

+

+

+

+

+

+

+

3 h h
0,A‘) +  -  1(0, m)  2 v v

9h 45 h
— r  1(0, n Y ------— t  1(0, m Y  +  2 6 ^ -  1(0, fi)I(0, in)

8 v  
h2 2

4 v
h2 2h m~

—9— 5— 1(0, n,  0, ytt)/(0, ytt) +  8— ^— 1(0, in, 0, in ) I (0, in)v3
h2m 2

+ 2 1 — r— 1(0, fj,, 0, fj,)l(0, in) — 14

-2 7 -

v3 v 
h2m 4 h 2m 4 h m 

' +  4— —  B.

S2m 2
„3 I (0, m, 0, m )1 (0, ^)

3 R — 3- 3 Bimini
h2 4

v3 v
2 2 2 2h m 2 h m 2

+ 3 — g— — 12— o— D.

v3

v3 v3

Notice th a t, as in the shifted toy model, also here the badly  divergent I  -integrals cancel.

(42)

7 .2 .2  T h e  n -P ro p a g a to r

The m om entum -space n-propagator is:

(n(p )n (— p ))c + + +

15
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*  *  •  +

h h2m 2 1 h2m 2 1
Ô | *7 9  Ô 7 9 I 'ïÿ) -̂ (̂ 7 AA) 14  ̂  ̂  ̂ 9^9 (0 , f??) +  p 2 +  m2 v2 (p2 +  M2)2 v2 (p2 +  M2)2
h2 1 h2m 4 1

---- 9 — '— ô 7(0, m) +  18— ^  I  (0,fj,,p,fj,) +
v2 p 2 +  m2 v2 (p2 +  m2)2

h2 m 4 1 h2 m 2 1
2— ------ ST77 J (0, m, p, m) +  2— -̂---- -̂----- r- 7(0, m ,p , m) +

v2 (p2 +  m2)2 v2 p 2 +  m2
1 h 2
----~ l ( 0 , m , p , m )  (43)
2 v2

7 .2 .3  T h e  w -P ro p a g a to r

The w -propagator up to  order h is:

(w(p ) w ( - p )}c = + +
2

+

p 2 +  m 2 
2 2  h m 2 

-1 4 -

+  8 -
h2m 2

r, . r, r , . r ,  7(0, /??' ) 3 9  9  9  I (  0, /?? ) +  
v2 (p2 +  m 2)2 v2 p 2 +  m 2

(p2 +  m 2)2
I (0, m) +  5

1

- 4 -
2 2  h m 2 1

p 2 +  m 2
I (0, M,p, m) +  4

v2 p 2 +  m 2 

h2m 4 1

ƒ (0, fi) +  —  1(0, fi, p, m)

(p2 +  m 2)2
I (0, M,p, m) (44)

The higher-point G reen’s functions are easily calculated up to  order h , they  contain a t m ost tree dia
grams.

To com pute the  C artesian  ^ i-  and ^ - G r e e n ’s-functions we can again use the expansions (27), since these 
expansions are model independent. F irst we have to  find the configuration-space n- and w -G reen’s functions 
from the m om entum -space G reen’s functions above. Then these results can be substitu ted  in (27). Doing 
th is one finds again the results (38). So also in case of the  arctangent toy  model the conjecture is verified 
for several G reen’s functions up to  order h 2. For a more detailed calculation we refer to  [10] again.

2

2 21
v

2 2v v

8 P roof of the Conjecture
In the last two sections evidence for the  tru th  of the conjecture has accum ulated. In this section we shall 
prove th is conjecture for a general model in d space-tim e dimensions.

O ur proof will be based on the fact th a t the transform ation  to  polar field variables actually  has to  be 
perform ed in the  p a th  integral on the lattice, i.e. in (4). After transform ing to  polar fields one gets a p a th
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integral in term s of polar fields form ulated on a lattice. This p a th  integral gives a (com plicated) set of 
Feynm an rules, and diagram s actually  have to  be calculated w ith space-tim e still discrete. Only in the end 
result for the G reen’s function one should then  take the continuum  lim it, i.e. A  ^  0.

Now a d-dimensional continuum  calculation is correct if one can see th a t all the  steps one perform s there 
to  calculate a d iagram  correspond to  a sim ilar step  in a discrete calculation. In a d-dimensional continuum  
calculation one perform s the following three steps when calculating any diagram :

1. One w rites m om entum -dependent factors from the vertices in term s of the  denom inators of propagators, 
such th a t one can let them  cancel. For example:

k • I =  ^ ((k  + I)2 +  to2) -  ^ ( k 2 +  to 2) -  ^ ( /2 +  to2) +  ~ to 2 . (45)

2. One shifts m om enta, for example:

t 2 + ” ' 2 2 =  ƒ .  (46)
(k +  l)2 +  m 2 J  k2 +  '

3. W hen there is m om entum  dependence left in the num erator, which cannot cancel anything in the 
denom inator anymore, one uses

I  ddk t A l~  =  0 • (47)J  fc2 +  TO2
For example:

Id, I ,d, (k -  1) +  mddk / dd1
(k2 +  m 2)(12 +  m 2) 

ddk / ddld ,  / ^  (k2 +  m 2) +  (12 +  m 2) -  m 2
(k2 +  m 2)(12 +  m 2

= [  ddk [  ddl ( -T—-— -  +  1 -  — ------- ------------- - )  (48)
J  J  \1 2 +  m 2 k2 +  m 2 (k2 +  m 2)(12 +  m 2) J

If we can somehow see th a t these steps are also valid in a discrete calculation, then  we have proven the 
conjecture. For then  we know th a t every operation  one perform s in the  d-dimensional continuum  calculation 
corresponds to  a valid operation  in a discrete calculation, even though one w rites down these steps in a 
continuum  formalism.

T he first step  is to  transform  the discrete action (8) to  polar field variables. The transform ation  goes as 
follows:

(  ,...,id 
P i  =  r h  ,---,id cos ((  v

<P2 i lt...,id = n u ...tid sin ) (49)

To keep things readable we define the shorthand  notations:

i =  ¿1, . . . , id

( A (r *l + l.*2,■ ■■¿d _  ril,i
V n u ..,id = (50)

V A id-1,id+1 ril,
The action becomes:

N -1

S =  A d J 2  ( ^ V r i)2 +  ^ r *2 ( ( 1 “ cos^ ~ ) +  • • • + ( 1 “ cos~ f ^ ) )  +
1̂ ?... ?id = 0 \

1 V7 f-> AV i W i \  I  f  A V d W i \—rjV iT j I 1 -  c o s ---- - ---- J + . . . +  - ^ n V dri I 1 -  c o s ----- - ---- J +

(  w  ■ w  n  /c-,\V c o s— , ri s m — j  I (51)

id-i ,id
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Now we will substitu te  the series expansion for the cosines in the first two lines. Also we will assume 
th a t the  poten tia l is such th a t the m inim um  of the  com plete action is a t r  =  v, where v is some nonzero 
constant (the same v th a t divides w in the cosine). This assum ption is necessary to  avoid difficulties w ith 
the singularity  a t r  =  0 in the  transform ation  (49). Because the m inim um  of the action is a t r  =  v we also 
express the  action in term s of n, which denotes the deviation from v:

ri =  v +  ni . (52)

The final form of the  discrete action is:

N— 1

S =  A d J 2  U  {Vr]i)2 +  2 (VWi)
ii,...,id = 0 V

_ (_i)n  a 2 n -2 , x
“  2 1 3  (2n)l ( m  (V lW i)2” + ■■■+** (V dWi)2” )

n=1 ' '*

(_1)n /\2n—2 , .
-  E  (J ,  , » - }  ( w ™ )  < W  + • ■ ■ +  (V m ) < W )

n=1 ' '
( _ i ) n  A 2n-2 7 x

" E L ;  v2n-2  (V ^ ) 2” +  -  +  1? ( W " )

(_i)n  a 2 n -2 . .
“  E (V i wi)2” + --- + TH (Vdi?i) (VdWi)2” )(2n)! v2n—2

+  V f(w +  rji) cos — , (w +  rji) sin — ) ] (53)
v v

N ote th a t  th is expression is still exact, as long as we keep all the  term s in the sums coming from the 
expansion of the cosines. O ur com plete discrete p a th  integral P  (defined in (1)), form ulated in term s of the 
polar fields, now looks like:

/ N—1 \  f-vn f N — 1 \  /  i \
p  = J  i n  +  Vi)dVij J  i n  dwi j  O  exp y ~ ^ S J  > (54)

where the action S  is given by (53) and O is the  product of the  ^ 1- and >̂2-fields:

^  / \ wj(1) / X w j(m) . w k(1) . w k(n)
u  =  I v +  n,-(i) I c o s -------•• • (« +  ) cos —----- • (v +  nfc(i)) s in -------- •••(« +  riun) ) s in --------  . (55)

v v v v

T he product
N — 1 N—1
f | ( v  +  ni) =  n  ri (56)
i=0 i=0

is the  Jacobian  from the transform ation  to  polar fields. This Jacobian  factor can be recast in the following 
form:

( n (v +  n o j  = ex^ E ln(v +  n i ^  (57)

Also the dom ain of integration  for the w-fields can be extended from [—vn, vn] to  (—ro, to), because the 
whole in tegrand is periodic in the w-fields. Finally  we can also extend the lower in tegration boundary  for 
the  n-fields from —v to  —ro, this shift will only have non-perturbative effects.

OO
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So we have brought our p a th  integral to  the  form

, to ( n — 1 \  ( n  — 1 \  /  1 n —1 \
P  = J  i dii i j  J  i d w i j  O exp i - - S  +  ^  ln(i> +  m ) ]  . (58)

This is a norm al p a th  integral on a lattice, in the sense th a t it has the  same form of a p a th  integral in term s 
of C artesian  fields. Such a p a th  integral we can calculate in the  ord inary  way, w ith p e rtu rba tion  theory. The 
action of th is p a th  integral does have an infinite num ber of vertices however, because the discrete action (53) 
has an infinite num ber of in teraction  term s and also because the expansion of the logarithm  coming from 
the Jacobian  has an infinite num ber of term s. B u t it is still an exact  expression, because we keep all term s.

Now we have to  w rite down the (discrete) Feynm an rules for the  action we have found. To w rite down 
the m om entum -space Feynm an rules we m ust first transform  the configuration-space fields n and  w to 
m om entum -space fields n and w. In the continuum  such a transform ation  is given by:

« * )  =  ƒ  e“ -  , (59)

and similar for the w-field. The discrete analogue of th is formula is:

N —1N 1 ( 2ni \
Vk1,...,kd =  A d ??*!,.,.,jd exp ( —— (A’i(A *i — L / 2 )  +  . . .  +  k d( A i d — L/2 ) )  J , (60)

ii,...,id=0 ^ '

where we have used th a t the  continuous m om entum  is related  to  the discrete m om entum  as

2nkdiscr (a-W 
«cont — ---- ^ ----  • (61)

The inverse transform ation  of (60) is

1 N/2 —1 , ,
= - j j  f)k1,...,kd exp f (k1( A i 1 -  L / 2 )  + . . .  + k d( A i d -  L / 2 ) )  j  , (62)

ki,...,kd = — N/2 ^ '

and sim ilar for the w-field. To see th a t th is is indeed the inverse transform ation  of (60) one can use the 
identity

1 N—1 ( 2ni \
^  exp i ^  (k l i i  k did) J Sk1 jO mod N ' ' ' ^kd,0 mod N • (63)

ii,...,id=0 ^ '

From  the relation (61) we can see th a t  when we take L  ^  to  the  m om enta become a continuous set. 
Their dom ain is still finite however. Because the discrete m om enta are between —N /2  and N /2  — 1, the 
continuous m om enta are in the  dom ain

fccont G • (64)

The finiteness of th is dom ain reflects the discreteness of space-tim e. From  now on we shall understand  th a t 
we have taken  the lim it L ^  to, such th a t all sums over m om enta become integrals. B ut of course A  is still 
finite.

By using (62), in the  lim it L ^  to , we can now express the discrete action (53) in term s of the  m om entum - 
space fields fj and w. From  this action one can then  read of the discrete, m om entum -space Feynm an rules. 
Notice th a t we did not specify the poten tia l V , so we will not include the Feynm an rules coming from this 
p a rt of the action. This poten tia l V will also determ ine the masses for the  n- and w-field. We shall keep 
these masses general, the upcom ing proof for the conjecture will not depend on the explicit form of the 
poten tia l V and  the masses. In the Feynm an rules below we will neither include the Feynm an rules from the 
Jacobian, the proof of the  conjecture will also not depend on the  exact form of these vertices.

T he discrete, m om entum -space Feynm an rules are then:

M  -  -A  cos A k i  -  . . .  -  -A  COS A kd + mA2 A2 A2
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-  ¿2  COS Afci -  . . .  -  XT cos Akd + mA2

k (l)

k (2)
1 1

Tiv A 2
(e-iApl + e -iAkl1̂  A  / ^ A ^  _  l

+  . . .  +

(e-iApd + -iAk (l)
d l -iAk (S) , d l

k (l)

( - 1)" 1
Tw2" “ 1 A 2

(e-iApl + -iAk (l)
l l -iAk (Sn)

l

k (2n) +  . . .  +

(e-iApd + iAk (l)
d l e-iA kd(Sn)

l

1 1
?w2 A 2

(e-iApl +  e-iAq0  ( e-iA kl

+  . . .  +

(l)
l -  iA k(S)

l

(e -iApd +  e -iAqd) ( e-iA kdl) -  1^ ( e-iA kdS) -  1

k (2n)

( - 1)" 1
h v 2n A 2

(e-iApl +  e -iAql

+  . . .  +

-iAk(l)
l l -iAk(Sn)

l

( e -iApd +  e-iAqd) fe -iA kdl) -  1 -iAk(Sn)
l

k(l)

k(2)

k(3)

k (4)

-iAk (l)
l -iA kl4) l

+  . . .  +

-iAk(l)
d l -  iA kd(4) l

p

p

e

2G



k (1)

k (2n)

( - 1)" 1
flv 2n-2 ¿^2

—iAk(i)
i 1

+  . . .  +

-iA  k(2n)
i 1

-iA k(i) e-iAkd 1 e -Akd2n^  1

.. (65)

Here all the  (continuum ) m om enta are counted incoming. Together w ith these Feynm an rules for the 
p ropagator and the vertices we have the rule th a t every in ternal m om entum  should be in tegrated  over from 
—n /A  to  n /A .

Now all these vertices can be w ritten  in a more convenient form. B y combining all the complex exponen
tials (i.e. w riting out all products) and using m om entum  conservation a t the  vertex one will notice th a t for 
each exponential also its complex conjugate occurs. They can be combined into a cosine, the  same cosine 
th a t occurs in the  discrete propagator. In th is way we can w rite the  vertex expressions above in term s of 
the  denom inator of the propagator. As a shorthand  no tation  we denote the  denom inators by n k and  n k:

nk

nk

2d
A 2
2d
A 2

2 2n&1
A 2 COS ~ N ~
2 2n&1

A 2 COS ~ N ~

2 2nkd 2

A 2 cos ~ n ~  +
2nk,2

A 2 COS ~ N
d . 2

+ (66)

To w rite the vertices into th is more convenient form we also have to  define an operator P . We denote the 
set consisting of the  j th com ponents of the m om enta k (1), . . . ,  k (2n) by {k j}:

{ k j } ^ { k ( 1),k (2), . . . , k ( 2n)} . (67)

Then the operator P i working on {k j} re tu rns the sum  of i m om enta chosen from the set {k j}. There are 
(2i” ) ways to  choose i m om enta from a set of 2n m om enta, so there are also (2i” ) different operators P i . For 
example:

P2{k j} =  j  +  k(2) . (68)j  1

W ith  these notations we can w rite the  vertex expressions as follows.

k (1)

k(2)
S

k (1)
/

\

k(2n)

<-»■ —  —  ( n fc(i )  +  n fc(2) -  T i p  -  2 m rw  +  m ~ )

( —1)n I _
h v 2 n - l  ( “  ^  +  E n p i i fcl  +  E I1i’+ 'Pi i fcl  +

V Pi Pi

— X /  n P2{k} — X /  n P+P2{k} +  . . .  +
P2 P2

( — 1)n E  n Pn-i{k} +  (— 1)n X̂  n P+Pn-i{k} +

P

P

21



k (l)

k(2)
\

k (l)
/

\

k (2n)

k (l)v V /  "  k (3)
\  /

k (2)z '  "  X "  V k (4)
/  \

k (l)
/  ///

<
\

\

k(2n)

- ( - i ) n+1 E n p ->{fc} +  ~ ( - i ) n+1 y ^ n p+Pn| fc) +cr  ' ^  Pn{k} 2Pn Pn

22 n - lmW -  (1 -  22n-1) m^

^  — —  n . p  —  n 0 +

hv2

1„  1 „  1„  1
~ n p+fc(i) +  ^ n P+fc(2) +  ^nq+fc«1) +  ^nq+fc«2) +

-  2mW +  2mn

(—l)n ( -
ñ 2n ( -  n P -  n 9 + ' 5 2 U P+Pi{k}  +  ^ 2 U q+P l{k}  +

V Pl Pl

-  E  n p+P2{k} -  E  n q+P2{k} +  . . .  +
P2 P2

( — l)n  X /  n P+Pn-l{k} +  ( — l)n  E  n q+Pn-l{k} +
n

Pn-1

- ( - i ) n+1^ n p+Pi]{fc} +  - ( - i )n+1 X ^ n 9+p„{fc} +
2 '  ^  p+ Pn {k} 2Pn Pn

-  22 n - lmW +  22 n - lmn

^  9  n fc(2 ) +  n fc(3) +  n fc(4)  +

_ ^ñfc(i)+fc(2) -  -ñfcíD+fcO) -  - n fc(i)+fc(4) +

l  -  l  -  l  -  2 2 
_  ^ n fc(2 ) + f c ( 3) -  - n fc(2 ) + f c ( 4) -  - n fc(3 ) + f c ( 4) -  4 m r w  +  3

(_l)n  /
^  fo,2n- 2 I E ^ W  “  E ^ W  +  ' ' ' +

V Pl P2

( - i ) n E  n p.-i{fc} +  9 ( - ! ) n+1 E n ^ m
Pn-l
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-  22n-2mW -  (1 -  22” - 2 )

Notice th a t the bars are always placed on the term s containing an operator Pj w ith i even. For the sake 
of the  argum ent it is convenient to  place these bars in this way. W hether or not a bar is placed on the last 
term , w ith P n , thus depends on n, w hether n  is even or odd. Above the bars are placed as if n  were even, 
b u t it should be clear how they  should be placed when n  is odd.

Now notice th a t  these vertex rules look identical to  the rules one would use when doing a d-dimensional 
continuum  calculation. For example, in the  continuum  the 3-vertex would be:

v k (1) 2
-------- < <-► — A-(1) • A-(2) (70)

k(2)
\

To simplify the do t-product in a d-dimensional calculation one would w rite it as

¡S*"’ -*®’ = - is (  ((*“ ’) ' +"^ ) + ((* * ) ' + " 0  +

: (69)

- ^  (k (1) +  k (2))  +  m ^  -  2mW +  m ^ (71)

which corresponds exactly  to  the  discrete vertex expression given in (69) for the  3-vertex. So when one uses 
the  continuum  rules to  rew rite do t-products of m om enta, as in the 3-vertex example above, one is actually  
doing a correct calculation, although one is doing a continuum  calculation.

A nother rule th a t one uses in a continuum  calculation is th a t it is allowed to  shift the loop m om enta. 
Also in a discrete calculation th is is allowed, because of the periodicity of the discrete propagators and vertex 
expressions.

W hat then  goes wrong in a continuum  calculation? There is one more rule th a t one uses in a continuum  
calculation th a t we have not m entioned up to  now. This rule is:

T r f = ° '  (72)

This rule, however, is not  correct in a discrete calculation. For example, in dimension 1, we have to  realize 
th a t by k and  k2 +  m 2 we actually  mean:

A- <-► — (e- iAfc -  1)

0 0 2 2 0 
kr +  m 2 ■<-*■ —7T — —7T cos(A k) +  m 2 (73)

A 2 A 2

So by the integral above we actually  mean:

1 (■ i. i /•*■/A _i_ i - i Afc _  1 \
—  dk  ,  ' ,  ^  —  dk - — ^ 4 -------------- ------- =  — i + 0 { A) (74)27r J  k- +  m - 2tt J ^ / a  ^ 2 - ^ 2  cos(Ak) + m- 2

This shows th a t the rule (72) is not  the  correct one to  use. The only instances th a t one would use the rule 
(72) is when a n  (or n  ) is left in the num erator, and cannot  cancel anything in the denom inator anymore.

Below we shall show th a t all such term s, where a n  (or n )  rem ains in the num erator, cancel when one 
adds all d iagram s for a certain  G reen’s function. To this end it is convenient to  split up the vertices in (69) 
as follows:

k (1)

k (2n)

hv2n-1
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- ( - i ) n+1 E n P+p„{fc} +  ~ ( - i ) n+1 y^ n< ?+Pn| fc)

k(2n)

( - 1)’
hv271

( - 2 2n-1mW +  22n-1m2)

— k (1)
/

( - l ) n
< .  ~  h ^ Uk(1)

S
S

k (2n)

k (1)
/

( - 1)”
< *  ~  ^ - 2̂ 2n fc<2’’)

S
s
k (2n)

'■ " 'V  k (1)
/

( —1)n ^  - 
~  ^ - 2 ^ 2  ( - E n ^ m  +  --- +

\  P2
\

____ k(2n) _ 1 _ _ N
( - i ) n E  n p.-i{fc} +  -  ( - i )n+1 y ^ n Pn| fc|

Pn-1 Pn /

'■ " 'V  k (1)
/

< '  ^  ¿ S  ( - 22" - 2^  -  (1 -  22- 2) m 2)
\

\

k (2n)

(75)

Having w ritten  the vertices in this form it is clear where the problem  term s in a certain  d iagram  come 
from. They come from a vertex w ith a dot in the center or two vertices connected by a line w ith two dots. 
T h a t a do tted  vertex is a source can im m ediately be seen from the  vertex expressions above. A line w ith 
two dots and m om entum  k flowing through  it gets two n k’s in the  num erator, from the vertices, and only 
one n k in the  denom inator, from the propagator.

It is now easy to  derive the following recursion relation, valid for n  >  2:

2n — 2 + 2n — 4 +  . . .  +

( n) ;2n — e(n) +
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-------> • -* < 2n — 3 + 2n — 5 +  . . .  +

2n — e(n) — 1 ! e(n) +  1 +

2n = 0  (76)

In these diagram s it is understood  th a t the outgoing legs should be connected in all possible ways. e(n) Is 
defined as:

n  if n  is even
e(n) =  < • aa (77)[ n  — 1 if n  is odd v '

Notice th a t the th ird  and fourth line in the  recursion relation above are not there when n  =  2, these diagram s 
sim ply do not exist.

We also have the  following two recursion relations:

In th is recursion relation n  >  2.
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In th is recursion relation n  >  1. The first two lines are not there when n  = 1 .
W ith  these recursion relations it is easy to  see th a t  the problem  term s always cancel in the com plete set 

of diagram s for a certain  G reen’s function. If somewhere in a d iagram  an in ternal line w ith two dots occurs, 
then  a t this same point in the  d iagram  also the d o tted  vertex can occur. These diagram s then  sum  up to  
zero.

So finally we have proven th a t the problem  term s cancel in the com plete set of diagram s for a certain  
G reen’s function. If they  cancel out anyway it is also correct to  tre a t these problem  term s like one would in 
the continuum . Of course one makes a m istake for each problem  term , bu t these m istakes cancel out again 
in the  com plete set of diagram s. So there is nothing wrong w ith taking the continuum  lim it right from the 
s ta r t and doing a d-dimensional continuum  calculation.

Notice th a t  it is no problem  to  add the vertices coming from the po ten tia l V and the Jacobian to  this 
argum ent. These vertices give no problem  term s themselves. They can be combined w ith the do tted  vertices, 
b u t the problem  term s always come from a clear, separated p a rt of the  diagram , either two vertices connected 
by a line w ith two dots, or a d o tted  vertex.

Now we know it is correct to  take the continuum  lim it A  ^  0 straightaw ay in the discrete Feynm an rules 
(69). If we do th is it is easy to  see th a t only the nww- and nnww-vertex do not vanish. All the o ther vertices 
go to  zero, as can be seen from their expressions in (69), bu t also, and much quicker, from (65), because 
they  all have one or more factors of A  in front when the exponentials are expanded.
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So, finally we are left w ith the Feynm an rules:

k1

k2 
\

k1

k2 
\

plus the Feynm an rules coming from the poten tia l V and  the Jacobian. These are exactly  the Feynm an rules 
th a t one would have read off from the continuum  action:

S  = [  cldx  (  -  (V?’)2 +  -  (V ui)2 -|— ?7 (V w )2 +  — y»y2 (V w )2 +  V f r  cos —, r s in  —) ]
J \ 2  2 v 2v2 V v v ) J

= [  ddx  ( — (V?’)" +  ^ (Vw)" +  U f/’cos —, r s in  — ̂  (81)2 2 v 2 v v

R ecapitu lating the proof, we have done the following. The basis of our proof is the discrete p a th  integral 
in term s of the  C artesian  fields ^ 1 and >̂2. In th is p a th  integral on the la ttice  it is com pletely legitim ate 
to  transform  to  polar fields. After this transform ation  we get a very big, com plicated action. Looking at 
the discrete vertex expressions we find how we can simplify these expressions, and how we can let them  
cancel against propagators in a certain  diagram . We notice th a t these rules are exactly the same as in a 
d-dimensional continuum  calculation. All the rules th a t we would use in a continuum  calculation appear to  
be valid in a calculation on the lattice as well, except for one: rule (72). The term s where we would need 
to  use th is rule can then  be shown to  cancel in the  com plete set of diagram s, by using the three recursion 
relations. So by using the incorrect rule (72) we actually  make a m istake, bu t all these m istakes cancel in 
the  complete set of diagram s. Thus we know th a t  all the rules th a t we use in d-dimensional continuum  
calculation are also valid in a correct, discrete calculation. This m eans we m ight as well take the continuum  
lim it d irectly  in the  discrete Feynm an rules (65). Then these Feynm an rules simplify to  (80), and we have 
proven th a t a d-dimensional continuum  calculation w ith the action (81) is correct.

8.1 A n E xam ple
To see explicitly how the m echanism  described in the  previous section works we consider an example. Con
sider the 1-loop n-propagator. There are two types of diagram s (We do not include vertices from the  poten tia l 
V and the Jacobian, because such vertices will never give problem  term s.):

/  \

and

Here, dots should still be pu t on the lines or in the vertices. There are a lot of diagram s, bu t it is easy to  
see th a t there are only two diagram s th a t contain problem  term s. These are:

k2 +  m 2

k2 +  m.2,

y - h  ■ k 2

2
' k'-

(80)

28



(2n)d y_n/A V hv J  V hv J  n  n p_ fc 

i  i  r n/A n p_ fc
dd k

v2 (2n)d ./—n/A U

1

1 1 f*n/A

2 (2n)d ./—n

1 1

ddk
/A

f*n/A

^ 9  (n p-fc +  n P+fc) +  -  (u p+k +  n p_ fc)^ —

v2 (2n)d ./—n/A
ddk

n p—k (82)

Indeed these diagram s cancel, as is guaranteed by the recursion relations derived in the  previous section. The 
o ther diagram s, contributing  to  th is n-propagator a t 1-loop order, have their dots in o ther places, or have 
vertices w ithout dots, th a t can also come from the poten tia l V. These diagram s can never have a problem  
term . A nd thus the whole 1-loop propagator is free of problem  term s, and the continuum  lim it could have 
been taken right from the sta rt.

8.2 T he Jacobian and w-Loops
In the previous sections it has become clear th a t it is allowed to  work w ith the continuum  Feynm an rules 
(80), as the conjecture states. Together w ith these Feynm an rules we have of course the  rules from the 
a rb itra ry  poten tia l V , and the rules from the Jacobian. From  the discrete calculation it is easy to  see th a t 
the Jacobian can indeed be rew ritten  as:

(83)

as the conjecture states. The Feynm an rules coming from this Jacobian are:
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----0 Iv2

We see th a t all these vertices give strange integrals I . In the  case of the  shifted toy model and the 
arctangent toy  model we already saw th a t these integrals I  always cancelled against identical term s coming 
from w-loops. We shall now prove this in general.

Consider a w-loop w ith only nww- and nnww-vertices (as given in (80)) on it. So the diagram s we are 
calculating can only have external n-legs. Such a d iagram  would look like:

\ x /  ! \ V ^  /

Now these diagram s have a p a rt which is going to  cancel the I  -integrals from the Jacobian. This p a rt is 
exactly the  worst divergent p a rt of the  diagram s above. To calculate th is worst divergent p a rt the masses 
and incoming m om enta can be neglected.

In this case it is easy to  w rite down the  generating functional for such diagram s. This generating functional 
is defined as:

Z  (x) =  E
x
n!

(85)

where the diagram  symbolizes all 1-loop diagram s of this type w ith n  outgoing n-lines.
We denote the  num ber of nww-vertices in the w-loop by n 3 and the num ber of nnww-vertices by n 4. 

Then the generating functional Z (x) for diagram s of this type is given by:

Z  (x)
1

(2n)d
ddk

TO

E
n3 ,n4=0 
n3+n4>0

k2

2!2U  n 3! n 4^  hv hv2 ( - k 2)

n3+n4
(2n3 +  2n4)!!(n3 +  2n4)!

n3 + 2n4

(n3 +  2n4)!

- I  In 1 +  -
v

i E
( —1)n (n -  1)! xn

(86)nv n!

30



So we can read off that a w-loop with n outgoing n-lines has a worst divergent part given by:

7 ,87)vn

This exactly cancels the vertices from the Jacobian. In any diagram, wherever a dotted vertex from the 

Jacobian with n legs occurs, also a w-loop with n outgoing legs can occur, and their part that contains the 

standard integral I  cancels!

8.3 The Dimensional-Regularization Scheme

In the case that one uses the dimensional-regularization scheme one has that:

1 i' 1
-— —t ddk — — = 0  V m  , (8 8 )
(2n)d J (k2)m ’ V 7

which means that also our standard integral I  becomes zero:

I  =  0 . (89)

This means that in the dimensional-regularization scheme it becomes even easier to work with a path integral 

in polar field variables. In this case one can also completely forget about the Jacobian one gets from the 

transformation. Also one can ignore the integrals I  that are generated by w-loops.

In this paper we will keep everything general however, and not specify a regularization scheme.

9 The One-Dimensional Case

In section 8 we have proven the conjecture for a general model with two fields in d space-time dimensions. 

This conjecture, which is promoted to a theorem by now, enables us to actually calculate things via the path 

integral in terms polar fields for any d-dimensional model. In a d-dimensional model the only analytical 

computations we can do in practice are continuum calculations. Analytical discrete calculations, i.e. calcu

lations on the lattice, are in practice much too hard to do. That is why we have not bothered to simplify 

the discrete d-dimensional path integral, hoping to do a discrete calculation with this simplified form.

In one dimension analytical discrete calculations are sometimes possible (as we will see in the next 

section). Therefore it is convenient to have a reasonably simple, discrete path integral in terms of polar 

fields for the case d =  1. It is this path integral that we shall derive in this section.

By deriving this path integral we shall also make contact with the literature on quantum mechanical (i.e. 

1-dimensional) path integrals in terms of polar fields, e.g. [4, 2, 3].

Our starting point will again be the discrete Feynman rules (65), now specified to d = 1  however. Also, 

for the sake of the argument, we will split up the vertices as given below. The one-dimensional Feynman 

rules are then:

52  - xicos Ak + m lA2

h
■i—¥ —fz-----^--------------

¿ 2  - ¿ ic o s  Ak + m 2w

k(1)

2( —l)n 1 

hv2n~l A 2
e -iAfc«1’ _  A . . .  ( V iAk<2n) - 1

k(2n)

k(1)

(-1)" 1
hv2"- 1 A 2

(e-iAp - 1) (e-iAfc<1) - 1 ) ••• iAfc(2n)

P

P
e
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2(-1)n 1

k(2n)

k(1)

k(2n)

k(1)

tiv2n A 2

(- i r 1

Tiv2n A 2

(- i r 1

e -¿Afc(1) _1 e-iAfc(2n) _  1

(e-iAp - 1) iAk(1) 1 e _iAfc(2n) — 1

hv2n-2 A 2
e-iAfc<1̂  1 e -iAk<2n) _  1

k(2n)

Looking at these vertex expressions we notice that only the vertices

and

(90)

(91)

have a finite continuum limit, all the other vertices go to zero when A is sent to zero in the Feynman rules. 

First we are going to consider all diagrams which have at least one of these vertices that vanish in the 

continuum limit. The only way these vertices can survive a continuum limit in a complete diagram is when 

there occur loops that give a 1/A.

First consider 1-loop diagrams. All 1-loop diagrams can be built from the vacuum diagram

e

(92)

By attaching legs we can build any 1-loop diagram from these. Having an n-line in the loop will never give a 

1/A, no matter which vertices we use. If the whole loop is a w-line this loop can give 1/A ’s. If we construct 

a diagram from this vacuum graph with at least one of the vertices that go to zero in the continuum limit, 

one can verify easily that either the whole diagram goes to zero in the continuum limit or diagrams cancel 

among each other in the complete set of graphs for a certain process, such that the whole process is zero.

The same thing can now be done on 2-loop level. Here we can construct all diagrams from the vacuum 

graphs

One can see that the only diagrams surviving the continuum limit and containing at least one of the vertices 

that vanish in the continuum limit can be constructed from the following vacuum graphs by only attaching 

lines with the vertices (91), because these vertices do not give additional powers of A.

/  N
 ̂ x 

—) and I—<-- ►—) (94)
/  ̂ /

\ __ x

For the vacuum graphs we have the following expressions, excluding vertex constants and symmetry factors. 

Only the discrete loop integration is done and the worst behavior in A is kept.
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'2~K

A 2
(95)

We now construct all 1PI diagrams from these vacuum graphs by attaching lines with the vertices (91). 

Because we can only attach lines with these vertices we can only get external n-lines. We shall now calculate 

the generating functional of all the diagrams that can be constructed in this way:

n i-x" 
n!

(96)

3

Now this Z , for the first vacuum graph, is given by:

1 h

m3 ,m4,n3 ,n4=0
hv2 hv3 hv4 2

hv

m3 +n3 2 \m4+nw 1 \ m3+n3

Tn 12 2! 2!2!

m4+n4

— ( 2m3 + 2m4)!!(2«3 + 2rc4)!!xm3+n3+2n4+2m4 
m3 ! n3 ! m4 ! n4 !

1 h

8 v2 ( i + t r
( — !) ’> +  1)! 1

, , n + 2  n |
(97)

n=0

Here 1/8 is the symmetry factor of the vacuum graph, m3 and m4 denote respectively the number of nww- 

and nnww-vertices in the left loop and n3 and n4 denote the number of nww- and nnww-vertices in the right 

loop. Now we can read off

h (- l)n(«+ 1)!
8 vn+2

(98)

for the first vacuum graph.

Also the contributions from the three other vacuum blobs can be constructed in the same way. Their 

generating functions appear to cancel each other. The reason for this shall become clear below. For now the 

only 2-loop contribution we get is (98).

2 o

2 1

1

nX
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The n-leg diagrams that we find in (98) are exactly the vertices one would get from a term

T i2 1

~8~̂F
(99)

in the action. This can easily be seen by substituting r =  v + n in this term and expanding it in n. This 

means, up to 2-loop level, one can discard the vertices that go to zero in the continuum limit and replace 

them by the vertices from (99). In the action this means one is left with

N— 1

i=0

1 (ri+i - r  )2 1 r2 (wi+i - Wi)2 h2

A 2
+ 2 v2 A 2 8r2

(100)

Disregarding three- and higher-loop level we have now proven that our one-dimensional discrete path 

integral P  is equal to:

P
f*TO nTO

dr0 .. . drN-1 r0 ... rN— ̂  dw0 .. . dwN-1 O
— TO J —TO

N-1

“ p - l A Z
1 (ri+ 1 -  n y  1 r- (w i+ i -  WiY hr

2 A 2 2 v2 A 2 8r2

I Wi . Wi 
K COS -, Sill -- (101)

This is a form that one can also find in the literature. This same path integral is derived by Lee [4] in 

chapter 19, formula (19.49). Also Edwards et al. [2] and Peak et al. [3] find a term (99). However they start 

with the discrete path integral in terms of Cartesian fields, transform to polar fields and actually perform 

the angular integration. Only then they find the term (99). We have presented a more general proof of this 

term here, like Lee [4].

Up to now we have not proven that at three- and higher-loop level there are diagrams, containing at least 

on of the vertices that vanish in the continuum limit, that can not be built also from vertices from the term 

(99). We shall not prove this in this paper. In this paper we are mostly interested in the transformation to 

polar fields in d-dimensional models, and the conjecture needed to compute via polar fields in these models 

has already been fully proven. It should be clear however that, to have agreement with the literature, the 

path integral (101) is correct, up to all orders. So, although we cannot prove it at this point, there are no 

diagrams at three- and higher-loop order that cannot also be constructed with only the term (99).

v v

9.1 An Alternative Derivation

Another way to derive the discrete one-dimensional path integral (101) is by first using the conjecture. So 

one computes all diagrams in a d-dimensional way in the continuum, with the simple Feynman rules from 

the continuum action, then one lets d ^  1. To obtain the discrete version of these diagrams one has to know 

what the difference is between calculating in the continuum and calculating in the discrete. This difference, 

we know, comes from the problem terms. If we formulate the (continuum) nww- and nnww-vertex with the 

dots, as we did in section 8, then we have a clear source of problem terms. Because in this case we only have 

the nww- and nnww-vertex we also only have the recursion relation:

+ = 0  (102)

This recursion relation ensures that all problem terms from a w-line with two dots cancel against the dotted 

part of the nnww-vertex. So the problem terms from w-lines are never going to give a difference between a 

discrete and continuum calculation. All we have to do is find the problem terms coming from n-lines with 

two dots.
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Now, as in the previous (partial) derivation of (101) we can build all diagrams from the vacuum graphs. 

At 1-loop order there is no difference between a continuum and discrete calculation. At 2-loop order the 

only problem terms come from the vacuum graph

I-*--•-) (103)
\ /V _ x

Now we can understand why, in the previous derivation of (101), the generating functionals from the last 

three vacuum graphs in (94) cancelled. Only the first graph in (94) corresponds to the vacuum graph above. 

This correspondence can be seen by pinching the dotted n-line in the vacuum graph above. The last three 

vacuum graphs in (94) correspond to problem terms from dotted w-lines or a dotted nnww-vertex. These 

cancel among each other because of the recursion relation (102).

Now the difference between a continuum and discrete calculation of the graph (103) can be calculated. 

Also the generating functional of diagrams where we connect any number of n-legs via the nww- and nnww- 

vertices can be calculated. The result of this generating functional is given by (97). In this way we find 

that, to compensate for the differences that we get by doing a discrete instead of a continuum calculation, 

we have to introduce the term (99) in the action again.

Also in this way of deriving (101) we do not know how to show that three- and higher-loop diagrams give 

no new differences, but this is not important for the main result of this paper.

For a nice illustration of the strictly one-dimensional path integral in terms of polar fields (101) we refer 

to [10].

10 Conclusion

We have presented a way to rewrite a d-dimensional Euclidean path integral, in terms of two scalar fields 

y>i and y>2, in terms of the corresponding polar fields r and w. Our first step was to introduce a conjecture 

that stated how to perform this transformation. This conjecture states that (13) is the correct way to 

transform. After this we showed, by doing explicit calculations for two toy models, that the conjecture is 

indeed correct for these toy models up to some order in perturbation theory. Finally we gave a general proof 

of the conjecture, based on a completely discrete (i.e. lattice) calculation. To make contact with the literature 

on the transformation to polar fields in the case of quantum mechanics, we also specify our calculation to 

this case (d =  1), and find agreement.

In a forthcoming paper we will use the conjecture in actual calculations on the Euclidean N  =  2 linear 

sigma model.

A Standard Integrals

Throughout this paper we use the following standard integrals: 

I  (qi, mi, 92, m2 , .. ., qn, m„) =

(2n)d 7 (k + qi)2 + mi (k + q2)2 + m2 (k + q„)2 + mj;
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1 . , . 1 1  1
D m i m 2m 3 —  / 0  n o j  I  d  k d  I „ 2 79 , 2 / 7  7\9 , 2 ( 1 0 5 )

(2n)2“ J k2 + m 2 t2 + m2 (k — t) 2 + m3

Bmim2m3 =  yz töj I d k d I ——2 ■ jtö 72 1 2 77 Ä2 1 2 (106)
(2n)2a J (k2 + m l ) 2 t2 + m 2 (k — t) 2 + m3

1 C 1
Am(x) =  — 7 ddk eikx .  (107)

(2n)d J  k2 + m

1 /* 1
Craim2(i) =  JTT-T̂  ddk etk'x -J— — 2 T^T— 2 (108)

(2n)d J k2 + m2 k2 + ■r~'2

D m i m 2 m a ( x ) _  { 2 n ) 2ä j  d d k d d l e t k X  k 2 +  m 2 p  +  m 2 (fc_ /)2 + m 2 ( 1 0 9 )

B mim2m3(x) =  J ^ ~ d j  ddk d dle lk x (fc2 + m2)2 (fc_ /)2 + m 2 (110)

'  -  j è y  ) ddk (m >
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