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1 Abstract

We show how to transform a d-dimensional Euclidean path integral in terms of two (Cartesian) fields to a path
integral in terms of polar field variables. First we present a conjecture that states how this transformation
should be done. Then we show that this conjecture is correct in the case of two toy models. Finally the
conjecture will be proven for a general QFT model with two fields.
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2 Introduction

Since Feynman presented his path-integral formulation of quantum mechanics [1] there have been a lot of
applications for this formalism, both in quantum mechanics and in quantum field theory. In the case of
quantum mechanics it is known how to transform a path integral in terms of the normal (Cartesian) fields to
a path integral in terms of curvilinear fields. This is very convenient in calculations for models that possess
a rotational symmetry. Such transformations are worked in the case of quantum mechanics by Edwards et
al. [2], Peak et al. [3], Lee [4], Bohm et al. [5], Gerry et al. [6], Grosche et al. [7] and Kleinert [8].

Quantum mechanics corresponds mathematically to one-dimensional quantum field theory. This means
that the path integral in terms of curvilinear fields is known for quantum field theories in one dimension.
For dimensions greater than one it is, up to now, not known how the path integral can be transformed into
a path integral in terms of curvilinear field variables.

In this paper we will show how this transformation can be performed, in the case of a d-dimensional
Euclidean quantum field theory with two scalar fields.

The outline of this paper is as follows. First we shall discuss the difficulties that one encounters when
trying to transform to polar field variables in a d-dimensional path integral. Then we present a conjecture
on how this transformation should be done. We will verify this conjecture for two d-dimensional toy models.
After this we will actually prove the conjecture. Finally we will specify our calculations to the one-dimensional
case, to make contact with the literature on one-dimensional path integrals in terms of polar fields.

3 The Path Integral

The generic form of a d-dimensional FEuclidean path integral P in two scalar fields ¢; and 2 is:
b= /D‘Pﬂ?% pr@ ) o (@™) pa(y) oy ™) -
1 g [1 9 1 9
exp (=3 [ d% | 5 (V)" + 5 (Ver)" + Vien, ¢2) (1)

Here 2" and y( are d-dimensional vectors,
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z = , (2)
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and V is the d-dimensional vector
d/0x4
v=| (3)
0/0xy

In (1) we have written the path integral P in continuum form. We have to realize that this is just a
shorthand notation, and the path integral is only defined on the lattice. Therefore we should actually read
(1) as:
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Here we have introduced a d-dimensional lattice with N points in each direction. We denote the lattice
spacing by A. The length of the lattice is (N — 1)A = L in each direction. The discrete coordinates i are



related to the continuum coordinates z as:
—L/2+ Aiy
; , i1,...,0g=0,..., N—1 (5)
—L/2+ Aiq
Here we have chosen a specific correspondence between the continuum and discrete coordinates. For details
on this correspondence see [4, 9]. Which correspondence we pick does not matter as long as the potential V'

contains no products of derivatives of the fields and the fields themselves. This is what we will assume in
the rest of this paper. The fields on the discrete lattice are denoted by:

Pl dy,.4q = p1(x)
P2 irygia = P2(2) (6)
For these fields we shall assume periodic boundary conditions in all directions. For the 1-direction this

means:

P1 Nyig,....iq  — P1 0,is,...,iq

P2 Niyig,...ia  — P2 0,is,...,iq (7)

The discrete coordinates ;U up to ™ and k() up to k(™ correspond respectively to the continuum
coordinates (I up to ("™ and ¢y up to y™. The action S in (4) is given by:
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2
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The function M in (4) is a measure, which is quite unimportant for our purposes. In QFT we are never
interested in the path integral itself, but rather in the ratio of two path integrals. In this ratio the measure
M always drops out. Details about this measure can be found in [4, 9].

4 Polar Field Variables

When dealing with a normal integral a common technique to solve it is to transform to a different integration
variable. Since the path integral (4) is merely a 2n?-dimensional integral, one should also be able to transform
to different integration variables in this case. In particular one can transform to polar field variables, r and
0, defined by:

p1(z) = r(z)cosb(z)
pa(@) = r()sinf(z). (9)

It is this transformation to polar field variables that we shall study in this paper. We wish to emphasize
here that not the space-time coordinates, but the quantum fields ¢; and ¢y are transformed to polar fields
r and 6.

The discreteness of the path integral makes such a variable transformation very complicated. Several
difficult questions immediately pop up:



1. In principle the whole path integral is only defined on a lattice, so the transformation should also be
done with the path integral in discrete form. This means one cannot simply let the transformation
work on the continuum action. Instead one has to write out the action in discrete form, as in (8),
and only then let the transformation work. After this one gets a complicated action, with also terms
proportional to the lattice spacing A. These terms cannot be discarded, since one has to perform the
path integration first and then take the continuum limit A — oo. It is not obvious that the terms
proportional to A will not give a finite contribution in this continuum limit. In fact, we will see that
they do give finite contributions to Green’s functions.

2. After the transformation the domain of integration is not (—oo, 00). For the r-variables it is [0, 0o},
whereas for the #-variables it is [—m, #]. How does one evaluate such a path integral, especially because
we can only compute path integrals with perturbation theory? To do perturbation theory we have to
be able to identify a Gaussian part, and the fields in such a Gaussian part are always integrated from
—o0 to oo.

3. After the transformation one gets a Jacobian, how does one deal with this? Since we can only do
perturbation theory we also have to identify the Gaussian part and the perturbative part of this
Jacobian.

From these questions it is clear that transforming to polar variables in a d-dimensional path integral
is very complicated. For one-dimensional systems, i.e. quantum-mechanical systems, there is quite some
literature on the transformation to polar variables.

In his textbook [4] Lee derives the quantum-mechanical path integral in curvilinear coordinates in chapter
19. The result (19.49) is a path integral with a new action Leg, which is not equal to the action one would
find by transforming to polar coordinates in the continuum action (in Cartesian coordinates).

Edwards et al. [2] and Peak et al. [3] also transform to polar coordinates in the discrete quantum-
mechanical path integral. They find that terms of order A or higher, which arise when transforming to polar
coordinates in the discrete action (in Cartesian coordinates), cannot all be neglected.

5 A Conjecture

From the above it should be clear that transforming a path integral in terms of the normal (i.e. Cartesian)
fields 1 and ¢4 to a path integral in terms of polar fields is far from trivial. To be able to do computations
at all we will present a conjecture in this section. In the next sections we will then try to make this conjecture
plausible by considering certain toy models where we can see that the conjecture actually works.

The generic form of a d-dimensional Euclidean path integral P in two fields is given in (1). Very naively,
one could hope that the transformation to polar variables works as:

/ Dapl/ Dpy — / Dr Hr(x)/ Do

p1(z) — r(z)cosb(x)
wo(z) — r(z)sinf(z)

/ddx (é (Ve + (VW)Z) — /ddx (% (Vr)? + %7"2 (V9)2>

/ddx Ve, ¢2) — /ddx V(rcos8,rsind) (10)

N =

Here one has just extended the integration domains for 7 and  to {(—o0, 00). In the fourth line one has just
transformed the continuum action to an action in terms of polar fields, disregarding the fact that one should
do this on the lattice, where the path integral is defined.

To bring all these expressions in continuum form we still have to do something about the Jacobian factor

1@, (11)
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since this is still a lattice expression. We shall write this Jacobian as:

[[r@ = Hexp(—%(—hlnr(w)))

€T €T

~ e (—% z (—hlnr(x»)
— e (—g 37 [ de (s

—  exp (-% {#/ddk} /ddx(—hlm(x))> (12)

In a discrete space (i.e. finite A) it can easily be seen that the last step is correct. Now we have also written
the Jacobian as a continuum expression, which looks a lot like the exponential of an action.
So, we might hope that the continuum form of a path integral in polar field variables is given by making

the substitutions
/ Doy / Doy — / Dr / Do -

exp <_% {(2710(‘ /ddk} /ddx(—hlnr(x))>

pi(z) — r(z)cos(z)
" | pa(z) — r(z)sind(z) .
/dx<2(V<p1) 2(%)) - [ ( g (V@))
/ddx Ve, e2) — /ddx V(rcos,rsind) (13)

in the path integral in Cartesian form.
Now the conjecture we are going to make is:

Conjecture [t is correct to transform to polar variables naively, as in (13), provided one does the
calculation in a d-dimensional way.

This seems a very strange conjecture, and with all the remarks we made it is hard to imagine how it can
work. However in the next two sections we shall demonstrate that indeed this conjecture is true for two toy
models. Also there we will demonstrate what is meant exactly by ‘calculating in a d-dimensional way’.

6 The Shifted Toy Model

In this section we shall calculate several Green’s functions in the so-called shifted toy model. This model
has an action

2

This is just the action of a free model with the -field shifted, hence the name. We shifted this field such
that the minimum of the action is at ¢1 = v, w9 = 0, and not at r = 0, because the transformation to polar
fields becomes singular at this point.

To prove that the conjecture indeed works in the case of this model we shall now calculate several Green’s
functions through the normal, Cartesian, path integral and through the path integral in terms of polar fields.
Then we can compare results.

1 1 1 1
S— [t (500007 + 5 (Vi) + gmler = 0P + gt ) (1)



6.1 Cartesian Results

Because the shifted toy model is just a free theory with one field shifted it is very easy to obtain the exact
full Green’s functions. They are:

{pi(e)) = v

(pa(x)) = 0
eth (z—y)
(pr(@)er(y)) = ©*+ (QZ)d /dd"C W+ m?
= v2+hAm(x—y)
etk (z—y)
{p2(2)e2(y)) = %/d Aoy
= hAn(z—1vy)
(pr(z)pa(y)) = 0 (15)

Here we wrote the results in terms of standard d-dimensional integrals, which are defined in appendix A.

6.2 Polar Results

Now we perform the transformation to polar fields in the path integral:

oi(z) = r(z)cos (“’“”)

v

po(z) = r(z)sin <M> (16)

v

Here we have used w(z)/v instead of #(z) to have a new angular field-variable with also the dimensions of
a field. This is purely a matter of convenience.

To calculate the Green’s functions through the path integral in polar fields now we will use the conjecture.
According to this conjecture, the new action we have to work with is:

S = /ddx (% (Vr(z)? + %ﬂ(x) (Vw(z))? + %m%?(x) — m2or(z) cos(w(x)/v)) . (17)

The minimum of the action is at 7(z) = v and w(z) = 0. Expanding around r(z) = v and writing

r(@) = v+ n(x) (18)

we get

5 = [ata( U@+ 5 (Vo) + Late) (Vo)) + 5502 (Vla)) +

(19)

Expanding also around w(z) = 0, i.e. expanding the cosine gives:

s - f ddx(§<w<x>>2+§<Vw<x>>2+§n<x> (V) 1 g (2) (V) +

1 1 m?2 m?2 m?2
—m?n?(z) + imzwz(x) - mw4($) + Zn(f)wz(f) - mn(x)w4($) +

O(h3)>. (20)



The Jacobian gives, according to the conjecture:
exp — J ddx (—ftInr(x)) ~
exp (-jl t.1"J-hiIn(l +~
(21)

The standard integral | is defined in appendix A.

Now can read off the Feynman rules from the action and the Jacobian, and the conjecture states that we
can calculate everything in the continuum, provided we do a d-dimensional calculation. The Feynman rules
are (up to order h5/2):

k2+ m2

k2+ m2

k2 2 m?2
— ki *k2- —
Ki hv hv

hv’z‘-kl k2

m2
Tiv2

hv3

(22)

Here all momenta are counted as going into the vertex. With these rules we can now compute Green’s
functions up to order h2.



First we will demonstrate however what we mean exactly by ‘calculating in a d-dimensional way’. W hat
we mean can most easily be seen in the following ‘d-dimensional calculation’ of a tadpole diagram.

2
erg 2 (Zn% Y hv hv hv hv
2
k2+ m2/ 122+ m2(Kk—1)2+ i 2
1 h2 1 . .
2 mov3 (2n)2dJ , ? k <fi (2k2 —m2)(—2k -i —m2)2
1 2 1 1
k2+ m2/ 12+ m2(Kk—1)2+ : 2
2
m2v3 (2n)2d j ddkdd1(—2k'' —m2)2
1 1 1
K2+ m212+ m2 (k —1)2+ i 2"
1h2 1
2v3(2n)d | » 1(—2k-1—m2)2
1 2 1 1
k2+ m2/ 2+ m2(k —1)2+ =m
(23)
Now use
—2k ml—m2 = [(k —1)2+ m2] —[k2+ m2] —[i2+ m?2] (24)
Then the tadpole diagram becomes:
2
33 @H)Zd f ddk dd1(—2k -1 —m2)
1 1 9 1 1
k2+ m212+ m2 k2+ m2 (k —1)2+ m2
1h2 1
2 v3 (2n)2d f ddkddl(—2k ml—m?2)
1 1 1 1 1
K2+ m2)212+ m2  k2+ m212+ m2(k —1)2+ m2 ©
1 1
(k2+ m2)2 (k —1)2+ m2
?--r-‘r /0, m)'(') —4—h§—r /(0, m)/'ﬁiz&[\'ﬂ—2 1(0, mJj1(0, m, 0,m) (25)
2v3 m2v3 “3

In the above steps, and in all d-dimensional calculations, one essentially uses three rules: One writes dot-
products from the vertices in terms of the denominators of the propagators, to let them cancel as much as
possible, one can shift all loop momenta and one can set

ddk ki 0. (26)
k2+ m2

Using these three rules is what we mean by a ‘d-dimensional calculation’.
Notice that, for example in dimension one, where k 1becomes a simple product, we could also have
combined momenta coming from different vertices and let them cancel denominators. This simplifies the



calculation of the tadpole diagram considerably, however this is not what we mean by a ‘d-dimensional
calculation’. The result in terms of standard integrals is also different. Even the numerical result is different
because the diagram contains a divergence, also in d = 1. (The divergence comes from 1.) In order for the
conjecture to work we have to perform a d-dimensional calculation.

Now we compute (y>i(x)), (*2(x)), (N(X)y>i(y)), (>2(x)">2(y)) and (y>i(x)y>2(y)) via the polar fields, up
to order h2. To do this we first have to express these Green’s functions in terms of the n- and w-Green’s-
functions.

o> ()} ((v + n(x))cos(w(x)/v))

= Vo+ (22(x)) - M (w 2(x)) - A(??2(x)«r(x)) + ~ 3 (wié(a;)) + 0 (h3)
(p2(9)) = (v + n(x))sin(w (x)/v))
= (WO} HLGHENB00) -~ (w 300) - +C)(fr3)
(Ci)NEY) = (v + nE))(v + n(y))cos(w(x)/v)cos(w(y)/v))
= 2009} + (HOAY) —(Wr()}— (YO)r(x)} +

-2 (22(X)«r(y)) - ~(22(Y)w2(x)) +y " (w 4(X) +

-~Miu2(x)iu2(y)) - (??(x)?Ay)w2(x)) - ~(?2?2(x)?Ay)w2(y)) +

0(h3)
(2(x)"2@y)) = ((v+n0))(v + n(y)) sin(w(x)/v) sin(w(y)/v))
= (Wlwly) + 5, OO + -coAywOu(y)) +
R - gopo soomon — (83
0(h3)
M i(x)"2(y)) ((v+ n(x))(v + n(y)) cos(w(x)/v) sin(w(y)/v)}

1 3
= v{iu(y)) + (ii(x)iv(y)) + (n(y)tv(y)) ~ (v) +
- o W20V} + 5 (VeOVWY) = TTg (i()u3(y)) +

SN2 (?(y)w B (y)) ~ mA{ii{x)w I{x)wiy)) - (v y)™2(x)w(y)) +

0 (h3) @7)

Notice that in these formulas all Green’s-functions are full Green’s functions, i.e. all Green’s functions
contain the connected and disconnected part. We wish to stress here that we cannot replace all averages
(...} by connected averages (.. .}Jc on both sides of the equality sign in (27). Connected does not mean
the same in the Cartesian- and the polar-field formalism. In other words taking the connected part and
transforming to polar fields are two operations that do not commute.

Now we compute all the n- and w-Green’s-functions that we need, up to order h2. All results will be
expressed in the standard integrals from appendix A. From the Feynman rules we can immediately see that
any Green’s function with an odd number of w’s is zero.

6.2.1 The n-Tadpole

Below we list all the diagrams contributing to (n} = (n} up to order h2.

1h
— +§-1(O m)



The complete result for the n-tadpole is:

1h

9= 9"~

m 2v

1h2 . 1h2m2 . . .
------- 5 1(0, in)2 H--------b— 1(0, in, 0, in) 1(0, in)
2v3 4 v3

2 9 h2
—4—58 10, ni) | + LN, /(0,m )" +
h2m 2

3 1 (0, m,0, m) I (0, m)

h2 h2
2—§ 5/(0,m) | —2-41(0,m)*

1h2 1h2m?2

2 3h2
m 2 /(O, m) / “‘-2--\;0 1(0, |n)2+
1h2m?2

, 3 10.m.0m) 1@ m

1 h2
8" 1(0,...)-
2
mags | 0, m) I
. 1h2 47
m) + J(°'m)"-

(28)

(29)

Notice that all the (badly divergent) I-integrals from the Jacobian have nicely cancelled against identical

terms from w-loops.
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6.2.2 The n-Propagator

Below we list the diagrams contributing to the connected momentum-space n-propagator (n(p)n(-p))ce

p2+ m2
h2 1 r h2p2+ 2m2 .1 h2r.
V2 5o+ m2)2 17 v2 (p2+ md)2 +282
n2 1 h2m2 1
V2(p2+ in2)2 22 i 'm)
n2 1
(30)
v2 (p2+ m2)2
For the connected n-propagator we get:
h_ h2 1 1h2 _
(viivvi-pjtc = p2+"fﬁ_9""\; 5%-4'“51- J(O,m) + -2v—2I(O,m,p,|n) (31)
Notice that also here the I-integrals cancel.
6.2.3 The w-Propagator
For the connected w-propagator (w(p)w(—p))c we have the following contributions, up to order h2.
(w(p)w(-p))c = + + V_y +
2
+
h h2
—e N H---6 1(0, in, p, in 32
p2+ m2 vg ( p.in) (32)

Notice that in none of the diagrams in the connected w-propagator a (badly divergent) |-integral occurs.

The higher-point n- and w-Green’s-functions up to order h2 are easy to calculate, for example (n(pi)W (p2)w(p3))c
isjust one tree diagram.

Knowing the n- and w-Green’s-functions in momentum space we can easily write down the configuration
space Green’s functions needed in (27), up to order h2. For details on this calculation we refer to one of the
author’s PhD-thesis [10] (chapter 8). Finally substituting all the results in (27) gives us:

ti(x) = v
"2(x) =0
(Ci(xVi(y) = Vv2+ hAm(x - y)
(r2(x)"2(y) = hAm(x-y)
Cix)n2@y) = 0 (33)

These are indeed the correct results for the Green’s functions. So the conjecture is verified for several Green’s
functions in the shifted toy model up to order h2.

11



7 The Arctangent Toy Model

As another illustration of the conjecture we now consider the arctangent toy model. The action of this model
is:

N +\{X12)2+ 17°{A + 122+ 2(rf +yg) " Ca"2 (j1)) (34)
This action has a single minimum at
wi=v, "2=0. (35)

We want to stress that this model is not at all a physical model. The action has an infinite number
of vertices (by expanding the arctangent), which means this model is not renormalizable. We just want to
use this model as a toy model to test the conjecture. Especially because it is not renormalizable, so no big
cancellations can be expected to occur, the arctangent toy model is a very good test of the conjecture.

7.1 Cartesian Results
To find the Cartesian Green’s functions we expand the action around the minimum (35):
£i(x) =v+ni(x), £2(x)=n2(x) . (36)

Notice that also the arctangent in the action has to be expanded, this term will give an infinite number of
vertices. Up to order h5/2 the Feynman rules are:

12



A 4120 2\3 7)

Here the solid lines indicate the ni-particle, the dashed lines indicate the n2-particle and ~ is given by
Wt = \f2ni. With these Feynman rules we can now compute some Green’s functions up to order fi2. We shall
not present all diagrams here, since this Cartesian calculation is straightforward and quite lengthy.

(Ei(x)

(E2(x))
ET)EI(Y)

(E2(x)£2 ()

(Ei(x)E2(y))

v+ (ni(x))
3h . 1h
Y * gy 0 m) +
- 9h_2 1(0,f.|r\l(2 - g)h—z 1(O,t05%+ 9?12 1(0,(J>)I(O,m)N+
8v3 8 v3 4 v3
h2 2 2 2
—9—V’3‘— 1(0, n, 0, ytt)/(0, W) + 4—V’3\— 1(0, m, 0, m)I(0, to) +
h2m 2 h fn 2
21—Vg— 7(0, /% 0, /x)7(0, m) —7—V-3— 7(0,ra, 0, ra)7(0, /x) +
§2 4 *2 4 §2r04
- vy N umm i %_ i
h?m 3 A 2

3 v9 i'UM 11 v8 Dmrnn

(n2(x)) = o

v2 + 2v(ni(x)) + (ni (x)ni(y))
v2—3h1(0,”) + h1(0, m)+ h AMx —y) +

h2 h2 h2m 2
_A VAN —18— =—
—2124 7(0, m)2+ 4825 7(0, x)7(0, ra) —18— 35— 7(0, /.0, )7(0, ) +

h2m 2 h2m 2
8—V/2\— 7(0,ra,0, m)7(0, m) + 42—V’2‘— 7(0, /%, 0, /x)7(0, m) +
h2m 22 h a4t h had
_14_v§_ 7(0, m, 0, m)7(0, /x) _54_v5_ —6— o2 +
h2m44 h ®22 h 22
4 n aMififf, 22 7 mmix
h2m 2 h2m2
6—,5—/(0, MCV (X~ y) - 14— %—7(0, to)Crmm(x - y) +
h2m 4 , \ h2m4
18,9 MH2 5 THmmKC  2)
(n2(x)n2(y))
hAmXx—y) +
h2m 22 h @22
—14-yb— 202" )Cmm{x —y) + 8-—d— m)C'mm{x —2) +
h2m 4

4—V2 Bmm~X - vy)

v(nz(y)) + (ni(x)n2(y)) = 0 (38)
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7.2 Polar Results

According to the conjecture we can just transform the continuum action (34) to an action in terms of the
polar field variables to obtain the Feynman rules for the polar calculation. So the action becomes:

S :J ddx Q (Vr)2+ ~ (Vtof+ ™ (r2-v2)2+ (39)

This can be expanded around r = v again. Defining
r(x) = v+ n(x) , (40)

we find the following Feynman rules for the n- and w-field (up to order h5/2). The vertices from the Jacobian
are exactly the same as in the shifted toy model.

k2 + M2

k2 + m?2

N (41)

Here the solid lines denote the /i-field, the dashed lines denote the w-field and all momenta are counted into
the vertex. Also we have defined /x = \/2m, as in the Cartesian calculation.

14



Now we can again compute the n- and w-Green’s-functions up to order h2.

7.2.1 The n-Tadpole
For the n-tadpole we find the following result, up to order h2. For a more detailed calculation we refer to

[10].
(n) + + +
+ + +
+ +
+ + +
3h . h
5y 0,A) + " 1(0, m)
hz10 Y 45ht 10, mY +26"210 fi)l(o, i
—r ,nY - — , m - , fi ,in
gy 10 ot (0. )1(0, in)
h2 2 202
—9—,5— 1(0, n, 0, ytt)/(0, i) + 8— "—1(0, in, 0, in)I(0, in)
+21h2m210f'0f' 1(0, i 1452m2|0 0 10,7
_Vé_(ljnrjv)(rln)_ V,S (lmlvm)(v)
h2m 4 h2m4 R2m4
-27- v3 R —3- y3  Bimini + 4—V3— B.
hZm2 h2m?2
+3—Vg— —12—Vg— D. (42)
Notice that, as in the shifted toy model, also here the badly divergent I-integrals cancel.
7.2.2 The n-Propagator
The momentum-space n-propagator is:
+

(n(P)n(—p))c
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_h h2m 2 h2m 2
p9+| m?g v9 (p(2) Mi}ﬁ A 14 v/2\ (p2+ I\/BA% .17+
h2 1 h2m4 1
___\_Igp_2+_mo 70, m) + 18— (02 + 2)2 1(0.f],.p.f,) +
h2m4 1 h2m2 1
V2 (a1 mya O MR m) 2 g 1O e M)
12 ompm) (43)
2v?2
7.2.3 The w-Propagator
The w-propagator up to order h is:
(w(p)w(-p)ic = + + +
2
h2m 2 2
p2+ m2 8 v2 (p2+ m?2)2 7(0.72) 3v92p92+ m92|(0,/7?)+
h2n22 1 2 _ 2 _
"l4- v (p2+ m2)2 HO, m)+ 5v2p2+ m2 PO 1)+ — 1(0.fi.p, m)
h2m2 1 h2m 4 1
" v2 p2+ m2 1 (0. Mip, m) + 4 v2 (p2+ m2)2 1 0. Mp. m) “4)

The higher-point Green’s functions are easily calculated up to order h , they contain at most tree dia-
grams.

To compute the Cartesian ~i- and *-G reen’s-functions we can again use the expansions (27), since these
expansions are model independent. First we have to find the configuration-space n- and w-Green’s functions
from the momentum-space Green’s functions above. Then these results can be substituted in (27). Doing
this one finds again the results (38). So also in case of the arctangent toy model the conjecture is verified
for several Green’s functions up to order h2. For a more detailed calculation we refer to [10] again.

8 Proof of the Conjecture

In the last two sections evidence for the truth of the conjecture has accumulated. In this section we shall
prove this conjecture for a general model in d space-time dimensions.

Our proof will be based on the fact that the transformation to polar field variables actually has to be
performed in the path integral on the lattice, i.e. in (4). After transforming to polar fields one gets a path
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integral in terms of polar fields formulated on a lattice. This path integral gives a (complicated) set of
Feynman rules, and diagrams actually have to be calculated with space-time still discrete. Only in the end
result for the Green’s function one should then take the continuum limit, i.e. A — 0.

Now a d-dimensional continuum calculation is correct if one can see that all the steps one performs there
to calculate a diagram correspond to a similar step in a discrete calculation. In a d-dimensional continuum
calculation one performs the following three steps when calculating any diagram:

1. One writes momentum-dependent factors from the vertices in terms of the denominators of propagators,
such that one can let them cancel. For example:

1 1 1 1
k-l= 5((/f + 02+ m?) - 5(/f2 +m?) — 5(12 +m?) + 5m? . (45)
2. One shifts momenta, for example:
k? 4 m? (k=02 +m?
dik— o = [ 46
/ k + D2+ m? / 52 1 m2 (46)

3. When there is momentum dependence left in the numerator, which cannot cancel anything in the
denominator anymore, one uses
k.
/ dk —2—=0. (47)

k2 4+ m?

(k—=02%+m?
/ddk/ddl GETICETS

B (k2+m2)+(12+m2)—m2
7/dd/f/ddz GRS

:/ddk/ddl L m (48)
12+m2 k2+m2 (k2+m2)(12+m2)

If we can somehow see that these steps are also valid in a discrete calculation, then we have proven the
conjecture. For then we know that every operation one performs in the d-dimensional continuum calculation
corresponds to a valid operation in a discrete calculation, even though one writes down these steps in a
continuum formalism.

The first step is to transform the discrete action (8) to polar field variables. The transformation goes as
follows:

For example:

o Wiy ... ig
P1 d1,..ia —  Tiy,...,5q COS 7@

. Wiy ... iq
02 i1,ig T Tip,...iq S (7@ (49)

To keep things readable we define the shorthand notations:
1 = i17 ey id

1
N (ri1+17i27---7id - ri17i27---7id)

V7, ig = (50)
% (ri17---7id—17id+1 - ril,...,id,l,id)
The action becomes:
N-1
s = Ad, Z i (5 (Vn)erFrf ((1 —cosle> + ...+ <1 —coswa>> +
214 2d—
1 A ; 1 A ;
—7r;Vir; | 1 — cos M + ...+ —r;Vgr; | 1 —cos Vaw +
A v A v
vV (ri cos %77% sin &) ) (51)
v v
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Now we will substitute the series expansion for the cosines in the first two lines. Also we will assume
that the potential is such that the minimum of the complete action is at » = v, where v is some nonzero
constant (the same v that divides w in the cosine). This assumption is necessary to avoid difficulties with
the singularity at » = 0 in the transformation (49). Because the minimum of the action is at » = v we also
express the action in terms of 5, which denotes the deviation from v:

ri=v+mn . (52)
The final form of the discrete action is:

N-1 ! !
_ d . N2, 2 32
s — at Y (2 (Vi) + 5 (Vo)

i1,..,0g=0

=
23 U i 4 )

- i e (W (Vaw™ 7 (V™)

_ nf:l ((;:L))T % (m (Vim) (Vaw)™ + . i (Vam) (dei)zn)

1V (04 mi)cos =%, (0 4 ) sin %)> (53)

Note that this expression is still exact, as long as we keep all the terms in the sums coming from the
expansion of the cosines. Our complete discrete path integral P (defined in (1)), formulated in terms of the
polar fields, now looks like:

0o /N—-1 vr (N—1 1
P = v A1 d i / dwl O ex <——S> s 54
y (H)( 77)77) MQI) ) pl-7 (54)
where the action S is given by (53) and O is the product of the ¢1- and po-fields:

Wi W j(m) Wi (1)

. . Wyn
O = (v+ njm ) cos w+ (v + njomy ) cos (v 4+ np ) sin <+ (v + e ) sin K (55)
The product
N-1 N-1
(0+n) =[] (56)
i=0 =0

is the Jacobian from the transformation to polar fields. This Jacobian factor can be recast in the following

form: Nt Nt
(H (v + m)) — exp (Z In(v + m)) (57)

i=0 =0
Also the domain of integration for the w-fields can be extended from [—vn, v7] to {(—o0, 00), because the

whole integrand is periodic in the w-fields. Finally we can also extend the lower integration boundary for
the 7-fields from —v to —oo, this shift will only have non-perturbative effects.
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So we have brought our path integral to the form

o (n—< (n—2 /1 n—t \
P = i diiijJ i dwij Oexpi--S + 2 In(i>+m)] . (58)

This is a normal path integral on a lattice, in the sense that it has the same form of a path integral in terms
of Cartesian fields. Such a path integral we can calculate in the ordinary way, with perturbation theory. The
action of this path integral does have an infinite number of vertices however, because the discrete action (53)
has an infinite number of interaction terms and also because the expansion of the logarithm coming from
the Jacobian has an infinite number of terms. But it is still an exact expression, because we keep all terms.

Now we have to write down the (discrete) Feynman rules for the action we have found. To write down
the momentum-space Feynman rules we must first transform the configuration-space fields n and w to
momentum-space fields n and w. In the continuum such a transformation is given by:

«*) = f e - (59)

and similar for the w-field. The discrete analogue of this formula is:

N

2ni \
VKki,...kd = Ad ?74,.,.,jd exp E— Ai(A*i —L/2) + ... + kd(Aid—L/2)) J , (60)
ii,...,id=0 A '

where we have used that the continuous momentum is related to the discrete momentum as

coont — 205 &y

)
The inverse transformation of (60) is
1 N/2— , ,
= -jj f)ki,...,.kd exp f (k1(Ail- L/2) + ... + kd(Aid- L/2))]j , (62)
ki,...,kd=—N/2 N '

and similar for the w-field. To see that this is indeed the inverse transformation of (60) one can use the

identity
1 N4 (2ni . R .

1~ (klii kdid)J  Sk1jOmod N *''~kd,0mod N « (63)

ii,...,id=0 n '

From the relation (61) we can see that when we take L ~ to the momenta become a continuous set.

Their domain is still finite however. Because the discrete momenta are between —N/2 and N/2 —1, the

continuous momenta are in the domain
fccont G . (64)

The finiteness of this domain reflects the discreteness of space-time. From now on we shall understand that
we have taken the limit L A to, such that all sums over momenta become integrals. But of course A is still
finite.

By using (62), in the limit L ~ to, we can now express the discrete action (53) in terms ofthe momentum-
space fields fj and w. From this action one can then read of the discrete, momentum-space Feynman rules.
Notice that we did not specify the potential V, so we will not include the Feynman rules coming from this
part of the action. This potential V will also determine the masses for the n- and w-field. We shall keep
these masses general, the upcoming proof for the conjecture will not depend on the explicit form of the
potential V and the masses. In the Feynman rules below we will neither include the Feynman rules from the
Jacobian, the proof of the conjecture will also not depend on the exact form of these vertices.

The discrete, momentum-space Feynman rules are then:

Mo - ;cezcosAki - - ;Qeg(DSAkd+m
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- (2 COSAfei - ... - XbcosAkd+m

k(l)
P 11 (e-iApl + e -IAKI A /MNA N
k(@) TivA2
+ ...+
(eiapd +  AKY | AKE
k(D)
p (' 1)" 1 (e-lApl + _IAkl(l) | _IAk(S'])
Tw2"“ 1A2
k(2n) . s
(e-iApd + e iAké') | e-iAKkE |
| .
?vlvalz (e-iApl + e-iAqO (e-iAkI() Ak
+ ...+
(e -iApd + e-iAqd) (e-iAkd) - 1" (e-iAkd - 1
(h-vlz)r;l A12 (e-iApl + e-iAql inkf) -iAkS)
k(2n) N
(e-iApd + e-iAqd) fe-iAkd) - 1 -iAkS)
k(I
V) k(3) iak® JAKK
“@ k@
+ ...+
iakd SiAK®



k(@)

_1)" iak @ SiA K@)
fvars ¢A12 A Ak 1
k(2n) + o
esiAld) 1 e -Akd2m 1

(65)

Here all the (continuum) momenta are counted incoming. Together with these Feynman rules for the
propagator and the vertices we have the rule that every internal momentum should be integrated over from
—/A to n/A.

Now all these vertices can be written in a more convenient form. By combining all the complex exponen-
tials (i.e. writing out all products) and using momentum conservation at the vertex one will notice that for
each exponential also its complex conjugate occurs. They can be combined into a cosine, the same cosine
that occurs in the discrete propagator. In this way we can write the vertex expressions above in terms of
the denominator of the propagator. As a shorthand notation we denote the denominators by n k and n k:

) 2d 2 2n&1 2 2nkd 2

n A2 A205~N-~ A2c0os ~n ~ +
2d 2 2n&1 2 2nk g )

nk K (66)
A2 A2006~N-~ A2QB~N

To write the vertices into this more convenient form we also have to define an operator P . We denote the
set consisting of the jth components of the momenta k(1), ..., k(2n) by {kj}

{kidM{k(2).k(2),....k(2n)} . (67)

Then the operator Pi working on {kj} returns the sum of i momenta chosen from the set {kj}. There are
(2’) ways to choose i momenta from a set of 2n momenta, so there are also (2Z’) different operators Pi. For
example:

P2{ki}=1 mk® . (68)

W ith these notations we can write the vertex expressions as follows.

k()
<»m — — (nfe(i) + n fc(2 - Tip - 2mrw + m~)

k(2)
s

kO

p (—n 1
hva2n-1 (“ A~ + E npiifd + E 11+ Piifd +
\Y Pi Pi

N\

k (2n)

—X /I nP{K} —X/ nP+P2{k} + ... +
P2 P2

(—)n E n Pn-i{k} + (—1)n PXA n P+Pn-i{k} +
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-c(-i),n+l Epn n%hﬂ?+ E(-i)n+1ypr’]‘n p+Pn| B +

2n-lmwW - (1- 22n-1) m»

k(1)
n — — n.p — n 0 +
k(2) hv2
h 1, 1, 1, 1
~np+c@) + ~n P+ + ~ng+fe«l) + ~ng+fc«?) +
- 2mW + 2mn
k(1)
/
(—)n g - _
i 2n -NP-n9+'52UP+Pi{k} + * 2 Uq+PI{k} +
\Y Pl PI
N\
k(2n)
- E nptP2{k} - E nqg+tP2{k} + ... +
P2 P2
n
(—Hn X/ nP+Pn-I{k} + ()n E n g+Pn-I{k} +
Pn-1
(-1 N i (- n
2( i)n+tlh n BI%H$E+ 2( i )n+1 X ~n 9+p,{fc} +
Pn Pn
- 22n-ImW + 22n-Imn
k(hv V /" k@
v n 9 n fc(2) + n fc(3) + n fc(4) +
k(2z' " X" Vk@@
! \
_ Mafc(i)+Hc(d - -AfciD+cO) - - n i) +Ho4) +
_ " n- fc(2)+fc(3) - - n-fc(2)+fc(4) - - n-fc(3)+fc(4) - 4mrw + 3
k(1)
/ / /
/ Dn /
<\ N foon-21E W “E AW+ T+
N V PI P2
k(2n)

(-i)n E np-iffc} + 9(-!")n+tlE n”"m
Pn-I
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- 22n-2mW - (1 - 22°-2)

(69)

Notice that the bars are always placed on the terms containing an operator Pj with i even. For the sake
of the argument it is convenient to place these bars in this way. Whether or not a bar is placed on the last
term, with Pn, thus depends on n, whether n is even or odd. Above the bars are placed as if n were even,
but it should be clear how they should be placed when n is odd.

Now notice that these vertex rules look identical to the rules one would use when doing a d-dimensional
continuum calculation. For example, in the continuum the 3-vertex would be:

v k(1) 2

________ < @ <>— A *AQ (70)

AN

To simplify the dot-product in a d-dimensional calculation one would write it as

iS*l” _*® : -iS( ((*IH) |+II/\) +((**)l +IIO +
A (k@ + k@) +FmA - 2mW+ m A (71)

which corresponds exactly to the discrete vertex expression given in (69) for the 3-vertex. So when one uses
the continuum rules to rewrite dot-products of momenta, as in the 3-vertex example above, one is actually
doing a correct calculation, although one is doing a continuum calculation.

Another rule that one uses in a continuum calculation is that it is allowed to shift the loop momenta.
Also in a discrete calculation this is allowed, because of the periodicity of the discrete propagators and vertex
expressions.

W hat then goes wrong in a continuum calculation? There is one more rule that one uses in a continuum
calculation that we have not mentioned up to now. This rule is:

Trf=c" (72)

This rule, however, is not correct in a discrete calculation. For example, in dimension 1, we have to realize
that by k and k2+ m2 we actually mean:

A <> — (e-iAfc- 1)
0 0 2 2 0
kr + m2 wm —T— —Tcos(Ak) + m2 (73)
A2 A2

So by the integral above we actually mean:

1 @ i. i WA A -iAc_ 1\
= dk ., ', N = dk o — M4 eeemopmes -= — i+ 0{A 74
21 J ke+m:  2wJ/a  "2.~2 COS(AK) + m- 2 A (74
This shows that the rule (72) is not the correct one to use. The only instances that one would use the rule
(72) is when a n (or n) is left in the numerator, and cannot cancel anything in the denominator anymore.
Below we shall show that all such terms, where a n (or n) remains in the numerator, cancel when one
adds all diagrams for a certain Green’s function. To this end it is convenient to split up the vertices in (69)
as follows:

k(@)

hv2n-1

k(2n) 23






3

to

toi

toi

5./

3

\ ?r

\?r

3



-(-1)ntlE nPpffc} + ~ (-1)n+1ly n<?+Pn| g

(-1) (-22n-1mW + 22n-1m2)

hvZ
k(2n)
— kO
(-Hn
<. ~ h ~ Uk®)
k (2n)
k@
-1)”
<* ~ ’\(-2’\) 2n 1=2%)
S
k (2n)
'm"V }<(1)
(—L)n ~ -
~ N27"2 (- E n*"m + -+
N \ P2
—k@n) _ 1 _ N
(-i)n E np-i{fc} + - (-i)n+tly ~n Pn|fd
Pn-1 Pn /
'm"'V }((1)
<! Ny S (m22-2r - (1- 22 2)m2)
k (2n)

(75)

Having written the vertices in this form it is clear where the problem terms in a certain diagram come
from. They come from a vertex with a dot in the center or two vertices connected by a line with two dots.
That a dotted vertex is a source can immediately be seen from the vertex expressions above. A line with
two dots and momentum k flowing through it gets two n k’s in the numerator, from the vertices, and only
one n k in the denominator, from the propagator.

It is now easy to derive the following recursion relation, valid for n > 2:

2n —2 + 2n —4 + ...+

(n) ;2n —e(n) +
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------- Se-*< 2n —3 + 2n —5 + .+

2n —e(n) —1! e(n) +1 +

2n =0 (76)

In these diagrams it is understood that the outgoing legs should be connected in all possible ways. e(n) Is

defined as:
if n is even

n
e = T n—1 ifn s ofd ¢n

Notice that the third and fourth line in the recursion relation above are not there when n = 2, these diagrams
simply do not exist.
We also have the following two recursion relations:

In this recursion relation n > 2.
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In this recursion relation n > 1. The first two lines are not there when n =1.

W ith these recursion relations it is easy to see that the problem terms always cancel in the complete set
of diagrams for a certain Green’s function. If somewhere in a diagram an internal line with two dots occurs,
then at this same point in the diagram also the dotted vertex can occur. These diagrams then sum up to
ZEero.

So finally we have proven that the problem terms cancel in the complete set of diagrams for a certain
Green’s function. If they cancel out anyway it is also correct to treat these problem terms like one would in
the continuum. Of course one makes a mistake for each problem term, but these mistakes cancel out again
in the complete set of diagrams. So there is nothing wrong with taking the continuum limit right from the
start and doing a d-dimensional continuum calculation.

Notice that it is no problem to add the vertices coming from the potential V and the Jacobian to this
argument. These vertices give no problem terms themselves. They can be combined with the dotted vertices,
but the problem terms always come from a clear, separated part of the diagram, either two vertices connected
by a line with two dots, or a dotted vertex.

Now we know it is correct to take the continuum limit A ~ 0 straightaway in the discrete Feynman rules
(69). If we do this it is easy to see that only the nww- and nnww-vertex do not vanish. All the other vertices
go to zero, as can be seen from their expressions in (69), but also, and much quicker, from (65), because
they all have one or more factors of A in front when the exponentials are expanded.
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So, finally we are left with the Feynman rules:

k2+ m2

k2 + m.2
k1l

y-h mk2
k2
AN
kl 2

Ve (80)

K2 k=
AN

plus the Feynman rules coming from the potential V and the Jacobian. These are exactly the Feynman rules
that one would have read off from the continuum action:

w
I

J[ ddx (2- (V?)2 + 5 (Vui)2-|—v?7(Vw)2+ 2_\/%(»,/2 (Vw)2+ V {/r cos V—,rsin 7} J]

— (V)" A " cos —, rsin —"
[ ddx (2(V.) + 2y9 Vw)" + U f/ cosv,rsm v (81)

Recapitulating the proof, we have done the following. The basis of our proof is the discrete path integral
in terms of the Cartesian fields ~1 and 2. In this path integral on the lattice it is completely legitimate
to transform to polar fields. After this transformation we get a very big, complicated action. Looking at
the discrete vertex expressions we find how we can simplify these expressions, and how we can let them
cancel against propagators in a certain diagram. We notice that these rules are exactly the same as in a
d-dimensional continuum calculation. All the rules that we would use in a continuum calculation appear to
be valid in a calculation on the lattice as well, except for one: rule (72). The terms where we would need
to use this rule can then be shown to cancel in the complete set of diagrams, by using the three recursion
relations. So by using the incorrect rule (72) we actually make a mistake, but all these mistakes cancel in
the complete set of diagrams. Thus we know that all the rules that we use in d-dimensional continuum
calculation are also valid in a correct, discrete calculation. This means we might as well take the continuum
limit directly in the discrete Feynman rules (65). Then these Feynman rules simplify to (80), and we have
proven that a d-dimensional continuum calculation with the action (81) is correct.

8.1 An Example

To see explicitly how the mechanism described in the previous section works we consider an example. Con-
sider the 1-loop n-propagator. There are two types of diagrams (We do not include vertices from the potential
V and the Jacobian, because such vertices will never give problem terms.):

and

Here, dots should still be put on the lines or in the vertices. There are a lot of diagrams, but it is easy to
see that there are only two diagrams that contain problem terms. These are:
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1

(2n)d y_n/A V hvl] V hvl] n np_t
i i rn/A ddk np_=t
v2 (2n)d ./—A/A u

/A
11 ddk
2 (2n)d ./[—a/a

A9 (np-fc + nP+fc) + - (up+k + np_for —

11 /A

ddk " PK

(82)
V2 (2n)d ./—A/A

Indeed these diagrams cancel, as is guaranteed by the recursion relations derived in the previous section. The
other diagrams, contributing to this n-propagator at 1-loop order, have their dots in other places, or have
vertices without dots, that can also come from the potential V. These diagrams can never have a problem
term. And thus the whole 1-loop propagator is free of problem terms, and the continuum limit could have
been taken right from the start.

8.2 The Jacobian and w-Loops
In the previous sections it has become clear that it is allowed to work with the continuum Feynman rules
(80), as the conjecture states. Together with these Feynman rules we have of course the rules from the

arbitrary potential V, and the rules from the Jacobian. From the discrete calculation it is easy to see that
the Jacobian can indeed be rewritten as:

[[r@) = gexp<—%(—hlnr(x))>

~exp (—% (—hlnr(w)))

— oo (i gq [ s (i)

—  exp (— l)d/ddk} /ddi(—hlnr(ﬂﬂ))>

~ exp <_ v /ddk} /ddx (—hni# (ni}x))"))

as the conjecture states. The Feynman rules coming from this Jacobian are:

)

—_

St — S| = S =

—
%)
)

o
)

(83)
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We see that all these vertices give strange integrals 1. In the case of the shifted toy model and the
arctangent toy model we already saw that these integrals | always cancelled against identical terms coming

from w-loops. We shall now prove this in general.
Consider a w-loop with only nww- and nnww-vertices (as given in (80)) on it. So the diagrams we are
calculating can only have external n-legs. Such a diagram would look like:

W\ xy Al )

Now these diagrams have a part which is going to cancel the I-integrals from the Jacobian. This part is
exactly the worst divergent part of the diagrams above. To calculate this worst divergent part the masses

and incoming momenta can be neglected.
In this case it is easy to write down the generating functional for such diagrams. This generating functional

is defined as:

Z(x)=E ol (85)

where the diagram symbolizes all 1-loop diagrams of this type with n outgoing n-lines.
We denote the number of nww-vertices in the w-loop by n3 and the number of nnww-vertices by n4.

Then the generating functional Z (x) for diagrams of this type is given by:

1 TO
Z (x ddk -
0 (2n)d n3§1:0 212U  n3In4™ hv hv2( k2)
n3+n4>0
n3+n4 n3+2nd
(2n3 + 2n4)!1(n3 + 2n4)!
k2 (n3 + 2n4)!

-1 In 1+ -

Y

(—L)n(n - !I'xn

i E v n! (86)
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So we can read off that a w-loop with n outgoing n-lines has a worst divergent part given by:

vn 7 87)

This exactly cancels the vertices from the Jacobian. In any diagram, wherever a dotted vertex from the
Jacobian with n legs occurs, also a w-loop with n outgoing legs can occur, and their part that contains the
standard integral | cancels!

8.3 The Dimensional-Regularization Scheme

In the case that one uses the dimensional-regularization scheme one has that:

1

1
— —x_ddk — — =0 Vm (s8)
(2n)dJ (k2)m V 7

which means that also our standard integral | becomes zero:
1 =0. (89

This means that in the dimensional-regularization scheme it becomes even easier to work with a path integral
in polar field variables. In this case one can also completely forget about the Jacobian one gets from the
transformation. Also one can ignore the integrals | that are generated by w-loops.

In this paper we will keep everything general however, and not specify a regularization scheme.

9 The One-Dimensional Case

In section 8 we have proven the conjecture for a general model with two fields in d space-time dimensions.
This conjecture, which is promoted to a theorem by now, enables us to actually calculate things via the path
integral in terms polar fields for any d-dimensional model. In a d-dimensional model the only analytical
computations we can do in practice are continuum calculations. Analytical discrete calculations, i.e. calcu-
lations on the lattice, are in practice much too hard to do. That is why we have not bothered to simplify
the discrete d-dimensional path integral, hoping to do a discrete calculation with this simplified form.

In one dimension analytical discrete calculations are sometimes possible (as we will see in the next
section). Therefore it is convenient to have a reasonably simple, discrete path integral in terms of polar
fields for the case d = 1 It is this path integral that we shall derive in this section.

By deriving this path integral we shall also make contact with the literature on quantum mechanical (i.e.
1-dimensional) path integrals in terms of polar fields, e.g. [4 2, 3].

Our starting point will again be the discrete Feynman rules (65), now specified to d =1 however. Also,
for the sake of the argument, we will split up the vertices as given below. The one-dimensional Feynman
rules are then:
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Looking at these vertex expressions we notice that only the vertices

and (91)

have a finite continuum limit, all the other vertices go to zero when A is sent to zero in the Feynman rules.
First we are going to consider all diagrams which have at least one of these vertices that vanish in the
continuum limit. The only way these vertices can survive a continuum limit in a complete diagram is when
there occur loops that give a 1/A.

First consider 1-loop diagrams. All 1-loop diagrams can be built from the vacuum diagram

(92)

By attaching legs we can build any 1-loop diagram from these. Having an n-line in the loop will never give a
1/A, no matter which vertices we use. If the whole loop is a w-line this loop can give 1/A’s. If we construct
a diagram from this vacuum graph with at least one of the vertices that go to zero in the continuum limit,
one can verify easily that either the whole diagram goes to zero in the continuum limit or diagrams cancel
among each other in the complete set of graphs for a certain process, such that the whole process is zero.

The same thing can now be done on 2-loop level. Here we can construct all diagrams from the vacuum
graphs

One can see that the only diagrams surviving the continuum limit and containing at least one of the vertices
that vanish in the continuum limit can be constructed from the following vacuum graphs by only attaching
lines with the vertices (91), because these vertices do not give additional powers of A.

/N
n X
- and <—») (94)
/ O /

For the vacuum graphs we have the following expressions, excluding vertex constants and symmetry factors.
Only the discrete loop integration is done and the worst behavior in A is kept.
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(95)

We now construct all 1P| diagrams from these vacuum graphs by attaching lines with the vertices (91).
Because we can only attach lines with these vertices we can only get external n-lines. We shall now calculate
the generating functional of all the diagrams that can be constructed in this way:

n i-x" (96)
n!
Now this Z, for the first vacuum graph, is given by:
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Here 1/8 is the symmetry factor of the vacuum graph, m3 and ma4 denote respectively the number of nww-
and nnww-vertices in the left loop and n3 and n4 denote the number of nww- and nnww-vertices in the right
loop. Now we can read off

h (= n(«+ )

8 vn2 (98)

for the first vacuum graph.

Also the contributions from the three other vacuum blobs can be constructed in the same way. Their
generating functions appear to cancel each other. The reason for this shall become clear below. For now the
only 2-loop contribution we get is (98).



The n-leg diagrams that we find in (98) are exactly the vertices one would get from a term

TR 1

(99)

in the action. This can easily be seen by substituting r = v + n in this term and expanding it in n. This
means, up to 2-loop level, one can discard the vertices that go to zero in the continuum limit and replace
them by the vertices from (99). In the action this means one is left with
N— o . .
1(ri+i -r )2 1r2(wi+i - Wi)2 h2

A2  Toawv A2 8r2 (100)

i=0

Disregarding three- and higher-loop level we have now proven that our one-dimensional discrete path
integral P is equal to:

1O n1o
P drO.. .drN-1 rO... rN—2 dwO.. .dwN-1 O
-0 J—T0
N-1 . .
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“p -ITAZ 2 a2 2v2 A2 8r2
| Wi . W
K as —, Sill —— (101)
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This is a form that one can also find in the literature. This same path integral is derived by Lee [4] in
chapter 19, formula (19.49). Also Edwards et al. [2] and Peak et al. [3] find a term (99). However they start
with the discrete path integral in terms of Cartesian fields, transform to polar fields and actually perform
the angular integration. Only then they find the term (99). We have presented a more general proof of this
term here, like Lee [4].

Up to now we have not proven that at three- and higher-loop level there are diagrams, containing at least
on of the vertices that vanish in the continuum limit, that can not be built also from vertices from the term
(99). We shall not prove this in this paper. In this paper we are mostly interested in the transformation to
polar fields in d-dimensional models, and the conjecture needed to compute via polar fields in these models
has already been fully proven. It should be clear however that, to have agreement with the literature, the
path integral (101) is correct, up to all orders. So, although we cannot prove it at this point, there are no
diagrams at three- and higher-loop order that cannot also be constructed with only the term (99).

9.1 An Alternative Derivation

Another way to derive the discrete one-dimensional path integral (101) is by first using the conjecture. So
one computes all diagrams in a d-dimensional way in the continuum, with the simple Feynman rules from
the continuum action, then one lets d * 1. To obtain the discrete version of these diagrams one has to know
what the difference is between calculating in the continuum and calculating in the discrete. This difference,
we know, comes from the problem terms. If we formulate the (continuum) nww- and nnww-vertex with the
dots, as we did in section 8, then we have a clear source of problem terms. Because in this case we only have
the nnw- and nnww-vertex we also only have the recursion relation:

+ =0 (102)

This recursion relation ensures that all problem terms from a w-line with two dots cancel against the dotted
part of the nnww-vertex. So the problem terms from w-lines are never going to give a difference between a
discrete and continuum calculation. All we have to do is find the problem terms coming from n-lines with
two dots.



Now, as in the previous (partial) derivation of (101) we can build all diagrams from the vacuum graphs.
At 1-loop order there is no difference between a continuum and discrete calculation. At 2-loop order the
only problem terms come from the vacuum graph

—xomen) (103)

wV_x/

Now we can understand why, in the previous derivation of (101), the generating functionals from the last
three vacuum graphs in (94) cancelled. Only the first graph in (94) corresponds to the vacuum graph above.
This correspondence can be seen by pinching the dotted n-line in the vacuum graph above. The last three
vacuum graphs in (94) correspond to problem terms from dotted w-lines or a dotted nnww-vertex. These
cancel among each other because of the recursion relation (102).

Now the difference between a continuum and discrete calculation of the graph (103) can be calculated.
Also the generating functional of diagrams where we connect any number of n-legs via the nww- and nnww-
vertices can be calculated. The result of this generating functional is given by (97). In this way we find
that, to compensate for the differences that we get by doing a discrete instead of a continuum calculation,
we have to introduce the term (99) in the action again.

Also in this way of deriving (101) we do not know how to show that three- and higher-loop diagrams give
no new differences, but this is not important for the main result of this paper.

For a nice illustration of the strictly one-dimensional path integral in terms of polar fields (101) we refer
to [10].

10 Conclusion

We have presented a way to rewrite a d-dimensional Euclidean path integral, in terms of two scalar fields
y> and y2, in terms of the corresponding polar fields r and w. Our first step was to introduce a conjecture
that stated how to perform this transformation. This conjecture states that (13) is the correct way to
transform. After this we showed, by doing explicit calculations for two toy models, that the conjecture is
indeed correct for these toy models up to some order in perturbation theory. Finally we gave a general proof
of the conjecture, based on a completely discrete (i.e. lattice) calculation. To make contact with the literature
on the transformation to polar fields in the case of quantum mechanics, we also specify our calculation to
this case (d = 1), and find agreement.

In a forthcoming paper we will use the conjecture in actual calculations on the Euclidean N = 2 linear
sigma model.

A Standard Integrals
Throughout this paper we use the following standard integrals:

I (qi, mi, 92, m2,.. ., gn, m,,) =

(2n)d 7 (k +qgi)2+ mi (k+ g2)2+ m2 (k +q,,)2+ mj;
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