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Abstract: In this paper we present the implementation and expert evaluation of a speech 

centric multimodal demonstrator that has been developed in the EURESCOM1 

MUST project (MUltimodal, multilingual information Services for small mo

bile Terminals). The demonstrator is a tourist guide for Paris. The paper fo

cuses on the technical implementation and interface design of the demonstra

tor. Based on GALAXY Communicator software, Telenor and Portugal Tele

com were able to build transparent, modular, and stable versions of the dem

onstrator in a relatively short time. User Interface experts at Telenor and Por

tugal Telecom evaluated the demonstrator in two phases. In phase one they 

explored the interface. Phase two was a Cognitive Walkthrough with prede

fined tasks and action sequences. It appeared that it was not obvious that the 

interface was multimodal, and in particular that it was possible to tap and talk 

simultaneously. However, some experts discovered simultaneous multimodal 

interaction after a while, and we observed a very steep learning curve. The ex

perts foresee problems for naïve users, if no special attention is paid to the in

troduction phase. The implications of the expert evaluation for the planned 

user tests are discussed at the end of the paper.

Key words: speech centric multimodal application, simultaneous coordinated multimodal

ity, expert evaluation

1 EURESCOM, the European Institute for Research and Strategic Studies in Telecommunica

tions, is the leading company for collaborative R&D in telecommunications in Europe.

Founded in 1991, EURESCOM provides comprehensive collaborative research manage

ment services to network operators, service providers, suppliers and vendors
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1. INTRODUCTION

For Telecom Operators, due to the large investments made, it is essential 

to invoke the widest possible use of their future UMTS services. To be suc

cessful, these new services must offer more or better functionality than exist

ing alternatives, and they must have simple and natural interfaces. Especially 

the latter requirement is difficult to fulfil with the interaction capabilities of 

the small lightweight mobile terminals. The usability problems of small ter

minals might be solved by means of multimodal interfaces that combine 

speech, text and pen at the input side, and text, graphics, and speech at the 

output. However, the combination of multiple input and output modes in a 

single session appears to pose completely new technological and human fac

tors problems of its own. Therefore, the Research departments of three Tele

com Operators (Telenor, Portugal Telecom, and France Télécom) collabo

rate with two academic institutes (University of Nijmegen and the Max 

Planck Institute of Psycholinguistics) in a two year EURESCOM project, 

called MUST - MUltimodal, multilingual information Services for small mo
bile Terminals - that has two main aims:

(1) To obtain knowledge about the issues involved in the implementation of 

a simultaneous coordinated multimodal application for a small terminal. 

Simultaneous coordinated multimodal interaction is the term used by 

W3C2 for the most advanced form of multimodal interaction, where all 

available input devices are active simultaneously, and their actions are 

interpreted in context.

(2) To obtain information about user behaviour in a purpose built multimo

dal application that implements simultaneous coordinated interaction.

This paper presents the functionality and implementation experience of the 

first version of the demonstrator. In addition it presents the results of the first 

step of the user evaluation. User interface experts of Telenor and Portugal 

Telecom tested the first version of the demonstrator using the cognitive 

walkthrough method.

2. THE DEMONSTRATOR

Investigating user behaviour and preferences in multimodal interaction 

requires a combination of theoretical, engineering and behavioural ap

proaches. Services that involve navigation and selection on the basis of a

2 L. Almeidal, I. Amdal2, N. Beiresl, M. Boualem3, L. Boves4, E. den
Os5, P. Filoche3, R. Gomesl, J. E. Knudsen2, K. Kvale2, J.

Rugelbak2, C. Tallec3, Narada Warakagoda2

2 http://www.w3.org
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map have proven to be good candidates for user testing of multiple input and 

output modes. In e.g. (Oviatt et al. (1997)), multimodal interaction was ob

served most frequently during spatial location commands. An electronic 

tourist guide is a commercially interesting example of civil map-based appli

cations. Thus, we decided to use such a service as the platform for the im

plementation and user testing in MUST (Boves & den Os (2002), 

EURESCOM (2002)).

2.1 The functionality of the demonstrator

The MUST tourist guide for Paris combines speech and pen at the input 

side, and text, graphics, and speech at the output side. The service is the 

equivalent of a printed tourist organised around detailed maps of small sec

tions that function as a navigation and orientation aid. Compared to a printed 

guide, leafing through the electronic guide should be easier and more re

warding, since the user can determine what information is shown on the 

screen of an online version. Moreover, up-to-date dynamic information can 

be provided.

The tourist guide is organized in the form of small sections of the town 

around “Points of Interests”(POI’s), such as the Eiffel tower, the Museum of 

the Louvre, etc. These POI’s are the major entry points for navigation. When 

the user selects one of the POI’s, a detailed map of the surroundings of that 

object is displayed on the screen (cf. Fig. 1).

Map sections may contain additional objects that might be of interest to 

the visitor. By pointing at these objects on the screen they are made the topic 

of the conversation, allowing the user to ask questions about these objects, 

for example “What is this building?” or “What are the opening hours?”. The 

user can also ask general questions about the section of the city, such as 

“What restaurants are there in this neighbourhood?”, The information re

turned by the system is rendered as text, graphics (maps, and pictures of ho

tels and restaurants), and text-to-speech synthesis.

Users are allowed to ask questions about POI’s for which the answer is 

not in the database of the service (e.g., ‘Who is the architect of this build

ing?’). Answers to these questions are passed to a multilingual Ques

tion/Answering (Q/A) system (developed by France Télécom) that tries to 

find the answers on the Internet.
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Figure I. Graphical User Interface of the MUST guide to Paris.

2.2 The architecture of the demonstrator

MUST set out to investigate implementation issues related to coordinated 

simultaneous multimodal input, i.e., all parallel inputs must be interpreted in 

combination. This is implemented as late fusion of the information from all 

channels. The overall architecture of the MUST demonstrator is shown in 

Figure 2.

2.2.1 The application server

The application server comprises six main autonomous modules that 

communicate with each other via a Hub.

The Hub has been built on the GALAXY Communicator Software, a 

public domain reference version of DARPA Communicator maintained by



MITRE3. GALAXY ties individual components (e.g., ASR, TTS, Dialogue 

& Context Manager, etc.) together by providing extensive facilities for pass

ing messages between the components. In the MUST demonstrator the Hub 

is script based.

Messages that are passed between Galaxy modules are based on the key- 

value pair (attribute-value pair or name plus a value) format. This message 

format was found to be sufficient for dealing with relatively simple opera

tions like connection set-up, synchronization, and disconnection etc. How

ever, some operations, such as database lookup and GUI display requests, 

involve more complex data structures. This necessitated an extension to the 

message format, which was provided by defining an XML based mark-up 

language MxML - MUST extensible Mark-up Language. The complex data 

structures are represented by MxML strings and embedded in the basic key- 

value pair Galaxy messages. In this way we can combine the message pass

ing mechanism provided by Galaxy with the flexibility and power of XML.

The MUST guide to Paris 5

Figure 2. Overall architecture of the MUST tourist guide to Paris. Acronyms are explained in

the text.

This modular architecture offers a high degree of flexibility. For exam

ple, we have used two different voice servers. This could be done with

3 http://fofoca.mitre.org
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minimal effort. The modular architecture also supports multilinguality, by al

lowing to separate language dependent and language independent parts of 

the individual modules. In this way we could quickly adapt the system to a 

different language, by plugging-in the language dependent components. The 

server modules are written in Java or in C++.

2.2.1.1 Multimodal server

This server is responsible for multimodal integration. The temporal rela

tionship between speech and graphical input channels is handled by consid

ering all input information received within a pre-defined time window. This 

information is packed in a single message and passed on to the dialog man

ager as a first step in the late fusion process. At this stage the message may 

contain contradictory elements and the interpretation of the combined con

tents is left to the dialog manager. The duration of the time window is a 

variable parameter that can be adjusted according to the dialog state.

The multimodal server also performs fission. The message from the dia

log manager is broken down into two messages. One of the messages con

tains only speech and is sent to the voice server; the other one, containing 

only graphics, is forwarded to the GUI server.

2.2.1.2 Voice Server

Two different versions of the voice server were developed:

The first is based on the InoVox IVR platform from Portugal Telecom Ino- 

vaçâo. Philips SpeechPearl2000 is used for automatic speech recognition 

and the L&H TTS engine for speech synthesis. These components support 

both English and Portuguese. In addition, the system integrates the France 

Télécom TTS engine to support French and English.

The other version of the voice server is based on the TABULIB teleph

ony platform of Telenor R&D. This voice server also uses Philips Speech- 

Pearl2000. The voice server contains a generic interface to Microsoft SAPI

4.0, and any TTS engine that supports this standard can be used. In the 

MUST demonstrator we used the Microsoft TTS engine for English and 

Telenor’s own engine Talsmann® for Norwegian.

An important feature of the messages exchanged by the voice server is 

that they are asynchronous. Thus, the module that has sent a message to the 

voice server does not wait for an answer or an acknowledgement, but it pro

ceeds with its next operation. A potential drawback of asynchronous mes

sages is tat it may affect the stability and reliability of a system. However in 

our case, we found that asynchronous messages did not affect the reliability.

6 L. Almeidal, I. Amdal2, N. Beiresl, M. Boualem3, L. Boves4, E. den
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We could have implemented ASR, TTS and the telephony module (PHN 

in Fig. 2) as separate Galaxy servers. However, lumping them together in a 

single Galaxy server avoids the need to send large amounts of (speech) data 

via TCP/IP connections, thereby improving the response time of the system. 

Moreover, a voice server is a typical component of a conventional (commer

cial grade) voice only dialog system. Therefore, it is much easier to use this 

component ‘as-is’. To incorporate the existing voice servers in the Gal

axy based architecture, we only needed to implement a “wrapper” that 

sits between the Hub and the existing servers. This wrapper is respon

sible for processing the Galaxy messages and invoking the appropriate 

voice operation (TTS or ASR).

2.2.1.3 Question Answering server

When during the interaction process with the MUST tourist service the 

user issues a spoken request to the service the module that handles speech 

recognises what has been said and sends a message with the corresponding 

semantic representation, through Multimodal Server, to the Dialogue Man

ager. The message is then parsed and interpreted by the dialogue manager 

that checks whether the requested information belongs to the service domain. 

If the information cannot be found in the application database, the dialogue 

manager redirects the request to Question Answering (QA) server and noti

fies the user that information was not available on service's domain, but that 

it will try to find it nevertheless. The dialogue manager will not be stuck un

til an answer is received from the QA host. The user can proceed interacting 

with the service and he/she will be notified by the Dialogue Manager when 

the response to the out-of-domain question arrives.

The QA system searches for the answer in the Internet. It is obviously in

appropriate to try and render complete documents on the iPAQ screen, and 

leave it to the user to detect the answer to the question. Therefore, the QA 

system analyses the documents that it retrieves in detail, to extract a number 

of answers, each of which is assigned a score for the probability that it is 

correct. The answers are such that they can be formulated in a short phrase 

or sentence. If the QA system is not able to find an answer, it will respond 

with the message that it failed to find the requested information.

The QA server is physically located in one single site at the premises of 

France Télécom R&D, due to its complexity. However, the functionality of 

the QA system can be accessed through the Web, since it is implemented as 

a Web Service. The Web Service approach implies the use of SOAP format

ted messages over HTTP for the communication between the server and the 

applications that access its functionality through the Internet. The implemen

tation of this communication mechanism directly in the Dialogue Manager 

would result in additional complexity to the module without any advantage



in terms of service performance. So it has been decided to create an inde

pendent module, named QA Proxy Server, to provide and handle the com

munication mechanism between the MUST informative service and the re

mote QA host. It receives a message from the dialogue manager with the 

question issued by the user, formats the request in SOAP XML encoding and 

sends it to the server using the HTTP protocol. The QA server runs a listener 

that accepts the incoming SOAP calls, reads the information from the XML 

SOAP packets, and maps them to its own processing logic. The proxy QA 

server parses the response packet in SOAP XML encoding and extracts the 

answer according to its own internal logic, which is the answer with the 

highest score. Then the proxy constructs a message with the answer and 

sends it back to the Dialogue Manager.

2.2.1.4 Dialog Manager Server

The Dialog & Context Manager module is written in Java. It consists of 

four main components, implemented as classes, viz. (1) Context Manager,

(2) User model, (3) System response generator, and (4) XM L proces

sor.

The Context Manager is the heart of the module. It is a finite state machine 

that contains four main states, START, POI, GOF and FAC.

START: The dialog is yet to start

POI: User has selected a point of interest (POI)

GOF: User has selected a group of facilities (GOF)

FAC: User has selected one particular facility such as a restaurant.

The state machine approach with only a few states was possible because of 

the hierarchical nature of the application. The application consists of several 

POIs, each of which in turn consists of GOFs. Finally, each GOF comprises 

a set of facilities. When the user generates an event, a state transition can oc

cur. A state transition is defined by the tuple (St, It), where St is the current 

state and It is the current user input. Each state transition has a well- defined 

end state St+1 and an output Ot.

The User Model is an array of concepts whose length is set to a pre

defined value. The concept table is filled using the values output by the 

speech recogniser and the GUI client that lie within a predefined time win

dow. During the filling operation input ambiguities were solved, in this way 

comleting the late fusion. Once filled, the concept table defines the current

input It. If the values in the concept table are It(1), It(2),....... It(n), then the

N-tuple (It(1), It(2), It(n)) is the current input It. The number of different in

puts can be prohibitively large, even if the length of the concept table (M) 

and the number of values a given concept can take (K) are moderate. In our

8 L. Almeidal, I. Amdal2, N. Beiresl, M. Boualem3, L. Boves4, E. den
Os5, P. Filoche3, R. Gomesl, J. E. Knudsen2, K. Kvale2, J.

Rugelbak2, C. Tallec3, Narada Warakagoda2



case we have reduced the number of inputs by employing a many-to-one 

mapping from the original input space to a new smaller sized input space.

The System response generator is responsible for the generating Ot. It is 

essentially a mapping from space formed by the tuples (St, It). It looks at the 

current state St and the input It, and generates an output Ot that contains both 

speech and graphic contents. The output can contain pre-stored strings, pa

rameters extracted from the input itself, and data obtained from the back-end 

map database or the QA system. Speech output is generated by concatenat

ing components appropriately. Graphical output is generated as an XML 

string.

The XML processor performs the XML operations. Since it is difficult to 

generate complex XML string through concatenations, we maintain a DOM 

(Document Object Model) tree that always represents the current graphical 

output. This is generated from the previous DOM through tree operations 

such as deletions and insertions. The XML processor is based on the open 
source XALAN4.

2.3 The client

The client part of the demonstrator consists of two major modules, one 

for handling the graphics and another for the speech. Graphics is imple

mented on a Compaq iPAQ running Windows CE, which is connected to the 

server via a 802.11b WLAN connection. Speech is handled by a mobile 

phone. The test users in the evaluation will not notice this “two terminal” so

lution, since the phone is hidden and the interface is transparent. Only the 

headset (microphone and earphones) with Bluetooth connection will be visi

ble for the user.

2.3.1 GUI Client

The GUI Client transfers the GUI signals (tap and graphical information) 

back and forth between the client and server. The GUI is based on the 

Pocket Internet Explorer web browser. The use of ActiveX controls in the 

web browser gives a powerful interface that supports a variety of GUI com

ponents, such as gif image display, hotspots, push buttons, select lists, and 

text fields. The input to the web browser (from the GUI Server) is an HTML 

file. The GUI is defined and controlled by the use of Microsoft JScript inside 

the HTML body. This allows the application server to define the appearance 

of the GUI, and therefore no software update on the iPAQ is necessary.

The MUST guide to Paris 9
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The feedback from the Dialog Manager is an XML body that reflects 

what to be displayed on the GUI Client. The GUI Server retrieves the con

tent of the XML body, and wraps this into an HTML format to be forwarded 

to the GUI Client. The HTML file is actually stored on an HTTP (Web) 

server, and fetched by the GUI Client that is just an advanced web browser. 

We use XSLT5 to transform the XML body to the HTML file. Using style 

sheets the appearance of the GUI display can be easily be altered in services 

where the GUI format is dependent of the dialog context, or the users profile.

2.4 The user interface

One important feature for the user interface is the “Tap While Talk” 

functionality. When the pen is used shortly before, during or shortly after 

speech, these two input actions are integrated into one combined action. For 

example “Show hotels here” while tapping at Notre Dame. When tapping 

occurs more than approximately one second before, or after the speech, the 

actions are considered to be serial and independent.

The overall interaction strategy is user controlled, very much in accor

dance with what is usual in graphical user interfaces. This implies that the 

speech recogniser must always be open to capture input. Obviously, this 

complicates signal processing and speech recognition. However, it is diffi

cult to imagine an alternative for a continuously active ASR without chang

ing the interaction strategy. Users can revert to sequential operation by leav

ing enough time between speech and pen actions.

The output is mainly presented in the form of text (e.g.”the entrance fee 

amounts 3 euro”) and graphics (maps and pictures of hotels and restaurants). 

The text output appears in a text box at the upper side of the screen.

To help the user keep track of the system status, the system will always 

respond to an input. In most cases the response is graphical. For example, 

when a Point Of Interest (POI) has been selected, the system will respond by 

showing the corresponding map. If the system senses input, but does not 

know what to do with it (e.g. if audio input was detected, but ASR was not 

able to recognise the input with sufficiently high confidence), it provides a 

prompt saying that the system did not understand the utterance.

The graphical part of the user interface consists of two types of maps: an 

overview map showing all POIs, and more detailed maps with a POI in the 

centre. The dialogue/interaction management is designed such that the inter

action starts without a focus for the dialogue. Thus, the first action that a

10 L. Almeidal, I. Amdal2, N. Beiresl, M. Boualem3, L. Boves4, E. den
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user must take is to select a POI. Selecting an object automatically makes it 

the focus of the dialogue: all deictic pronouns, requests etc. now refer to the 

selected object. Selection can be accomplished in two ways: by speaking and 

by pointing (or by both). Irrespective of the selection mode, the application 

responds by showing the section map that contains the POI. A selected ob

ject is marked by a red frame surrounding it, as a graphical response to the 

selection action. All additional selectable objects on a map are indicated by 

green frames. When the user has selected a POI, several groups of facilities 

(GOF) such as hotels and restaurants can be shown as objects on the maps. 

This can be accomplished through speech (by asking a question such as 

‘What hotels are there in this neighbourhood?’), or by tapping on one of the 

‘facility’ buttons that appear at the bottom of the screen, just below each sec

tion map. Fig. 1 shows the buttons that were present in the first version of 

the GUI. Two buttons are related to the functionality of the service (hotels 

and restaurants), and three buttons are related to navigation: a help button, a 

home button, and a button that can force the application back to the previous 

state of the dialogue (a kind of error recovery). ‘Help’ was context inde

pendent in the first version of the demonstrator; the only help that was pro

vided was a short statement saying that speech and pen can be one by one or 

combined to interact with the application.

Speech input allows to make shortcuts. For example, at the top naviga

tion level (where the overview map with POIs is on the screen) the user can 

ask questions such as ‘What hotels are there near the Notre Dame?’. That re

quest will result in the detailed map of the Notre Dame, with the locations of 

hotels indicated as selectable objects. However, until one of the hotels is se

lected, the Notre Dame will be considered as the topic of the dialogue. In 

this context selection by means of the pen is easiest.

3. THE EXPERT EVALUATION

Usability experts were involved in the first phase of the evaluation of this 

speech centric multimodal demonstrator. The aim of the expert evaluation 

was to identify general usability problems with this type of multimodal inter

faces and to identify specific usability problems of the MUST tourist guide. 

The next phase will be a usability evaluation with naïve users.

3.1 Method of expert evaluation

For the expert evaluation we used the Cognitive Walkthrough technique 

(Lewis & Wharton, 1997). This technique is suitable for evaluating proce



dural dialogues. Cognitive Walkthrough uses a set of predefined tasks (ac

tion sequences) as the starting point of the evaluation. The technique can be 

used with minimum training by the experts and relies on their previous 

knowledge of usability requirements. Cognitive Walkthrough is an inexpen

sive way of identifying obvious problems in the user interface offering more 

effective naïve user testing.

Seven User Interface experts from Telenor and five from Portugal Tele

com participated in the expert evaluation. All test sessions were videotaped, 

to capture the moment when and the location where the experts tapped on 

the screen and recordings of what they said.

The expert evaluation procedure consisted of five steps:

(1) Introduction (10 minutes); the MUST project was presented and the 

aim of the evaluation was explained. It was stressed that the demon

strator had been built to test simultaneous multimodal interaction.

(2) Exploratory phase (10 minutes); the expert explored the prototype 

and commented on any apparent usability (or other) issues.

(3) Cognitive Walkthrough introduction (15 minutes); the technique was 

explained, including the questions the expert had to answer after per

forming each step in an action sequence. These questions are:

a. W ill a naive user try to achieve the right effect?

b. W ill the user notice that the action is available?

c. W ill the user associate the action with the desired effect?

d. If the action is performed, will the user see that progress has 

been made towards the goal?

(4) Cognitive Walkthrough evaluation (1 hour); the experts performed 

the Cognitive Walkthrough technique for three pre-defined action 

sequences, each consisting of 4 to 6 steps. For each step a goal was 

defined, e.g. ‘check opening hours for the Eiffel Tower’, as well as 

an action, ‘say “what are the opening hours?” while tapping the Eif

fel Tower’.

(5) Debrief session (25 minutes); the experts discussed their written and 

other comments with the experimenter.

3.2 Main results of the expert evaluation

Since only twelve experts participated in this evaluation, results should 

be interpreted very carefully. There were great similarities between the re

marks and observations of the Portuguese and Norwegian experts. The most 

remarkable and clear observations will be discussed here.
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During the exploratory phase, most experts started to use the two input 

modalities one by one, and some of them never tried to use them simultane

ously. After a while five of the twelve experts started to use pen and speech 

simultaneously.

Timing between speech and pointing has been studied in other experi

ments (Oviatt et al (1997)) and (Gustafson et al (2000)). There are, however, 

several important differences between the tasks in our experiment and in the 

studies of Oviatt and Gustafson, so the results cannot be directly compared. 

In the experiments of Oviatt and Gustafson the interaction style was mainly 

sequential, and the users tended to use the pen to draw or to point, and to 

speak one to four seconds after the pen signal. Our experiment focused on 

simultaneous use of pen and speech, where the users typically tapped at the 

end or shortly after the utterance. This was especially the case when the ut

terances ended with deictic expressions like ‘here’ or ‘there’. If no deictic 

expressions were present, tapping often occurred somewhat earlier. Timing 

relations between speech and pointing will be investigated in more detail in 

the user evaluation experiment that is now being designed

The results from the exploratory phase indicate that the Usability Experts 

in this study, who happened to be frequent PC and PDA users, are accus

tomed to use a single modality (pen or mouse) to select objects or using 

menus to narrow down the search space. Even if they are told that it is possi

ble to use speech and pen simultaneously, they will have to go through a 

learning process to get accustomed to the new simultaneous coordinated 

multimodal interaction style. But once they have discovered and experienced 

it, the learning curve appears to be quite steep.

It was not intuitive and obvious that the interface was multimodal, and in 

particular that the two modalities could be used simultaneously. This indi

cates that for the naïve user evaluation we should pay much attention to the 

introduction phase where we explain the service and the interface to the user.

During the Cognitive Walkthrough many usability issues came to light. 

They can be divided into interaction style issues and issues that are specific 

for the MUST tourist guide. The MUST guide specific issues related to but

tons, feedback, prompts, the way of highlighting selected objects, and the 

location of the POIs on the screen. From the comments by the experts it was 

clear that much more attention should be paid to the graphical interface and 

the design of the buttons. Most of the problems can be solved rather easily. 

Based on the comments of the experts a second version of the demonstrator 

will be built that will be used for the user tests.

The main problem that was observed by the experts related to the interac

tion style, was that almost all experts agreed that without some initial train



ing and instruction, users would probably not use the simultaneous multimo

dal interaction style. With the present lack of multimodal applications for the 

general public. there is a need to introduce the capabilities of simultaneous 

coordinated interaction explicitly before customers start using the new prod

ucts. According to the experts a short video or animation would be suitable 

for this purpose. Once the users are aware of the multimodal capabilities of 

the system, they should be able to associate the actions and desired effects 

with a minimal cognitive effort.

3.3 Design of the user evaluation

Based on the comments by the experts a new version of the MUST tour

ist guide will be implemented that will try to solve all the MUST demonstra

tor specific usability problems.

For the naïve user evaluation we have decided to focus on the introduc

tion phase, since this is a very crucial phase according to the experts. There 

will be three introduction versions:

1. Introduction video, explaining the service and interaction style, es

pecially emphasising deictic expressions like ‘there’, ‘this’, etc. 

Deictic expressions are hypothesised to trigger simultaneous multi

modal interaction.

2. Introduction video with less emphasis on deictic expressions.

3. Textual introduction on the screen; this short introduction was also 

present in version 1. The experts indicated that this was not enough 

to explain the interaction style. This version will be used as a refer

ence.

The user testing will take place at Telenor, Portugal Telecom and France Té

lécom, and each version will be tested by at least 5 subjects. The user 

evaluation will take place in September 2002.
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