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Chapter 1

Introduction

Linear operators on a Hilbert space play an important role in mathematics as well
as in numerous applications. Their strength is given by the fact that they provide
a unified framework for a description of a wide range of phenomena. For example,
they arise naturally in the theory of differential and integral equations, harmonic
analysis, differential geometry, and many other areas of modern mathematics. In
quantum theory, observables of a physical system are represented by certain linear
operators on a Hilbert space. The description of quantum reality via linear operators
motivated von Neumann [53] to investigate weakly operator closed algebras, called
von Neumann algebras, of bounded linear operators on a Hilbert space. This moment
was the beginning of the theory of operator algebras.

A more general class of operator algebras was introduced by Gelfand and Neu-
mark [34]. They defined so-called C*-algebras in purely abstract terms without
appealing to Hilbert spaces. However, they simultaneously showed in [34] that
these abstract algebras are nothing but norm closed subalgebras of the algebra of all
bounded linear operators on a Hilbert space. Furthermore, they proved that every
unital abelian C*-algebra can be represented as an algebra of all continuous com-
plex functions on a compact Hausdorff topological space. Thus C*-algebras include
two fundamental examples of algebras in functional analysis, algebras of continuous
functions and algebras of operators on a Hilbert space.

The notion of the theory of operator algebras is not sharp. More or less, one
could say that the theory of operator algebras deals with various algebraic structures
which cover, in some sense, operators on a Hilbert space. Recently, the theory of
operator algebras consists of the theory of von Neumann algebras, C*-algebras,
Jordan algebras and so on.

Operator algebras have found an important field of applications in axiomatic
foundations of physics. In the C*-algebraic formulation of physics [10, 60], ob-
servables are self-adjoint elements of a C*-algebra and states of physical system
are normalized positive linear functionals on the underlying C*-algebra. Abelian
C*-algebras describe the classical physics while noncommutative C*-algebras cor-
respond to the quantum world. This C*-algebraic approach is a cornerstone of
algebraic quantum field theory [4, 37] and has applications in statistical physics
[19, 20]. Moreover, operator algebras are also essential tools in the topos quantum
theory [31, 39], whose development is motivated by the problem of a unification of
quantum theory with general relativity.
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This habilitation thesis consists of an introductory text and a collection of se-
lected research publications. It deals with two topics, namely the star order and
Plichko spaces. Presented results belong to areas of operator algebras, theory of
Banach spaces, order structures and topology.

The star order is a partial order introduced by Drazin [28] in a very general
setting of proper *- semigroups. Drazin also pointed out a connection between this
partial order and the Moore-Penrose inverse. Later the star order was rediscovered
in the context of self-adjoint operators on a Hilbert space by Gudder [36]. Gudder
showed that the star order is a logic order on quantum observables. More concretely,
an observable x is less than or equal to an observable y with respect to the star order
if and only if, for every Borel set ∆ ⊆ R not containing 0, the event that x has a
value in ∆ implies the event that y has a value in ∆. The next importance of the
star order follows from the fact that it is a natural partial order on partial isometries
[29, 38]. By these and other reasons, the star order has been intensively studied on
spaces of matrices [5, 6, 41, 49], spaces of operators on Hilbert spaces [3, 26, 58],
and other structures [11, 24, 43].

The next topic concerns a decomposition of Banach spaces into smaller subspaces
which is an important tool in the study of nonseparable Banach spaces. The first step
in this direction was done by Amir and Lindenstrauss [2] who initiated a research
of weakly compactly generated spaces. There are several other classes of Banach
spaces admitting a reasonable decomposition. One of the largest class of this kind
is that of Plichko spaces [25, 46, 48, 57, 64]. It includes, among others, weakly
compactly generated spaces.

The thesis is organized as follows. In Chapter 2, we collect some basic terminol-
ogy and results that are needed in the next two chapters. This includes C*-algebras,
von Neumann algebras, AW*-algebras, JBW -algebras, and JBW*-triples.

Chapter 3 is devoted to the star order. It summarizes main results proved in
[12, 13, 14]. After recalling the definition of the star order in the framework of
C*-algebras, we introduce the star order on JBW -algebras. Then we show that,
under mild assumptions, continuous star order isomorphisms between AW*-algebras
(resp. JBW -algebras) are given by a composition of a Jordan *-isomorphism (resp.
Jordan isomorphism) with the continuous function calculus. This generalizes the
results proved in [13, 27]. The last part of Chapter 3 deals with the order topology
on von Neumann algebras generated by the star order. This research is motivated
by an investigation of order topologies on self-adjoint parts and projection lattices
of von Neumann algebras with respect to the usual order [21, 22, 56]. We show that
the order topology with respect to the star order is finer than σ-strong* topology.
Moreover, it is comparable with norm topology if and only if a von Neumann algebra
is finite-dimensional.

In Chapter 4, we first recall some classes of Banach spaces. In the next part
of this chapter, we show that preduals of JBW*-triples, which can be regarded
as a noncommutative and nonassociative generalization of L1 spaces, are 1-Plichko
space. This is a far reaching generalization of the result proved by Kalenda [47]
on preduals of semifinite von Neumann algebras and also our results [16, 17] on
preduals of (general) von Neumann algebras and preduals of JBW*-algebras.

Appendix A contains attached publications.
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Chapter 2

Theoretical background

2.1 C*-algebras

C*-algebras are a generalization of the algebra B(H) of all bounded operators acting
on a (complex) Hilbert space H. Nowadays, theory of C*-algebras is a vast subject.
In this section, we give only brief summary of a few definitions and results in the
theory of C*-algebras which will be useful later. A comprehensive treatment can be
found in standard monographs [44, 45, 59, 61, 62, 63].

Let A be an associative complex algebra. A map x 7→ x∗ from A into itself
is called an involution if, for all x, y ∈ A and λ ∈ C, the following properties are
satisfied

(i) (x+ y)∗ = x∗ + y∗;

(ii) (λx)∗ = λx∗;

(iii) (xy)∗ = y∗x∗;

(iv) (x∗)∗ = x.

An associative complex algebra A equipped with an involution and a norm ‖·‖ is
called a C*-algebra if

(i) A is complete in the norm ‖·‖;

(ii) ‖xy‖ ≤ ‖x‖ ‖y‖ for all x, y ∈ A;

(iii) ‖x∗x‖ = ‖x‖2 for all x ∈ A.

Fundamental examples of C*-algebras are the algebra B(H) and the algebra C(X)
of all continuous complex functions on a compact Hausdorff topological space X.

A C*-algebra is said to be unital if it has the (multiplicative) unit. In the sequel,
the unit of a unital C*-algebra will be denoted by the symbol 1. Let A be a unital
C*-algebra and let x ∈ A. The spectrum of x in A is the set

σ(x) = {λ ∈ C | (x− λ1) is not invertible in A}.
The spectrum of every element in a unital C*-algebra is a nonempty compact subset
of C. If x is an element of a C*-subalgebra B of a unital C*-algebraA and B contains
the unit of A, then the spectrum of x in A is same as the spectrum of x in B.
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A linear map Φ from a C*-algebra A into a C*-algebra B is a *-homomorphism
if

(i) Φ(xy) = Φ(x)Φ(y),

(ii) Φ(x∗) = Φ(x)∗

for all x, y ∈ A. A bijective *-homomorphism is called a *-isomorphism. It can be
shown that every *-homomorphism Φ : A → B is a continuous map whose range is
a C*-subalgebra of B. Every unital abelian (i.e. commutative) C*-algebra is only a
copy of an appropriate algebra of functions. More precisely, if A is a unital abelian
C*-algebra, then there exists a *-isomorphism from A onto C(X), where X is a
compact Hausdorff topological space.

The following terminology is motivated by operators on a Hilbert space. Let A
be a C*-algebra. We say that an element x ∈ A is

(i) normal if x∗x = xx∗;

(ii) self-adjoint if x = x∗;

(iii) positive if there is an element y ∈ A such that x = y∗y;

(iv) a projection if x = x∗ = x2;

(v) a partial isometry if x = xx∗x.

In the sequel, we shall denote the sets of all normal, self-adjoint, and positive ele-
ments of A by N(A), Asa, and A+, respectively. The sets of all partial isometries
and projections in A will be denoted by Api and P (A), respectively. The set A+

forms a closed positive cone in A. This allows us to define a partial order ≤ on Asa
invariant under translations by setting x ≤ y if y − x ∈ A+.

A construction of functions of operators has a considerable importance in oper-
ator theory. In the case of C*-algebras, we have the following theorem.

Theorem 2.1.1. If x is a normal element of a unital C*-algebra A and ι ∈ C(σ(x))
is the inclusion function, then there is a unique unital injective *-homomorphism
Φ : C(σ(x))→ A such that Φ(ι) = x. For each f in C(σ(x)), Φ(f) is normal, and
is the limit of a sequence of polynomials in 1, x, and x∗. The set

{Φ(f) | f ∈ C(σ(x))}

is an abelian C*-algebra, and is the smallest C*-subalgebra of A that contains the
element x.

The *-homomorphism Φ : C(σ(x))→ A from the previous theorem is called the
continuous function calculus for the normal element x of the C*-algebra A. It is
usual to denote Φ(f) simply by the symbol f(x).
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2.2 AW*-algebras and von Neumann algebras

Theory of von Neumann algebras deals with very special C*-subalgebras of B(H).
Its core was established in celebrated papers of Murray and von Neumann [50, 51,
52, 53, 54, 55]. We refer the reader to monographs [44, 45, 59, 61, 62, 63] for a
detailed presentation of the theory of von Neumann algebras. AW*-algebras are an
algebraic generalization of von Neumann algebras in the class of C*-algebras. The
theory of AW*-algebras is covered by the monograph [7].

An AW*-algebra is a C*-algebra A such that for any nonempty set S ⊆ A there
is a projection p ∈ A such that

{x ∈ A | sx = 0 for all s ∈ S} = pA.

Let A be an AW*-algebra. Then A is automatically unital and the set P (A)
equipped with the partial order ≤ induced by the positive cone A+ forms a complete
lattice. An element of A commuting with all elements of A is said to be central.
The set of all central elements forms an AW*-algebra Z(A) called the center of
A. An AW*-algebra is an AW*-factor if it has one-dimensional center. Using cen-
tral projections, every AW*-algebra is uniquely decomposable into a direct sum of
AW*-algebras of Type I, Type II, and Type III. Moreover, any AW*-algebra of
Type I can be uniquely decomposed into a direct sum of AW*-algebras of Type In,
n ∈ N ∪ {∞}. AW*-algebras of Type In, where n ∈ N, are (up to *-isomorphism)
algebras of n×n matrices with entries from C(X), where X is a Stonean space (i.e.
an extremally disconnected compact Hausdorff topological space).

By a von Neumann algebra M we mean a C*-subalgebra of B(H) with the
(unique) predual M∗. Equivalently, one can say that von Neumann algebras are
weakly operator closed C*-subalgebras of B(H). Every von Neumann algebra is
necessarily an AW*-algebra. A von Neumann algebra with one-dimensional center
is called a von Neumann factor. AW*-factors of Type I are von Neumann factors.
The predualM∗ of a von Neumann algebraM allows us to define important locally
convex topologies onM. Let us look at one of them. We can identify the predualM∗
of a von Neumann algebraM with a subspace of the dual spaceM∗ via the canonical
embedding. This means that elements of M∗ can be regarded as continuous linear
functionals on M. We say that a linear functional ϕ ∈ M∗ is positive if ϕ(x) ≥ 0
whenever x ≥ 0. The σ-strong* topology s∗(M,M∗) on M is a locally convex
topology given by semi-norms

pϕ : x 7→
√
ϕ(x∗x) + ϕ(xx∗), ϕ ∈M∗ is positive.

The σ-strong* topology is finer than the strong operator topology (i.e. the topology
of pointwise norm convergence) on M but coarser than the norm topology.

2.3 JBW -algebras and JBW*-triples

The product of self-adjoint elements of a C*-algebra is not, in general, a self-adjoint
element. This problem can be overcome by introducing a certain symmetrized prod-
uct. A formalization of its properties leads to Jordan algebras. JBW -algebras are
then an analogue of von Neumann algebras in the framework of Jordan algebras.
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JBW*-triples are a generalization of von Neumann algebras as well as complexifi-
cations of JBW -algebras. The reader is refered to [1, 23, 40] for a comprehensive
treatment of topics presented in this section.

A Jordan algebra is a real commutative (not necessarily associative) algebra A
whose product ◦ satisfies

x ◦ (y ◦ x2) = (x ◦ y) ◦ x2

for all x, y ∈ A. Jordan algebra is called unital if it has the (multiplicative) unit.
By the symbol 1 we shall denote the unit of a unital Jordan algebra. Two elements
x, y in a Jordan algebra A are said to operator commute if

x ◦ (y ◦ z) = y ◦ (x ◦ z)

for all z ∈ A.
A Jordan algebra A equipped with a norm ‖·‖ is called a JB-algebra if

(i) A is complete in the norm ‖·‖;

(ii) ‖x ◦ y‖ ≤ ‖x‖ ‖y‖ for all x, y ∈ A;

(iii) ‖x2‖ = ‖x‖2 for all x ∈ A;

(iv) ‖x2‖ ≤ ‖x2 + y2‖ for all x, y ∈ A.

A JBW -algebra is a JB-algebra with the (unique) predual. A simple example of a
JBW -algebra is the self-adjoint part Msa of a von Neumann algebra M equipped
with the special Jordan product x ◦ y = 1

2
(xy + yx), x, y ∈ Msa. It is known that

every JBW -algebra is unital.
Let A be a JBW -algebra. An element p ∈ A is said to be a projection if p2 = p.

The usual partial order ≤ on the set of all projections P (A) is defined by p ≤ q
if p ◦ q = p. The poset (P (A),≤) is a complete lattice. Let x be an element of
A. By a range projection r(x) of x we mean the smallest projection in A such that
r(x)◦x = x. It can be shown that every element of A has the range projection. Since
the smallest JBW -subalgebra of A containing x is associative and every associative
JBW -algebra is a self-adjoint part Csa of a unital C*-algebra C, we can use the
continuous function calculus for C*-algebras to define an element f(x) ∈ A for
an appropriate continuous real function f . Thus we have the continuous function
calculus on JBW -algebras.

An element of JBW -algebra A is said to be central if it operator commutes with
every element of A. The set of all central elements is called the center of A. We say
that a JBW -algebra is a JBW -factor if it has one-dimensional center. In a similar
way to AW*-algebras, we can write JBW -algebras as direct sums of special types of
JBW -algebras. More concretely, every JBW -algebra is uniquely decomposable into
a direct sum of JBW -algebras of Type I, Type II, and Type III. Furthermore, any
JBW -algebra of Type I can be uniquely decomposed into a direct sum of JBW -
algebras of Type In, n ∈ N ∪ {∞}. The situation with a concrete description of
JBW -algebras of Type In, n ∈ N, is not as easy as that of AW*-algebras (for details
see [1, Chapter 6]).
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A complex Banach space B equipped with a continuous triple product

{·, ·, ·} : B × B × B → B

is called a JB*-triple if

(i) {·, ·, ·} is bilinear and symmetric in the outer vaiables and conjugate linear in
the middle variable;

(ii) {v, w, {x, y, z}} = {{v, w, x}, y, z} − {x, {w, v, y}, z} + {x, y, {v, w, z}} for all
v, w, x, y, z ∈ B;

(iii) for all y ∈ B, the mapping x 7→ {y, y, x} is a self-adjoint operator on E with
nonnegative spectrum;

(iv) ‖{x, x, x}‖ = ‖x‖3 for all x ∈ B.

By a JBW*-triple we mean a JB*-triple with the (unique) predual. It is worth
to mention that every von Neumann algebra is JBW*-triple with the triple product

{x, y, z} =
1

2
(xy∗z + zy∗x) .

LetM be a JBW*-triple. An element e ofM is said to be a tripotent if e = {e, e, e}.
A partial order ≤ on the set of all tripotents ofM is defined by e ≤ f if {e, f, e} = e.
We say that tripotents e, f ∈M are orthogonal if {e, e, f} = 0. A tripotent e ofM
is called σ-finite if e does not majorize an uncountable subset of mutually orthogonal
tripotents in M. Finally, M is σ-finite if every tripotent in M is σ-finite.
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Chapter 3

Star order

3.1 Star order on C*-algebras

The star order on a C*-algebra A is a binary relation � on A defined by x � y if
x∗x = x∗y and xx∗ = yx∗. It was pointed out by Drazin [28] that � is a partial
order. The star order is closely related to the notion of orthogonality. Recall that
x and y in A are called *-orthogonal if x∗y = yx∗ = 0. It can be proved [11] that
x � y if and only if there is z ∈ A such that y = x + z and x, z are *-orthogonal.
This observation was first made by Hestenes [42] in the case of matrix algebras.

It follows directly from the definition that the star order coincides with the
standard order ≤ on projections. However, ≤ and � are already different on positive
elements. Indeed, if x is a nonzero positive element of a C*-algebra, then x ≤ 2x
but x 6� 2x. The next simple observation says that 0 is the least element of every
C*-algebra with respect to the star order.

3.2 Star order on JBW -algebras

The star order on a JBW -algebra A is a binary relation � on A defined by x � y
if r(x) ⊥ r(y − x). We proved in [14] that � is a partial order on A.

Proposition 3.2.1 ([14]). Let x, y be elements of a JBW -algebra A. Then the
following conditions are equivalent

(i) x � y.

(ii) x2 = y ◦ x and x operator commutes with y.

(iii) There exists c ∈ A such that y = x + c, x ◦ c = 0, and x operator commutes
with c.

If the self-adjoint part Msa of a von Neumann algebra M is equipped with the
special Jordan product x ◦ y = 1

2
(xy + yx), then the statement (ii) has the form

x2 = xy. This means that the star order on JBW -algebras is an extension of the
star order on a self-adjoint part of a von Neumann algebra. Therefore, there is no
danger of confusion if we use the same symbol for the star order on C*-algebras and
on JBW -algebras.
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3.3 Star order isomorphisms

Let A and B be either C*-algebras or JBW -algebras. Assume that M and N are
subsets of A and B, respectively. A star order isomorphism ϕ : M → N is a bijection
satisfying

x � y ⇔ ϕ(x) � ϕ(y)

for all x, y ∈M .
A Jordan *-isomorphism is a linear bijection ψ : A → B between C*-algebras

A and B such that, for all x ∈ A, ψ(x2) = ψ(x)2 and ψ(x∗) = ψ(x)∗. Jordan
*-isomorphisms are simple examples of star order isomorphisms. An investigation
of (nonlinear) star order isomorphisms was initiated by Dolinar and Molnár in [27].
They showed that every continuous star order isomorphism on the self-adjoint part
of B(H), where dimH ≥ 3, is a composition of a Jordan *-isomorphism with the
continuous function calculus. It was proved in [13] that a wide class of continuous
star order isomorphisms between normal parts (and also self-adjoint parts) of von
Neumann algebras consists of elements of this form. The next theorem generalizes
this result to AW*-algebras.

Theorem 3.3.1 ([15]). Let A be an AW*-algebra without Type I2 direct summand
and B be an AW*-algebra. Let ϕ : N(A) → N(B) be a continuous star order iso-
morphism. Suppose that there is an invertible central element z ∈ B and a function
f : C→ C such that

ϕ(λ1) = f(λ)z

for all λ ∈ C. Then f is a continuous bijection with f(0) = 0 and there is a unique
Jordan *-isomorphism ψ : A → B such that

ϕ(a) = ψ(f(x))z

for all x ∈ An.

In the case of direct sums of AW*-factors of Type I, we can omit the assumption
on values of the star order isomorphism at multiples of the unit as we shall see later.
Since every AW*-factor of Type I is a von Neumann factor, we restrict our attention
to von Neumann algebras. Let a von Neumann algebraM be a direct sum of a family
(Mj)j∈Λ of von Neumann algebras. We say that a family f = (fj)j∈Λ of continuous
bijections fj : C→ C with fj(0) = 0 is admissible function if

sup
j∈Λ
‖fj(xj)‖ <∞ whenever (xj)j∈Λ ∈ N(M) .

For each x = (xj)j∈Λ ∈ N(M), we put

f(x) = (fj(xj))j∈Λ .

Theorem 3.3.2 ([15]). Let M =
⊕

j∈ΛMj, where Mj is a Type I von Neumann
factor not of Type I2. Let ϕ : N(M) → N(M) be a continuous star order isomor-
phism. Then there is an admissible function f = (fj)j∈Λ and a Jordan *-isomorphism
ψ :M→M such that

ϕ(x) = ψ(f(x))

for all x ∈M.
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Corollary 3.3.3 ([15]). Let M be a matrix algebra not containing any direct sum-
mand isomorphic to two by two matrices. Let A = {z1, . . . , zl} be the set of all atomic
central projections in M. We introduce equivalence relation on A by declaring two
elements equivalent if they have the same rank. A bijection ϕ : N(M)→ N(M) is
a star order isomorphism if and only if the following holds: There are

(i) a bijection π : A→ A preserving equivalence classes;

(ii) linear or conjugate linear partial isometries v1, . . . , vl with initial projections
z1, . . . , zl;

(iii) bijections f1, . . . , fl acting on C and vanishing at zero;

such that, for all normal x ∈M,

ϕ(x) =
l∑

i=1

vπ(i) fπ(i)(zπ(i)x) v∗π(i).

Now let us look at star order isomorphisms on JBW -algebras. A linear bijection
ϕ : A → B between JBW -algebras A and B is called a Jordan isomorphism, if

ϕ(x ◦ y) = ϕ(x) ◦ ϕ(y)

for all x, y ∈ A. The next two theorems generalize the results on star order isomor-
phisms between self-adjoint part of von Neumann algebras [13, 27].

Theorem 3.3.4 ([14]). Let A be a JBW -algebra without Type I2 direct summand
and let B be a JBW -algebra. Let ϕ : A → B be a continuous star order isomorphism.
Suppose that there is an invertible central element z ∈ B and a function f : R→ R
such that

ϕ(λ1) = f(λ)z

for all λ ∈ R. Then f is a continuous bijection with f(0) = 0 and there is a unique
Jordan isomorphism ψ : A → B such that

ϕ(x) = ψ(f(x))z

for all x ∈ A.

Theorem 3.3.5 ([14]). Let A be a JBW -factor of Type In, where n 6= 2. Let
ϕ : A → B be a continuous star order isomorphism from A onto a JBW -algebra B.
Then there are a continuous bijection f : R→ R with f(0) = 0 and a unique Jordan
isomorphism ψ : A → B such that

ϕ(x) = ψ(f(x))

for all x ∈ A.

11



3.4 Order topology

Let (P,≤) be a poset and x ∈ P . Following Birkhoff [8, 9], we say that a net
(xα)α∈Λ is order convergent to x in (P,≤) if there exist an increasing net (yα)α∈Λ

and a decreasing net (zα)α∈Λ such that

(i) yα ≤ xα ≤ zα for all α ∈ Λ;

(ii) supα∈Λ yα = infα∈Λ zα = x.

A subset C of P is order closed if no net in C is order convergent to a point belonging
to P \ C. The order topology τo(P,≤) is a topology on P such that set of all closed
sets coincides with the set of all order closed sets. It turns out (see, for example,
[32, 33]) that τo(P,≤) is not Hausdorff in general.

LetM be a von Neumann algebra and let � be the star order onM. Although
τo(M,�) is far from being linear, it is finer than a number of standard locally convex
topologies on M. Consequently, τo(M,�) is necessarily Hausdorff.

Theorem 3.4.1 ([12]). If M is a von Neumann algebra, then

s∗(M,M∗) ⊆ τo(M,�).

In the light of the previous theorem, there is a natural question whether the
norm topology is finer or coarser than τo(M,�). The answer is affirmative only for
finite-dimensional von Neumann algebras. Note that, in this case, τo(M,�) is the
discrete topology [12].

Theorem 3.4.2 ([12]). A von Neumann algebraM is finite-dimensional if and only
if the order topology τo(M,�) is comparable with the norm topology.

Consider the poset (Msa,≤), where ≤ is the standard partial order generated
by a positive cone of a von Neumann algebra M. It was proved in [22] that
τo(Msa,≤)|P (M) = τo(P (M),≤) if and only if M is abelian. The following propo-
sition concerning the order topology on important subposets of (M,�) shows that
the situation is different in the case of the star order. Losely speaking, we can sum-
marized the content of this proposition by saying that the order topology generated
by the star order is well behaved with respect to restrictions regardless of M is
abelian or not.

Proposition 3.4.3 ([12]). Let M be a von Neumann algebra. Then

(i) τo(M,�)|Mpi
= τo(Mpi,�);

(ii) τo(M,�)|Msa = τo(Msa,�);

(iii) τo(M,�)|M+ = τo(Msa,�)|M+ = τo(M+,�);

(iv) τo(M,�)|P (M) = τo(Msa,�)|P (M) = τo(M+,�)|P (M) = τo(P (M),�).
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Chapter 4

Plichko spaces

4.1 Some classes of Banach spaces

Let X be a (real or complex) Banach space. A subspace D ⊆ X∗ is said to be
norming if

‖x‖D = sup {|ϕ(x)| |ϕ ∈ D ∩BX∗}

defines a norm on X equivalent to the original norm ‖·‖ on X. If, in addition,
‖·‖D = ‖·‖, D is called 1-norming. We see that X∗ is clearly a 1-norming subspace.
A subspace D ⊆ X∗ is a Σ-subspace of X∗ if there is a set M ⊆ X such that its
linear span is dense in X and

D = {ϕ ∈ X∗ | {x ∈M |ϕ(x) 6= 0} is countable} .

A Banach space X is said to be Plichko if X∗ has a norming Σ-subspace D.
If D is even 1-norming, X is called 1-Plichko. It was proved by Kalenda in [46]
that a Banach space X is 1-Plichko if and only if X has a countably 1-norming
Markushevich bases. Kubís showed in [48] that Plichko spaces can be alternatively
characterized in terms of the so-called projectional skeleton.

There are many other significant classes of Banach spaces. We introduce only
two of them. A Banach space X is said to be weakly Lindelöf determined (shortly
WLD) if the dual space X∗ itself is a Σ-subspace. Finally, a Banach space X is called
weakly compactly generated (shortly WCG) if there is a weakly compact subset of X
whose linear span is dense in X. Examples of WCG spaces include reflexive Banach
spaces. This follows from the well-known fact that the unit ball of any reflexive
Banach space is weakly compact. See [30] for more details on WCG spaces.

It is worth to note that we have the following hierarchy, where all inclisions are
strict (see [47] and references therein):

Separable spaces ⊂WCG spaces ⊂ WLD spaces

∩
1-Plichko spaces

∩
Plichko spaces.
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4.2 Plichko spaces and preduals

In this section, we confine the discussion to our main results proved in [18]. They
are nontrivial generalizations of our previous works on preduals of von Neumann
algebras and JBW*-algebras [16, 17].

Theorem 4.2.1 ([18]). The predual M∗ of a JBW*-triple M is a 1-Plichko space.
Moreover, M∗ is WLD if and only ifM is σ-finite. In this case, M∗ is even WCG.

Since the second dual space of a JB*-triple is a JBW*-triple, we have the
following corollary.

Corollary 4.2.2 ([18]). The dual space of a JB*-triple is a 1-Plichko space.

Recall that a subspace Y of a Banach space X is called a 1-complemented sub-
space of X if there exists the projection from X onto Y of norm one. We say that
a Banach space X has 1-separable complementation property if every separable sub-
space of X is contained in a separable 1-complemented subspace of X. Haagerup
proved by means of advanced tools in the theory of von Neumann algebras that the
predual of every von Neumann algebra has 1-separable complementation property
(see [35, Theorem IX.1]). By Theorem 4.2.1, we obtain immediately a generalization
of this statement to JBW*-triples.

Corollary 4.2.3 ([18]). Preduals of JBW*-triple have the 1-separable complemen-
tation property.

14
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The goal of the paper is to extend the star order from associative algebras to non-
associative Jordan Banach structures. Let A be a JBW algebra. We define a relation
on A as the set of all pairs (a, b) ∈ A × A such that the range projections of a and
b − a are orthogonal. We show that this relation defines a partial order on A which,
in the case of the self-adjoint part of a von Neumann algebra, gives the star order.
After showing basic properties of this order we shall prove the following preserver
theorem: Let A be a JBW algebra without Type I2 direct summand and let ϕ be
a continuous map from A to B preserving the star order in both directions. If for
each scalar λ one has ϕ(λ1) = f(λ)z, where f is a (continuous) function and z is a
central invertible element, then there is a unique Jordan isomorphism ψ : A → B
such that ϕ(a) = ψ(f(a))z. Moreover, we show that if A is a Type In factor, where
n �= 2, then the equation above holds for all continuous maps preserving the star
order in both directions.

© 2014 Elsevier Inc. All rights reserved.

1. Introduction and preliminaries

There are various orders defined on matrices, operators, and abstract associative ∗-algebras which play
an important role in matrix analysis, operator theory, and algebra. Study of these orders has attracted many
researchers and there is a vast literature devoted to this topic (see [17] and the references therein). One of
the most important orders that has been studied intensely is so-called star order. This interesting relation
was first introduced by Drazin in [11] in the context of ∗-semigroups. It is defined as the set of all ordered
pairs (a, b) in a ∗-semigroup A satisfying the equalities

a∗a = a∗b and aa∗ = ba∗. (1)

Drazin showed that this relation is really a partial order provided that A is a proper ∗-semigroup which
means that a∗a = a∗b = b∗a = b∗b implies a = b.
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When restricted to the self-adjoint part Asa = {a ∈ A | a = a∗} of A, the algebraic condition (1) defining
the star order takes little bit simpler form

a2 = ab. (2)

In a special case, when A is the algebra B(H) of all bounded operators acting on a given Hilbert space H,
the star order on Asa was introduced independently by Gudder in connection with logical foundations of
quantum mechanics [13]. This order, known as the Gudder order today, was then studied in [19] and sub-
sequently in the context of C∗-algebras and von Neumann algebras in [2,3,9,10]. Investigation in this area
has shown that the star order as well as Gudder order, albeit defined purely algebraically, have interest-
ing analytic characterizations and properties [2,3,13,19] relevant to the theory of operators and operator
algebras. All results obtained so far along this line concern the star order on associative algebras or on
their self-adjoint parts. However, we showed in our previous paper [4] that an essential component of maps
preserving Gudder order is given by Jordan isomorphisms. It indicates that Gudder order is connected with
the Jordan structure rather than with the associative structure in which the self-adjoint part may sit. In
this light it seems to be natural to study Gudder order in a non-associative framework of Jordan structures.
It is the goal of this paper. In particular, we would like to focus on the star order on JBW algebras that
are one of the most prominent functional analytic structures generalizing self-adjoint parts of von Neumann
algebras.

Let us recall that given self-adjoint part Asa of a ∗-algebra A, the special Jordan product, ◦, on Asa is
defined as

a ◦ b = 1
2(ab + ba).

This product organizes Asa into a Jordan algebra. In this case, the star order relation (2) implies easily that

a2 = a ◦ b. (3)

One may be tempted to adopt (3) for definition of the star order on general Jordan algebras. However,
the condition (3) is not equivalent to (2) as we shall demonstrate by an easy example involving Pauli spin
matrices. For this reason, a definition of the star order for Jordan algebras is not as straightforward. We
shall define it at first for JBW algebras as follows. Let A be a JBW algebra. The star order on A is the
relation consisting of all ordered pairs (a, b) ∈ A × A such that range projections r(a) and r(b − a) of a and
b − a, respectively, are orthogonal. We shall use notation a � b if a and b satisfy conditions above. In the
first part of this work we demonstrate that this relation is really a partial order on A. Let us remark that,
unlike the associative case, the proof of this fact is not as easy and requires deeper Jordan identities and
spectral properties of JBW algebras. In the course of the proof, we show that a � b if and only if a2 = a ◦ b

and a and b operator commute. This allows one to obtain generalization of the star order not only for JBW
but also for all Jordan C∗-algebras.

In order to understand given mathematical structure it is very useful to describe all transformations
preserving it [18]. This applies to orders on matrices and operators in particular. There are many recent
results in this directions (see e.g. [9,16,20]). In our previous paper, we characterized (non-linear) continuous
bijective transformations between self-adjoint parts of von Neumann algebras preserving Gudder order in
both directions that are well behaved with respect to scales [4]. In the second part of the paper, we shall
extend this result to JBW algebras as follows: Every map ϕ between JBW algebras A and B, where A has
no Type I2 direct summand, preserving the star order in both directions and such that it is deforming scales
λ1 into f(λ)z, where f is a real function and z an invertible central element in B, has the form

ϕ(x) = ψ
(
f(x)

)
z,
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where ψ is a unique Jordan isomorphism between A and B. One of the essential ingredients of the proof is
the generalization of celebrated Dye theorem [12] on orthoisomorphisms between projection lattices of von
Neumann algebras and JBW algebras.

Our investigation of preservers of the star order was originally inspired by very interesting paper by
Dolinar and Molnár [8] in which it was proved that any continuous map ϕ between sets of self-adjoint oper-
ators acting on Hilbert spaces (of dimension at least three) preserving the Gudder order in both directions
is given by functional calculus followed by Jordan ∗-isomorphism. More precisely,

ϕ(x) = ψ
(
f(x)

)
,

where f is a continuous function and ψ is a Jordan ∗-isomorphism. In the last part of the paper, we return
to this case and prove that precisely the same conclusion holds for all Type In factorial JBW algebras,
where n �= 2, which generalizes [8]. Let us remark that our proof is different and simpler than in [8]. It is
based on application of our main results on preservers of the star order. In fact, we show that in the case of
atomic JBW factors (that are not Type I2) any continuous map preserving the star order in both directions
must preserve the scales automatically. It allows one to simplify arguments in the original proof of Dolinar
and Molnár. This result cannot be extended to non-factors as we shall demonstrate. Nevertheless, it is not
known whether it holds also for non-atomic Jordan factors because all hitherto used arguments rest upon
studying atoms with respect to the star order and employing their properties. As a byproduct of our results
we obtain new characterization of Jordan isomorphisms among maps preserving the star order that are
supposed to be linear only on the scales.

Let us now recall basic notions and fix the notation. (For details on Jordan Banach algebras we refer the
reader to monographs [1,15].) A real algebra A with the product (x, y) �→ x ◦ y is called a Jordan algebra if
x ◦ y = y ◦ x and x ◦ (y ◦ x2) = (x ◦ y) ◦ x2 for all x, y ∈ A. A Jordan algebra is said to be unital if it has the
unit 1 with respect to the multiplication. The multiplication operator Tx for x ∈ A is defined by Txy = x◦y.
By the symbol [Tx, Ty], we denote TxTy − TyTx. With this notation, the condition x ◦ (y ◦ x2) = (x ◦ y) ◦ x2

in the definition of Jordan algebra can be rewritten in the following equivalent form called linearized Jordan
axiom:

[Tx, Ty◦z] + [Ty, Tz◦x] + [Tz, Tx◦y] = 0

for all x, y, z ∈ A. We say that x operator commutes with y if [Tx, Ty] = 0. By Ux we denote an operator
acting on a Jordan algebra defined by Ux = 2T 2

x −Tx2 . An element p ∈ A is called projection (or idempotent)
if p = p2. The set of all projections in A will be denoted by P (A). An element x ∈ A of a Jordan algebra A
operator commutes with p ∈ P (A) if and only if Tpx = Upx. Two projections p, q ∈ A are called orthogonal,
written p ⊥ q, if p ◦ q = 0.

By JB algebra we mean a Jordan algebra A which is a Banach space with a norm satisfying for all
x, y ∈ A:

(i) ‖x ◦ y‖ � ‖x‖‖y‖;
(ii) ‖x2‖ = ‖x‖2;
(iii) ‖x2‖ � ‖x2 + y2‖.

A JBW algebra A is a JB algebra that is a dual Banach space. Every JBW algebra is unital. The set
P (A) equipped with the standard partial order � (given by p � q if p ◦ q = p) is a lattice called projection
lattice. For every element x of a JBW algebra A, there is the smallest projection r(x) ∈ A, called range
projection, such that r(x) ◦ x = x. Let x be an element of a JBW algebra A. By the symbol W (x), we shall
denote the JBW subalgebra of A generated by x.
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2. Star order and JBW algebras

Definition 2.1. The star order is a binary relation � on a JBW algebra A defined by x � y if r(x) ⊥ r(y−x).

Let us show that � is a partial order on a JBW algebra. Before doing this we prove some auxiliary
lemmas.

Lemma 2.2. Let A be a JBW algebra. Suppose that x, y are elements of A.

(i) If p is a projection in A such that p ◦ x = 0, then [Tp, Tx] = 0.
(ii) [Tx, Tr(x)] = 0.
(iii) If r(x) ⊥ r(y), then r(x) ◦ y = r(y) ◦ x = 0.
(iv) If r(x) ⊥ r(y), then x ◦ y = 0.

Proof.

(i) It is easy to show that Tpx = 0 = Upx.
(ii) As (1 − r(x)) ◦ x = 0, it follows from (i) that [Tx, T1−r(x)] = 0. Hence [Tx, Tr(x)] = 0.
(iii) By (i) and (ii), we have

r(x) ◦ y = Tr(x)y = Tr(x)Tr(y)y = Tr(y)Tr(x)y = Tr(y)Tyr(x) = TyTr(y)r(x)

= y ◦
(
r(x) ◦ r(y)

)
= 0.

Similarly, r(y) ◦ x = 0.
(iv) We infer from (iii) that r(x) ◦ y = 0. Applying (i), we obtain [Tr(x), Ty] = 0. Therefore,

x ◦ y = TyTr(x)x = Tr(x)Tyx = Tr(x)Txy = TxTr(x)y = Tx

(
r(x) ◦ y

)
= 0. �

Note that, by the previous lemma, condition r(x) ⊥ r(y − x) implies x2 = x ◦ y.

Lemma 2.3. Let x and y be elements of JBW algebra A such that r(x) ⊥ r(y − x). Then

(i) [Tr(x), Tr(y)] = 0.
(ii) r(x) � r(y).

Proof.

(i) It is easy to see that

[Tr(x), Ty] = [Tr(x), Ty−x+x] = [Tr(x), Tx] + [Tr(x), Ty−x] = [Tr(x), Ty−x].

Since r(x) ⊥ r(y−x), it follows from Lemma 2.2(i) and Lemma 2.2(iii) that [Tr(x), Ty−x] = 0. Therefore,
r(x) operator commutes with y and so r(x) operator commutes with all elements of associative JBW
algebra W (y) generated by y (see, for example, [15, Lemma 4.2.5]). In particular, [Tr(x), Tr(y)] = 0
because r(y) ∈ W (y).

(ii) By Lemma 2.2(iii),

r(x) ◦ y = r(x) ◦ x + r(x) ◦ (y − x) = x.



M. Bohata, J. Hamhalter / J. Math. Anal. Appl. 417 (2014) 873–888 877

It follows from (i) that

r(y) ◦ x = Tr(y)Tr(x)y = Tr(x)Tr(y)y = r(x) ◦ y = x.

Therefore, r(x) � r(y) because r(x) is the smallest projection with the property r(x) ◦ x = x. �
Proposition 2.4. The binary relation � on a JBW algebra A is a partial order on A.

Proof. It is clear that � is reflexive.
Suppose that r(x) ⊥ r(y −x) and r(y) ⊥ r(x− y). Then, by Lemma 2.2(iv), x ◦ (y −x) = y ◦ (y −x) = 0.

Therefore,

‖x − y‖2 =
∥∥(x − y)2

∥∥ =
∥∥x2 − 2x ◦ y + y2∥∥ = 0

and so x = y. Thus � is antisymmetric.
Let us prove that � is transitive. Suppose that r(x) ⊥ r(y − x) and r(y) ⊥ r(z − y). We have to show

that r(x) ⊥ r(z − x). By Lemma 2.3(ii) and the fact that r(y) ⊥ r(z − y),

r(x) � r(y) � 1 − r(z − y).

This shows that r(x) ⊥ r(z − y). Similarly, since r(y − x) ⊥ r(y − (y − x)), it follows from Lemma 2.3(ii)
that

r(y − x) � r(y) � 1 − r(z − y)

and so r(y − x) ⊥ r(z − y). Therefore, r(y − x) + r(z − y) is a projection and r(x) ⊥ (r(y − x) + r(z − y)).
Thus

r(z − y) + r(y − x) � 1 − r(x).

Using Lemma 2.2(iii), we obtain

(
r(y − x) + r(z − y)

)
◦ (z − x) = r(y − x) ◦ (y − x) + r(y − x) ◦ (z − y)

+ r(z − y) ◦ (y − x) + r(z − y) ◦ (z − y)

= z − x.

Moreover, r(z − x) is the smallest projection with the property r(z − x) ◦ (z − x) = z − x which ensures
that

r(z − x) � r(z − y) + r(y − x).

Hence

r(z − x) � r(z − y) + r(y − x) � 1 − r(x)

and so r(x) ⊥ r(z − x). �
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Proposition 2.5. Let x, y be elements of a JBW algebra A. Then the following conditions are equivalent

(i) x � y.
(ii) x2 = y ◦ x and x operator commutes with y.
(iii) There is c ∈ A such that y = x + c, x ◦ c = 0, and x operator commutes with c.

Proof. (i) ⇒ (ii). Let c = y − x. The linearized Jordan axiom gives

[Tc, Tx◦r(x)] = −[Tx, Tr(x)◦c] − [Tr(x), Tc◦x].

By Lemma 2.2, r(x) ◦ c = 0 and x ◦ c = 0. Using these relations we obtain [Tx, Tc] = 0. As c = y − x,
[Tx, Ty] = 0. Moreover, it follows from x ◦ c = 0 that x2 = y ◦ x.

(ii) ⇒ (iii). If we set c = y − x, then the statement is clear.
(iii) ⇒ (i). Let us prove that, for all positive integers m and n, xm ◦ cn = 0. First, we show by induction

that xm ◦ c = 0. It is clear that the equation is satisfied for m = 1. If xm ◦ c = 0, then

xm+1 ◦ c = TcTxxm = TxTcx
m = 0.

We conclude that xm ◦ c = 0 holds for all m � 1.
Further, if m � 2, then it follows from the linearized Jordan axiom that

[Tc, Txm ] = [Tc, Txm−1◦x] = −[Txm−1 , Tx◦c] − [Tx, Txm−1◦c] = 0.

Hence [Txm , Tc] = 0 for every m � 1. Now, the same argument as above ensures that xm ◦ cn = 0 holds for
all positive integers m,n.

Thanks to this, the elements 1, x, and c generate associative Jordan subalgebra. Its σ-weak closure is
an associative JBW subalgebra C of A. Since r(x) and r(c) are elements of C, it follows from functional
calculus that r(x) ⊥ r(c). �

Let Msa be a self-adjoint part of a von Neumann algebra M equipped with the Jordan product x ◦ y =
1
2 (xy + yx). It is easy to see that x � y if and only if x2 = xy. So Definition 2.1 is an extension of the star
order for associative product. Let us remark that the condition x2 = x ◦ y itself restricted to Msa does not
guarantee that x � y in the previous sense. For this, take M = M2(C) and s1, s2 ∈ Msa, where s1, s2 are
Pauli spin matrices. Then s1 ◦ s2 = 0 and s2

1 = s2
2 = 1 which gives

s1 ◦ (s1 + s2) = s2
1 = 1.

But

s1(s1 + s2) = 1 + s1s2 �= 1 = s2
1.

This shows that, unlike the associative case, the algebraic condition x ◦ y = x2 itself is not suitable for
defining the star order.

Note that one could generalize the star order to a JB algebra A by the condition (ii) (or by the condi-
tion (iii)) from the previous proposition. It follows from the structure theory of JB algebras that we obtain
partial order in this case. Indeed, the condition (ii) defines a relation on A which is a restriction of the star
order on the JBW algebra A∗∗ into which A embeds canonically.
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3. Star order isomorphisms

Definition 3.1. Let A and B be JBW algebras. We say that ϕ : A → B is a star order isomorphism if ϕ is a
bijection satisfying

x � y ⇔ ϕ(x) � ϕ(y)

for all x, y ∈ A. A star order isomorphism ϕ : A → B is said to be unital if ϕ(1) = 1.

A linear map ϕ : A → B between JBW algebras A and B is called Jordan homomorphism, if ϕ(x ◦ y) =
ϕ(x) ◦ ϕ(y) for all x, y ∈ A. A bijective Jordan homomorphism is called Jordan isomorphism. Note that it
follows easily from Proposition 2.5 that if x � y in A and ϕ : A → B is a Jordan homomorphism, then
ϕ(x) � ϕ(y). Hence a Jordan isomorphism is an example of a star order isomorphism.

Lemma 3.2. Let x be an element of a JBW algebra A and λ ∈ R. Then x � λ1 if and only if there is
p ∈ P (A) such that x = λp.

Proof. If x � λ1, then, by Proposition 2.5, x2 = λx. Let x = λy, where y ∈ A. Then λ2y2 = λ2y. If λ �= 0,
then y2 = y and so y is a projection. For λ = 0, the statement is obvious.

Conversely, assume that there is p ∈ P (A) such that x = λp. Then x2 = λ2p = λx. Moreover, it is clear
that [Tx, Tλ1] = 0. Hence, by Proposition 2.5, x � λ1. �
Proposition 3.3. Let p and q be projections of a JBW algebra A. The following statements are equivalent:

(i) For every λ ∈ R \ {0, 1}, there is x ∈ A such that p, λq � x.
(ii) There is λ ∈ R \ {0, 1} and x ∈ A such that p, λq � x.
(iii) p ⊥ q.

Proof. (i) ⇒ (ii). It is clear.
(ii) ⇒ (iii). By Proposition 2.5, p = x ◦ p, λ2q = x ◦ λq, and [Tx, Tp] = [Tx, Tλq] = 0. Hence p ◦ q =

TqTxp = TxTqp = TxTpq = TpTxq = p ◦ (x ◦ q) = λp ◦ q. As λ ∈ R \ {0, 1}, we obtain p ◦ q = 0.
(iii) ⇒ (i). Take arbitrary λ ∈ R \ {0, 1} and set x = p + λq. Then x ◦ p = p2 and x ◦ λq = λ2q2. Further,

by Lemma 2.2, [Tx, Tp] = [Tx, Tλq] = 0. Consequently, Proposition 2.5 gives p, λq � x. �
In the sequel, ϕ will denote a continuous star order isomorphism from a JBW algebra A onto JBW

algebra B such that there is a function f : R → R with f(0) = 0 and

ϕ(λ1) = f(λ)z

for all λ ∈ R, where z is a central invertible element. Moreover, we assume without loss of generality, that
f(1) = 1 and z = 1. (No loss of generality follows from the fact that multiplying by z−1 gives an order
isomorphism and from using appropriate scaling.)

Lemma 3.4.

(i) If p ∈ P (A) and λ ∈ R, then there is a projection q ∈ P (B) such that ϕ(λp) = f(λ)q.
(ii) ϕ maps P (A) onto P (B).
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Proof.

(i) As λp � λ1, we have ϕ(λp) � ϕ(λ1) = f(λ)1. By Lemma 3.2, there is q ∈ P (B) such that ϕ(λp) = f(λ)q.
(ii) Let p ∈ P (A). It follows from (i) that ϕ(p) ∈ P (B). Therefore, ϕ maps P (A) into P (B). Let us show

that ϕ is onto. If e ∈ P (B), then there is x ∈ A such that ϕ(x) = e because ϕ is a bijection. Moreover,
ϕ−1 is a unital star order isomorphism. Hence

x = ϕ−1(e) � ϕ−1(1) = 1

and so, by Lemma 3.2, x ∈ P (A). �
Lemma 3.5. The supremum of two projections in P (A) is equal to the supremum of these projections in A
with respect to the star order. In particular, the supremum of two projections in A with respect to the star
order exists.

Proof. Let p, q ∈ P (A). Denote by p ∨ q the supremum of p and q in P (A). It is clear that p, q � p ∨ q

because the star order on P (A) restricts to the standard order. Now let x be an element of A such that
p, q � x. We have to show that p ∨ q � x, i.e. r(p ∨ q) ⊥ r(x − p ∨ q). By Proposition 2.5, (x − p ∨ q) ◦ p = 0
and (x − p ∨ q) ◦ q = 0. Hence x − p ∨ q is an element of U1−p(A) and also U1−q(A). Since U1−p(A)
and U1−q(A) are JBW algebras (see [15, Lemma 4.1.13]), they contain r(x − p ∨ q). Now it follows from
[15, Lemma 2.6.3] that r(x − p ∨ q) is orthogonal to both p and q. Therefore, p, q � 1 − r(x − p ∨ q) and so
p ∨ q � 1 − r(x − p ∨ q). We conclude that r(p ∨ q) = p ∨ q is orthogonal to r(x − p ∨ q). �

In the sequel, we denote the supremum of x, y ∈ A in A (with respect to the star order) by the symbol
x ∨ y. Note that, by the previous lemma, we need not make a difference between the supremum of two
projections in P (A) and in A.

Proposition 3.6. Let p and q be projections in A. Then

(i) ϕ(p ∨ q) = ϕ(p) ∨ ϕ(q).
(ii) If p ⊥ q, then ϕ(p) ⊥ ϕ(q).

Proof.

(i) It can be easily verified that ϕ(p ∨ q) = ϕ(p) ∨ ϕ(q) because ϕ is a star order isomorphism.
(ii) Let p ⊥ q. By Proposition 3.3, for every λ ∈ R \ {0, 1}, there is xλ ∈ A such that p, λq � xλ. Therefore,

for every λ ∈ R \ {0, 1}, there is yλ ∈ B such that ϕ(p), ϕ(λq) � yλ. Furthermore, ϕ(λq) = f(λ)eλ,
where eλ ∈ P (B). Applying Proposition 3.3, ϕ(p) ⊥ eλ and so

ϕ(p) ◦ ϕ(λq) = ϕ(p) ◦
(
f(λ)eλ

)
= f(λ)

(
ϕ(p) ◦ eλ

)
= 0.

Using continuity of ϕ and making the limit λ → 1, we obtain ϕ(p) ◦ ϕ(q) = 0 which means that
ϕ(p) ⊥ ϕ(q). �

In the sequel, we shall need the following concept. We say that μ : P (A) → P (B) is P (B)-valued measure if

μ(p + q) = μ(p) + μ(q) whenever p ⊥ q. (4)

By positive measure on P (A) we mean a non-negative real valued function on P (A) with the property (4).
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Theorem 3.7. Let A be JBW algebra with no Type I2 direct summand and let B be a JBW algebra. Then
every P (B)-valued measure μ on P (A) extends uniquely to a bounded linear operator T from A to B.

Proof. By deep results of Bunce and Wright [5,6] every positive measure on P (A) extends to a bounded
linear functional. Once we know this, we can extend every P (B)-valued measure to a bounded linear operator
from A to B by a standard argument used e.g. in [14, Proposition 5.2.4] or in [7]. �
Corollary 3.8. Let A be without Type I2 direct summand. Then there is a unique Jordan isomorphism
ψ : A → B such that

ψ|P (A) = ϕ|P (A).

Proof. By Proposition 3.6 and Theorem 3.7, we can extend ϕ|P (A) to bounded linear map ψ.
Take x =

∑n
i=1 λipi, where pi are orthogonal projections in A and λi ∈ R. It follows from Proposition 3.6

that ψ(pi) are also orthogonal projections. Simple computation gives

ψ
(
x2) = ψ

(
n∑

i=1
λ2

i pi

)
=

n∑

i=1
λ2

i ψ(pi) =
(

n∑

i=1
λiψ(pi)

)2

= ψ(x)2.

The set of all elements with finite spectrum is dense in A which implies that ψ is a Jordan homomorphism.
Let us prove that ψ is injective. We have to show that x = 0 whenever ψ(x) = 0. First, take x ∈ A+

satisfying ψ(x) = 0. We can assume without loss of generality that 0 � x � 1 and so there is a sequence of
projections (pn)∞

n=1 such that x =
∑∞

n=1
1
2n pn. As

0 � 1
2n

ψ(pn) � ψ(x) = 0

for all n, we have 0 = ψ(pn) = ϕ(pn) for all n. From the injectivity of ϕ we obtain pn = 0 for all n and
so x = 0. Finally, if x ∈ A with ψ(x) = 0, then 0 = ψ(x)2 = ψ(x2). As x2 ∈ A+, we have from previous
discussion that x2 = 0. Therefore, 0 = ‖x2‖ = ‖x‖2 and so x = 0.

The map ψ is injective and so it is an isometry (see [1, Proposition 1.35]). Hence ψ is surjective because
ψ(P (A)) = ϕ(P (A)) = P (B), linear span of P (B) is dense in B, and ψ is continuous. �

In the sequel, we shall assume that the JBW algebra A is without direct summand of Type I2. Moreover,
we shall denote

θ = ψ−1 ◦ ϕ,

where ψ is a Jordan isomorphism specified in Corollary 3.8.

Lemma 3.9. The following statements hold:

(i) The map θ : A → A is a continuous unital star order isomorphism.
(ii) θ(λ1) = f(λ)1 for all λ ∈ R.
(iii) For each p ∈ P (A) and λ ∈ R there is a projection eλ ∈ P (A) such that θ(λp) = f(λ)eλ.
(iv) θ(p) = p for all p ∈ P (A).

Proof.

(i) The maps ψ−1 : B → A and ϕ : A → B are continuous unital star order isomorphisms. This shows
that θ = ψ−1 ◦ ϕ is a continuous unital star order isomorphism from A onto A.
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(ii) This follows immediately from the same property of ϕ and the fact that ψ−1 is a Jordan isomorphism.
(iii) This statement is a direct consequence of Lemma 3.4(i).
(iv) Since Jordan isomorphism ψ extends ϕ|P (A),

p = ψ−1(ψ(p)
)

= ψ−1(ϕ(p)
)

= θ(p)

for all p ∈ P (A). �
Lemma 3.10. Let λ ∈ R \ {0} and p ∈ P (A). Suppose that eλ and qλ are projections in A such that
θ(λp) = f(λ)eλ and θ(λ(1 − p)) = f(λ)qλ. Then eλ ⊥ qλ.

Proof. The case λ = 1 is straightforward.
Let λ ∈ R \ {0, 1}. As p ⊥ 1 − p, Proposition 3.3 gives that there are elements x, y ∈ A such that

λp,1 − p � x and p, λ(1 − p) � y.

By properties of θ, we obtain

f(λ)eλ,1 − p � θ(x) and p, f(λ)qλ � θ(y).

Using Proposition 3.3, we see that 1 − p ⊥ eλ and p ⊥ qλ. Therefore, eλ ⊥ qλ. �
Lemma 3.11. Let p, q ∈ P (A) and p ⊥ q. Then, for each λ, μ ∈ R,

(λp) ∨ (μq) = λp + μq.

Proof. It is clear that λp, μq � λp + μq.
Let x be an element of A such that λp, μq � x. By Proposition 2.5, λ2p = x ◦ λp, μ2q = x ◦ μq, and

[Tx, Tλp] = [Tx, Tμq] = 0. Hence

(λp + μq)2 = λ2p + μ2q = x ◦ λp + x ◦ μq = x ◦ (λp + μq)

and

[Tx, Tλp+μq] = [Tx, Tλp] + [Tx, Tμq] = 0.

In other words, λp + μq � x. �
Lemma 3.12. For every p ∈ P (A) and λ ∈ R we have

θ
(
λ(1 − p)

)
= θ(λ1) − θ(λp).

Proof. The case λ = 0 is obvious.
Let λ �= 0. It follows from Lemma 3.11 that (λp) ∨ λ(1 − p) = λ1. Since θ is a star order isomorphism,

we have

θ(λ1) = θ
(
(λp) ∨ λ(1 − p)

)
= θ(λp) ∨ θ

(
λ(1 − p)

)
.

We know that θ(λp) = f(λ)eλ and θ(λ(1 − p)) = f(λ)qλ, where eλ, qλ ∈ P (A). This ensures together with
Lemma 3.10 and Lemma 3.11 that
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θ(λp) ∨ θ
(
λ(1 − p)

)
=
(
f(λ)eλ

)
∨
(
f(λ)qλ

)
= f(λ)(eλ + qλ) = θ(λp) + θ

(
λ(1 − p)

)
.

Hence

θ
(
λ(1 − p)

)
= θ(λ1) − θ(λp). �

Proposition 3.13. For each p ∈ P (A) and λ ∈ R we have

θ(λp) = f(λ)p.

Proof. The cases λ = 0, 1 are straightforward.
Let λ ∈ R \ {0, 1}. We know that θ(λp) = f(λ)eλ, where eλ is an element of P (A). Moreover, by the

properties of θ and Lemma 3.12, we have θ(λ(1 − p)) = f(λ)(1 − eλ). Let us prove that eλ = p. Since
p ⊥ 1 − p, it follows from Proposition 3.3 that there are x, y ∈ A such that

λp,1 − p � x and p, λ(1 − p) � y.

Therefore,

f(λ)eλ,1 − p � θ(x) and p, f(λ)(1 − eλ) � θ(y).

By Proposition 3.3, 1 − p ⊥ eλ and p ⊥ 1 − eλ. This means that eλ � p, p � eλ and so eλ = p. �
Theorem 3.14. Let A be a JBW algebra without Type I2 direct summand and let B be a JBW algebra. Let
ϕ : A → B be a continuous star order isomorphism. Suppose that there is an invertible central element z ∈ B
and a function f : R → R such that

ϕ(λ1) = f(λ)z

for all λ ∈ R. Then f is a continuous bijection with f(0) = 0 and there is a unique Jordan isomorphism
ψ : A → B such that

ϕ(x) = ψ
(
f(x)

)
z

for all x ∈ A.

Proof. Recall that we can assume without loss of generality that f(1) = 1 and z = 1. Following notation
introduced in the text we shall prove at first that

θ(x) = f(x)

for all x ∈ A. We already know that

θ(λp) = f(λ)p

for all λ ∈ R and p ∈ P (A). Suppose now that p1, . . . , pn are pairwise orthogonal projections and λi ∈ R\{0},
where i = 1, . . . , n. By Lemma 3.11,

θ

(
n∑

j=1
λjpj

)
= θ

(
n∨

j=1
λjpj

)
=

n∨

j=1
θ(λjpj) =

n∨

j=1
f(λj)pj =

n∑

j=1
f(λj)pj .
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In other words, θ(x) = f(x) for any element x ∈ A with finite spectrum. Now density of such elements in
A and continuity of θ imply that θ(x) = f(x) for all x ∈ A. Therefore,

ϕ(x) = ψ
(
θ(x)

)
= ψ

(
f(x)

)

for all x ∈ A.
Injectivity of f follows immediately from injectivity of ϕ.
It remains to prove that f is necessarily surjective. By the surjectivity of θ, for every λ ∈ R, there exists

x ∈ A such that θ(x) = λ1. Let σ(θ(x)) denote the spectrum of θ(x). Since

{λ} = σ
(
θ(x)

)
= σ

(
f(x)

)
= f

(
σ(x)

)
,

we have the following: for every λ ∈ R, there is μ ∈ R such that f(μ) = λ. �
4. Star order isomorphisms on factors

Let us recall that a nonzero element x in a poset (P,�) is called atom if there is no nonzero element
y ∈ P such that y �= x and y � x. A projection p in a JBW algebra A is said to be atomic, if it is an atom
in the projection lattice P (A). We denote the set of all atomic projections in A by Pat(A).

Lemma 4.1. An element x ∈ A is an atom in (A,�) if and only if x = λp, where λ ∈ R\{0} and p ∈ Pat(A).

Proof. Suppose that x ∈ A is an atom. Let W (x) be a JBW subalgebra generated by x. Since W (x) ∼= C(X),
where X is hyperstonean, one can represent x by a function g ∈ C(X). Assume that g attains two different
nonzero values g(ξ1) and g(ξ2). Take clopen set O such that ξ1 /∈ O, ξ2 ∈ O and set h = gχO, where χO is a
characteristic function of O. Then, 0 �= h � g which is a contradiction with the fact that g is an atom. So g

can attain only one nonzero value and so it must be of the form x = λp, where λ �= 0 and p is a projection.
The projection p must be atomic for otherwise x would not be an atom in (A,�).

Now suppose that x = λp, where λ ∈ R \ {0} and p ∈ Pat(A). Applying Lemma 3.2, x � λ1. If there is
y ∈ A such that y � x, then y � λ1. By Lemma 3.2, we see that y = λq where q ∈ P (A). Hence q � p. As
p is an atomic projection, q must be zero or equal to p. Therefore, x is an atom. �
Lemma 4.2. Let p, q be projections and let λ be a real number. Then (λp) ∨ (λq) = λ(p ∨ q).

Proof. The case λ = 0 is clear.
Suppose that λ �= 0. It is easy to see from Proposition 2.5 that, for all x, y ∈ A, λx � λy if and only if

x � y. Therefore, x �→ λx is a star order isomorphism and so (λp) ∨ (λq) = λ(p ∨ q). �
Lemma 4.3. Let p, q ∈ P (A) and let λ, μ ∈ R \ {0}. Then there is x ∈ A such that λp, μq � x if and only if
λ = μ or p ⊥ q.

Proof. Assume that there is x ∈ A such that λp, μq � x. By Lemma 2.2(iv), p ◦ x = λp and q ◦ x = μq. It
follows from this and Lemma 2.2(i) that [Tp, Tx] = [Tq, Tx] = 0. Therefore,

x ◦ (p ◦ q) = TxTpq = TpTxq = p ◦ (x ◦ q) = μp ◦ q

and

x ◦ (p ◦ q) = TxTqp = TqTxp = q ◦ (x ◦ p) = λp ◦ q.

Comparing the right sides of these equations, we obtain that p ⊥ q or λ = μ.
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Suppose that λ = μ or p ⊥ q. By Lemma 3.11 and Lemma 4.2, we see that (λp) ∨ (μq) exists whenever
λ = μ or p ⊥ q. Set x = (λp) ∨ (μq). Now it is obvious that λp, μq � x. �
Lemma 4.4. Let p1 and p2 be atomic projections of A such that p1 ⊥ p2. Assume that x = μ1p1 + μ2p2,
where μ1, μ2 ∈ R \ {0} are different. Let

M =
{
μq
∣∣ μq � x, μ ∈ R \ {0}, q ∈ Pat(A)

}
.

Then M = {μ1p1, μ2p2}.

Proof. It is clear that μ1p1, μ2p2 � x.
Suppose that there is a nonzero real number μ and atomic projection q such that μq � x. This means

that

μ2q = μq ◦ x = μμ1q ◦ p1 + μμ2p2 ◦ q

which implies

μq = μ1p1 ◦ q + μ2p2 ◦ q.

Moreover, [Tμq, Tx] = 0 and so

[Tq, Tμ1p1 ] + [Tq, Tμ2p2 ] = 0. (5)

Therefore, applying the previous operator identity (5) to p1, we obtain

μ1p1 ◦ (q ◦ p1) = q ◦ (μ1p1 ◦ p1) + q ◦ (μ2p2 ◦ p1) − μ2p2 ◦ (q ◦ p1) = q ◦ (μ1p1 ◦ p1) − μ2p2 ◦ (q ◦ p1).

By this,

μq ◦ p1 = μ1q ◦ p1 − μ2p2 ◦ (q ◦ p1) + μ2(p2 ◦ q) ◦ p1 = μ1q ◦ p1,

where we have used the fact [Tp1 , Tp2 ] = 0. Consequently, q ◦ p1 = 0 or μ = μ1. Similarly, we show that
q ◦ p2 = 0 or μ = μ2. Since μ1 �= μ2, we have only three possibilities. If q ◦ p1 = 0 and q ◦ p2 = 0, then

μq = μ1p1 ◦ q + μ2p2 ◦ q = 0

and so q = 0. If q ◦ p1 = 0 and μ = μ2, then

μq = μ1p1 ◦ q + μ2p2 ◦ q = μp2 ◦ q.

Therefore, q � p2 which gives q = p2 because p2 and q are atomic projections. Finally, if q ◦ p2 = 0 and
μ = μ1, then

μq = μ1p1 ◦ q + μ2p2 ◦ q = μp1 ◦ q

and so q = p1. This proves that M = {μ1p1, μ2p2}. �
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Lemma 4.5. Let Φ : A → B be a star order isomorphism from a JBW factor A onto a JBW algebra B.

(i) Φ maps the set {λe | λ ∈ R \ {0}, e ∈ Pat(A)} onto {μp | μ ∈ R \ {0}, p ∈ Pat(B)}.
(ii) If e1 and e2 are two different atomic projections in A and λ ∈ R \ {0}, then there are p1, p2 ∈ Pat(B)

and μ ∈ R \ {0} such that Φ(λe1) = μp1 and Φ(λe2) = μp2.

Proof.

(i) This follows directly from Lemma 4.1 and the fact that Φ is a star order isomorphism.
(ii) By (i), there are atomic projections p1, p2 and nonzero real numbers μ1, μ2 such that Φ(λe1) = μ1p1

and Φ(λe2) = μ2p2. It remains to show that μ1 = μ2. As Φ is a star order isomorphism, we obtain from
Lemma 4.2 that

Φ
(
λ(e1 ∨ e2)

)
= Φ(λe1 ∨ λe2) = Φ(λe1) ∨ Φ(λe2) = μ1p1 ∨ μ2p2.

Consider

M =
{
λq
∣∣ λq � λ(e1 ∨ e2), q ∈ Pat(A)

}
.

Let us show that M is infinite. It is clear that M ⊆ Ue1∨e2A. Moreover, since e1 ∨ e2 is the unit
in Ue1∨e2A, Ue1∨e2A is a factor of Type I2. (The fact that Ue1∨e2A is of Type I2 follows easily from
[1, Proposition 3.51].) It is known that every JBW algebra of Type I2 is (up to a Jordan isomorphism)
a spin factor. Recall that a spin factor is a direct sum H ⊕ R1, where H is a real Hilbert space with
the inner product (· | ·) and dim H � 2, with the multiplication given by

(x + μ1) ◦ (y + ν1) = νx + μy +
(
(x | y) + μν

)
1

and the norm

‖x + μ1‖ =
√

(x | x) + |μ|.

Let p = x+μ1 be an element of a spin factor. It is easy to verify, that p is a nonzero projection different
from 1 if and only if

√
(x | x) = 1

2 and μ = 1
2 . Moreover, simple computation shows that two nonzero

projections p1, p2 �= 1 in a spin factor satisfy p1 ◦ p2 = p1 if and only if p1 = p2. (Thus every nonzero
projection in a spin factor different from 1 must be an atomic projection.) Hence every spin factor
contains infinite number of atomic projections and so M is infinite.
As M is infinite and Φ is a bijection, Φ(M) must be infinite. Since μ1p1 ∨ μ2p2 must exist, Lemma 4.3
gives μ1 = μ2 or p1 ⊥ p2. Suppose that p1 ⊥ p2 and μ1 �= μ2. We conclude from Lemma 3.11 and
Lemma 4.4 that the set of all atoms (with respect to the star order) under μ1p1 ∨ μ2p2 is finite. This is
a contradiction with the fact that Φ(M) is infinite. Therefore, μ1 = μ2. �

Infiniteness of the set M from the proof of Lemma 4.5(ii) essentially depends on the fact that A is a
factor. Assume that an atomic JBW algebra A is not a factor. This means that there is a nonzero central
projection z1 different from 1. Hence z2 = 1 − z1 is also nonzero central projection different from 1. It is
clear that z1 ⊥ z2. Therefore, there are two different atomic projections e1, e2 such that e1 � z1 and e2 � z2.
Set e = e1 ∨ e2 = e1 + e2. We shall show that atomic projections under e are only e1 and e2. Let p be a
projection such that p � e. Since z1 and z2 are central, we have p ◦ z1 � e1 and p ◦ z2 � e2. Consequently,
p ◦ z1 ∈ {0, e1} and p ◦ z2 ∈ {0, e2}. As p = p ◦ z1 + p ◦ z2, we have that p ∈ {0, e1, e2, e}.
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Moreover, it can be shown easily that Lemma 4.5(ii) does not hold if A is not a factor. Suppose that A
is a JBW algebra of Type I which is not a factor. Let z1 and z2 be nonzero central projections in A such
that z1 + z2 = 1. Define Φ : A → A by Φ(x) = x ◦ z1 + 2x ◦ z2 for all x ∈ A. It is easy to prove that Φ is
a star order isomorphism. Now if we take two atomic projections e1 and e2 such that e1 � z1 and e2 � z2
then Φ(e1) = e1 and Φ(e2) = 2e2.

Lemma 4.6. Let A be atomic. Then

λ1 = sup
{
λe
∣∣ e ∈ Pat(A)

}

for each λ ∈ R \ {0}.

Proof. Let λ ∈ R \ {0}. It is clear that λe � λ1 for all e ∈ Pat(A). Suppose that there is x ∈ A such that
λe � x for all atomic projections e in A. We have to prove that λ1 � x. As A is atomic, there is a family
{ei}i∈I of orthogonal atomic projections such that 1 =

∑
i∈I ei. By Proposition 2.5, we have λei = x ◦ ei

and so

x = x ◦
∑

i∈I

ei =
∑

i∈I

x ◦ ei =
∑

i∈I

λei = λ1.

This shows that λ1 � x. �
Theorem 4.7. Let A be a JBW factor of Type In, where n �= 2. Let Φ : A → B be a continuous star order
isomorphism from A onto a JBW algebra B. Then there are a continuous bijection f : R → R with f(0) = 0
and a unique Jordan isomorphism ψ : A → B such that

Φ(x) = ψ
(
f(x)

)
,

for all x ∈ A.

Proof. If A is a JBW factor of Type I1, then the statement is clear.
Suppose that A is a JBW factor of Type In, where n > 2. Let e be an atomic projection in A. Define the

function f : R → R by Φ(λe) = f(λ)pλ, where pλ ∈ Pat(B). We see from Lemma 4.5 that the function f does
not depend on a choice of atomic projection e and so it is well defined. Since Φ is a star order isomorphism,
it preserves suprema. Hence, by Lemma 4.5 and Lemma 4.6,

Φ(λ1) = Φ
(
sup
{
λe
∣∣ e ∈ Pat(A)

})
= sup

{
Φ(λe)

∣∣ e ∈ Pat(A)
}

= sup
{
f(λ)p

∣∣ p ∈ Pat(B)
}

= f(λ)1.

Applying Theorem 3.14, we obtain the required assertion. �
Let us remark that when A is a JBW factor of Type I2 then Theorem 4.7 does not hold as shown already

in [8].
The following corollary characterizes Jordan isomorphisms among certain nonlinear maps. In particular,

it shows that if a continuous star order isomorphism Φ from a JBW factor of Type In, where n �= 2, onto
JBW algebra B is linear on a linear subspace generated by a nonzero projection, then Φ is automatically
linear on the whole algebra A. Moreover, if Φ is unital, then it must be a Jordan isomorphism.

Corollary 4.8. Let A be a JBW factor of Type In, where n �= 2. Let Φ : A → B be a map from A onto a
JBW algebra B. Then the following conditions are equivalent:
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(i) Φ is a real nonzero multiple of Jordan isomorphism.
(ii) Φ is a continuous star order isomorphism that is linear on a one-dimensional linear subspace generated

by a projection in A.

Proof. The implication (i) ⇒ (ii) is clear.
Conversely, assume that Φ is a continuous star order isomorphism that is linear on a one-dimensional

linear subspace generated by a projection e ∈ A. By Theorem 4.7, there is a continuous function f : R → R
with f(0) = 0 such that Φ(λ1) = f(λ)1 for all λ ∈ R. Suppose that λ ∈ R \ {0}. Since λe � λ1, we have
λΦ(e) � f(λ)1 and so f(λ) = λf(1). �
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The aim of this paper is to study the star order on operator and function algebras.
It is shown that the infimum problem and the supremum problem on algebras of
continuous functions have negative answer in general. Furthermore, we give a
description of certain nonlinear star order isomorphisms between AW *-algebras.
Finally, we describe general star order isomorphisms on normal parts of matrix
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1. Introduction

Star order has its origin in matrix analysis.[1] Later, Drazin [2] introduced the star order
on a proper *-semigroup and he showed that the star order is a partial order in this general
context. In this note, we deal with various aspects of the star order on function algebras
and operator algebras. In the first part, we present the solution to the infimum problem that
reads as follows: Does every nonempty subset have infimum in the star order structure?
Albeit partial positive results about existence of infima had been established, the question
remained open. We answer this problem in the negative. In particular, we find certain algebra
of continuous functions on a topological space that admits two elements that do not have
star order infimum. Moreover, this algebra contains a sequence of functions bounded from
above that do not have star order supremum. This is in contrast with the previous results
on matrix algebras and full algebras of bounded operators, where these phenomena cannot
happen.

In the second part, we study preservers of the star order on AW *-algebras that are
important algebraic generalizations of von Neumann algebras. Using recent generaliza-
tion of Dye’s Theorem,[3] we describe preservers of the star order well behaved with
respect to a multiple of the unit. We show that they are precisely compositions of function
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calculus and Jordan *-isomorphisms. As a corollary we obtain new characterizations of
Jordan *-isomorphisms among nonlinear maps preserving the star order.

In the last part of this note, we turn to a difficult question of describing general preservers
of the star order on normal parts of operator algebras. We solve completely this problem
for matrix algebras. In particular, we prove that a bijection between normal parts of matrix
algebras is a star order isomorphism if and only if it is a Jordan *-isomorphism composed
with ‘multivariable’ function calculus performed on each factorial direct summand of the
matrix algebra separately. Let us remark that this characterization concerns all star order
preservers between normal parts of matrix algebras including discontinuous star order
automorphisms not preserving scalar multiples of the unit. Under assumption of continuity
of the star order preservers, we establish the same results for atomic von Neumann algebras.
This extends hitherto known results on star order preservers on matrices or Hilbert space
operators.[4–6]

Let us now recall basic facts and fix the notation. We say that *-algebra A is proper
if a∗a = 0 implies a = 0 for every a ∈ A. Typical examples of proper *-algebras are a
*-algebra C(X) of all continuous complex-valued functions on a Hausdorff topological
space X and a C*-algebra B(H) of all bounded linear operators on a Hilbert space H . The
star order on a proper *-algebraA is a binary relation � onA defined by a � b if a∗a = a∗b
and aa∗ = ba∗. Since every proper *-algebra is a proper *-semigroups, the star order on
A is a partial order. Let M and N be subsets of proper *-algebras A and B, respectively.
We say that ϕ : M → N is a star order isomorphism if ϕ is a bijection such that a � b
if and only if ϕ(a) � ϕ(b) for all a, b ∈ M . In particular, we shall study the star order on
AW *-algebras that were introduced by Kaplansky [7] as an algebraic generalization of von
Neumann algebras. An AW *-algebra is a C*-algebra A such that for any nonempty set
S ⊂ A there is a projection (self-adjoint idempotent) p ∈ A such that right annihilator S0

of S equals pA. (Right annihilator is defined as S0 = {a ∈ A : sa = 0 for all s ∈ S}.)
In the sequel, let A and B be C*-algebras. By N (A) we denote the set of all normal

elements in A. A Jordan *-isomorphism is a linear bijection ψ : A → B between two C*-
algebras A and B such that ψ(a2) = ψ(a)2 and ψ(a∗) = ψ(a)∗ for all a ∈ A. Projection
in a *-algebra is a self-adjoint idempotent. By P(A) we denote the set of all projections in
A. An orthoisomorphism is a bijection ϕ : P(A) → P(B) between projection structures
preserving orthogonality in both directions, that is, pq = 0 if and only if ϕ(p)ϕ(q) = 0.
Let us remark that any orthoisomorphism preserves the order.

2. Infimum and supremum problem for function algebras

Having a family (pγ )γ∈� of elements of a poset (P,≤), we shall denote by
∧
γ∈� pγ

(resp.
∨
γ∈� pγ ) the supremum (resp. the infimum) of the family (pγ )γ∈� (if they exist).

For two elements a and b, we shall denote by a ∨ b and a ∧ b their supremum and
infimum, respectively. In every poset it is important to decide whether given subset has
the supremum or the infimum. This problem is known as the supremum and the infimum
problem, respectively. In the case of the star order, the infimum problem and the supremum
problem were investigated in a number of papers. The existence of the infimum and the
supremum in the poset (B(H)sa,�), where B(H)sa is a self-adjoint part of B(H), was
solved in [8–12]. In particular, it was shown that a bounded (with respect to the star order)
nonempty subset of B(H)sa has the supremum and the infimum in (B(H)sa,�). Results
concerning the supremum and the infimum of two elements with respect to the star order
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on B(H) and matrix algebras were proved in [13–15]. Moreover, the infimum problem
and the supremum problem for the star order were also studied in the context of functions
algebras [16] and Rickart *-rings.[17,18] In particular, it follows from [17,18] that in any
AW *-algebra nonempty sets bounded from above have the infimum and the supremum.
We show that, in the abelian case, this result is a direct consequence of our discussion of
the infimum problem and the supremum problem for function algebras.

In this section, C(X) denotes a *-algebra of all continuous complex-valued functions
on a Hausdorff topological space X . If f ∈ C(X), we set

Supp( f ) = {x ∈ X : f (x) 
= 0} .
The characteristic function of a set M is denoted by χM . Let us remark that, in the case of
C(X), the definition of f � g is reduced to only one equation f f = f g, where f is the
complex conjugate of f . This definition can be expressed in useful equivalent way which
is summarized in the following lemma (for the proof see [16]).

Proposition 2.1 If f, g ∈ C(X), then the following conditions are equivalent:

(i) f � g.
(ii) f = gχSupp( f ).

The next result proved in [16] says that the infimum exists provided that X has a special
property. The necessity of requirements on topological structure of X will be discussed at
the end of this section. Recall that X is said to be extremely disconnected if closure of every
open set is open. It is said to be locally connected if every point of X admits a neighbourhood
basis consisting entirely of open connected sets.

Theorem 2.2 Let ( fα)α∈� be a nonempty family of elements of C(X). Then the infimum∧
α∈� fα exists whenever X is locally connected or extremely disconnected.

Corollary 2.3 Let A be an abelian AW *-algebra or an abelian C*-algebra whose
spectrum is locally connected. If (aα)α∈� is a nonempty family of elements of A, then the
infimum

∧
α∈� aα exists.

Proof If A is an abelian AW *-algebra, then it is *-isomorphic to a C*-algebra C(X),
where X is an extremely disconnected compact Hausdorff topological space. Since a
*-isomorphism is a star order isomorphism (see [16]), the infimum exists by
Theorem 2.2.

IfA is an abelian C*-algebra whose spectrum is locally connected, then it is *-isomorphic
to a C*-algebra C0(X) of all continuous complex-valued functions on X vanishing at
infinity, where X is a locally connected and locally compact Hausdorff topological space.
The algebra C0(X) can be considered as a *-subalgebra of the *-algebra C(X). Let ( fα)α∈�
be a nonempty family of elements of C0(X). By the preceding theorem,

∧
α∈� fα exists in

C(X). Since
∧
β∈� fβ � fα and fα ∈ C0(X) for all α ∈ �, we obtain from Proposition 2.1

that
∧
α∈� fα ∈ C0(X). The required conclusion follows from the fact that *-isomorphism

is a star order isomorphism. �
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It was shown in [16] that the supremum problem for an arbitrary bounded (with respect
to the star order) nonempty subset of C(X) has a positive answer if X is locally connected.
It was also noted that a similar result can be proved if X is hyperstonean. We slightly
generalize this result in the following theorem.

Corollary 2.4 Let X be a locally connected or extremely disconnected Hausdorff
topological space. Suppose that ( fα)α∈� is a nonempty family of elements of C(X). Then
the following conditions are equivalent:

(i) There exists
∨
α∈� fα .

(ii) There is h ∈ C(X) such that fα � h for any α ∈ �.

Proof (i) ⇒ (ii) is clear.
(ii) ⇒ (i). By (ii), the set of all upper bounds of ( fα)α∈� is nonempty. Now the required

assertion follows immediately from Theorem 2.2. �

Note that the supremum of empty set is equal to zero function in every *-algebra C(X)
because this function is the least element of C(X).

The proof of the next result is a direct consequence of Corollary 2.3, and therefore it
will be omitted.

Corollary 2.5 Let A be an abelian AW *-algebra or an abelian C*-algebra with a
locally connected spectrum. Suppose that (aα)α∈� is a nonempty family of elements of A.
Then the following conditions are equivalent:

(i) There exists
∨
α∈� aα .

(ii) There is b ∈ A such that aα � b for any α ∈ �.

It was not clear whether the topological restriction on X in Theorem 2.2 and Corollary
2.4 is needed. This question was not solved in [16]. In the following example, we construct
the topological space X (which is neither locally connected or extremely disconnected)
such that the existence of infimum in C(X) fails even in the case of two elements. It was
proved in [16] that there is no restriction on the topological space X in the case of the
supremum problem of two (and so finitely many) functions. However, we complete the
previous investigation by finding an infinite family of functions in C(X) bounded from
above such that its supremum does not exist.

Example 2.6 Consider X = [0, 1] endowed with topology whose base is

B = {(a, b) ∩ [0, 1] : −∞ < a < b < ∞} ∪
{{

1

n

}
: n ∈ N

}
.

Put A =
{

1
n : n ∈ N

}
and	 = X \ A. Clearly, the set A is open but not closed. Moreover,

A = A ∪ {0} is not open and so X is not extremely disconnected. Since the component {0}
of 0 is not open, the space X is not locally connected.
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Let Mn =
[

1
n , 1

]
\ A, where n ∈ N. The set Mn is a clopen set for each n ∈ N. This

follows from the facts that M1 = ∅ and, for all n ≥ 2,

Mn =
n−1⋃
k=1

(
1

k + 1
,

1

k

)
=

n−1⋃
k=1

X \ Uk,

where Uk =
[
0, 1

k+1

)
∪

{
1

k+1

}
∪

{
1
k

}
∪

(
1
k , 1

]
. Let f1 : X → C be the function given by

f1 : x �→
{

1 if x ∈ 	,
1 − x if x ∈ A.

It is apparent that f1 ∈ C(X). Consider the function f2 ∈ C(X) such that f2 : x �→ 1. Set

M = {M ⊆ 	 : χM f1 ∈ C(X)} .
It follows from Proposition 2.1 (see also [16]) that there is an order preserving bijection
from M (endowed by inclusion) onto the set of all common lower bounds of f1 and f2
(endowed by the star order). Therefore, f1 ∧ f2 exist if and only if there is the greatest
element of M. We observe that Mn ⊆ Mn+1 and Mn ∈ M for all n ∈ N. In order to
show that f1 ∧ f2 does not exist, it is sufficient to prove that there is no set N ∈ M such
that

⋃∞
n=1 Mn ⊆ N ⊆ 	. Since

⋃∞
n=1 Mn = 	 \ {0}, the only subsets of 	 containing⋃∞

n=1 Mn are 	 \ {0} and 	. It is easily seen that the sets(
χ	\{0} f1

)−1
(C \ {1}) = X \ (	 \ {0}) = A ∪ {0},

(χ	 f1)
−1 (C \ {0}) = 	

are not open and so 	 \ {0} /∈ M and 	 /∈ M. Therefore, f1 ∧ f2 does not exist.
Now we construct an infinite family of functions in C(X) bounded from above such

that its supremum does not exist. Set gn = χMn for n ∈ N. It is clear that f1 and f2 are
upper bounds of (gn)n∈N. Assume that there is the supremum of (gn)n∈N, say f ∈ C(X),
with respect to the star order. This means that gn � f � f1, f2 for all n ∈ N. Hence

	 \ {0} =
∞⋃

n=1

Mn ⊆ Supp( f ) ⊆ {x ∈ X : f1(x) = f2(x)} = 	.

By using what we have shown above, f (x) = χSupp( f ) f1 is not continuous which is a
contradiction.

3. Preservers of the star order on AW*-algebras

This part can be viewed as a generalization of hitherto known results about preservers of
the star order on von Neumann algebras.[4,6] Crucial role in this generalization is played
by the following Dye’s Theorem [19] for AW *-algebras proved in [3].

Theorem 3.1 Let A and B be AW *-algebras such that A has no direct summand of
Type I2. Any orthoisomorphism ψ : P(A) → P(B) extends to a Jordan *-isomorphism

 : A → B.
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We shall need the following lemma.

Lemma 3.2 Let p1 and p2 be projections in an AW *-algebra A.

(i) The supremum of p1 and p2 in (A,�) exists and it is equal to the supremum of p1
and p2 in P(A).

(ii) Let λ1, λ2 ∈ C \ {0}. Then the supremum λ1 p1 ∨ λ2 p2 exists in (A,�) if and only
if λ1 = λ2 or p1 ⊥ p2. Moreover,

λ1 p1 ∨ λ2 p2 =
{
λ1(p1 ∨ p2) whenever λ1 = λ2,

λ1 p1 + λ2 p2 whenever p1 ⊥ p2.

Proof

(i) It is easy to see that p1, p2 � 1. Now the statement follows directly from [17,
Theorem 4.2].

(ii) Let λ1 p1 ∨ λ2 p2 exist. Set x = λ1 p1 ∨ λ2 p2. As x is a common upper bound of
λ1 p1 and λ2 p2, we have λ1 p1 = p1x = xp1 and λ2 p2 = p2x = xp2. Therefore,
λ1 p1 p2 = p1xp2 = λ2 p1 p2. Hence λ1 = λ2 or p1 ⊥ p2.
Let us prove the converse. Since the map x �→ λ1x is a star order isomorphism,
λ1 p1 ∨ λ2 p2 = λ1(p1 ∨ p2) whenever λ1 = λ2. Now assume that p1 ⊥ p2. It is
easily checked that λ1 p1, λ2 p2 � λ1 p1 + λ2 p2. If x is a common upper bound of
λ1 p1 and λ2 p2, then a simple computation shows that λ1 p1 + λ2 p2 � x . This also
proves the last part of (ii).

�

In the sequel we shall need more than once the following consequence of the foregoing
lemma: If p1, . . . , pn is a sequence of mutually orthogonal projections in a C*-algebra A,
and λ1, . . . , λn ∈ C, then

(λ1 p1) ∨ · · · ∨ (λn pn) = λ1 p1 + · · · + λn pn .

(Suprema are considered in the star order.)
Some arguments in the proof of the main theorem below are the same as in [4]. However,

we state them here for making the presentation self-contained.

Theorem 3.3 Let A be an AW *-algebra without Type I2 direct summand and B be an
AW *-algebra. Let ϕ : N (A) → N (B) be a continuous star order isomorphism. Suppose
that there is an invertible central element c ∈ B and a function f : C → C such that

ϕ(λ1) = f (λ)c

for all λ ∈ C. Then f is a continuous bijection with f (0) = 0 and there is a unique Jordan
*-isomorphism 
 : A → B such that

ϕ(a) = 
( f (a))c

for all a ∈ N (A).
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Proof Multiplying the values of ϕ by c−1 and rescaling the function f appropriately, we
can suppose without loss of generality that ϕ(λ1) = f (λ)1, where f : C → C is an
injective continuous function with f (0) = 0 and f (1) = 1. For x ∈ A we have that

x � λ1 if and only if x = λp , where p ∈ P(A) and λ ∈ C ,

as can be verified directly from definition of the star order. From this we can derive that for
each p ∈ P(A) there is q ∈ P(B) such that

ϕ(λp) = f (λ)q ,

whenever λ ∈ C. In particular, ϕ(1) = 1 and so ϕ−1(1) = 1. Therefore, ϕ maps P(A) onto
P(B). We shall now prove that ϕ preserves orthogonality of projections. For seeing that the
following characterization of orthogonality of projections in terms of the star order will be
handy: Let p, q ∈ P(A), then

pq = 0 ⇔ for some (any) λ ∈ C \ {0, 1} the set {p, λq} is bounded in the star order.

This is a direct consequence of the definition of the star order. Having now two orthogonal
projections, we can deduce from this, that for any λ ∈ C \ {1} we have ϕ(p)ϕ(λq) = 0.
By continuity we then obtain that ϕ(p)ϕ(q) = 0. Since the same can be shown for ϕ−1,
ϕ restricts to an orthoisomorphism between P(A) and P(B). Now we employ generalized
Dye’s Theorem stated above and find a Jordan *-isomorphism 
 : A → B extending
ϕ|P(A). Composing ϕ with the inverse of 
 we obtain a star order isomorphism of N (A)
onto itself. This isomorphism fixes the projections. Therefore, in the next step we can (and
will) suppose that ϕ is the identity on P(A). First we show that ϕ(λp) = f (λ)p for all
scalar λ and p ∈ P(A). Fix p ∈ P(A). We know that there are projections eλ and qλ such
that ϕ(λp) = f (λ)eλ and ϕ(λ(1 − p)) = f (λ)qλ. Suppose that λ 
∈ {0, 1}. (The other
cases are trivial.) As {λp, 1 − p} is bounded, we obtain that eλ is orthogonal to 1 − p, or
equivalently, eλ ≤ p. The symmetric argument shows that qλ is orthogonal to p, that is
qλ ≤ 1 − p. Hence eλ is orthogonal to qλ. By this

f (λ)1 = ϕ(λ1) = ( f (λ)eλ) ∨ ( f (λ)qλ) = f (λ)eλ + f (λ)qλ .

Therefore, eλ + qλ = 1. Taking into account that, as we could see, eλ ≤ p and qλ ≤ 1 − p,
we must have eλ = p. In other words, ϕ(λp) = f (λ)p.

Now we are going to prove that ϕ reduces to function calculus, that is, ϕ(a) = f (a) for
every normal a ∈ A. First we shall establish this equality for elements with finite spectrum,
that is for elements x of the form

x = λ1 p1 + λ2 p2 + · · · + λn pn ,

where p1, . . . , pn are mutually orthogonal projections and λ1, . . . , λn ∈ C. However,

x = (λ1 p1) ∨ (λ2 p2) ∨ · · · ∨ (λn pn)

and so

ϕ(x) = f (λ1)p1∨ f (λ2)p2∨· · ·∨ f (λn)pn = f (λ1)p1+ f (λ2)p2+· · ·+ f (λn)pn = f (x) .



2526 M. Bohata and J. Hamhalter

Any maximal abelian AW *-subalgebra is the closed linear span of its elements with finite
spectrum. Therefore, by continuity of ϕ, we see that

ϕ(a) = f (a)

for general a ∈ N (A).
Finally, we show that f is surjective. Let σ(a) denote the spectrum of a. As ϕ is

surjective, for each λ ∈ C there is a ∈ N (A) such that ϕ(a) = λ1. Thus

{λ} = σ(ϕ(a)) = σ( f (a)) = f (σ (a)).

This completes the proof. �

It is worth emphasizing that Theorem 3.3 describes general continuous star order
isomorphisms between abelian AW *-algebras preserving the multiples of the unit.

Let us remark that condition on behaviour of ϕ on scalar multiples of the unit in the
foregoing theorem is not satisfied for all star order isomorphims as noticed in [4]. On the
other hand, it holds automatically if A is a Type I factor but not Type I2.[5,6] We shall
discuss this issue thoroughly in the next section.

As a corollary of our results we obtain new characterization of Jordan *-isomorphisms
among nonlinear maps acting on AW *-algebras as star order isomorphisms well behaved
on scalar multiples of the identity.

Corollary 3.4 Let A be an AW *-algebra without Type I2 direct summand and B be
another AW *-algebra. Let

ϕ : N (A) → N (B)
be a continuous bijection preserving the star order in both directions. If

ϕ(λ1) = λ1 for all λ ∈ C ,

then ϕ extends to a Jordan *-isomorphism between A and B.

Proof By the previous theorem ϕ is of the form

ϕ(a) = 
( f (a)) a ∈ N (A) ,

where 
 is a Jordan *-isomorphism and f is a continuous function on C. However, it
follows directly from the hypothesis of the theorem that f must be identity. �

We shall state yet another characterization of Jordan *-isomorphisms. In the previous
result, we assumed continuity of the given transformation on the whole algebra and linearity
only on one-dimensional space generated by the unit. In contrast to this, in the next corollary
we do not suppose that transformation is continuous, but we do assume more about linearity.
With the help of generalized Dye’s Theorem (Theorem 3.1), the proof is straightforward
and not requiring deeper study of the star order presented above.

Theorem 3.5 Let A be an AW *-algebra without Type I2 direct summand and B be
an AW *-algebra. Let ϕ : A → B be a map preserving the unit. Then ϕ is a Jordan
*-isomorphism if and only if the following three conditions hold:



Linear and Multilinear Algebra 2527

(i) ϕ restricts to a star order isomorphism between N (A) and N (B).
(ii) ϕ is a bounded linear map on each abelian AW *-subalgebra of A.

(iii) ϕ(a + ib) = ϕ(a)+ iϕ(b) for all self-adjoint elements a and b in A.

Proof Suppose that (i) and (ii) holds. As x � 1 if and only if x is a projection, we can
see that ϕ maps P(A) onto P(B). Moreover, ϕ preserves orthogonality in both directions.
This is due to the fact that ϕ is linear on abelian subalgebra generated by two mutually
orthogonal projections and that every linear star order isomorphism preserves orthogonality
(see e.g.[4,16]). Employing now generalization of Dye’s Theorem, we can find a Jordan
*-isomorphism
 : A → B that coincides with ϕ on P(A). The composition θ = 
−1 ◦ϕ
satisfies the hypothesis of the present theorem and it is, moreover, identity on projections.
Every maximal abelian subalgebra of A is a closed linear span of its projections. Condition
(ii) now tells us that θ is fixing any normal element. By (iii), θ is the identity map on A and
this completes the proof. �

4. Preservers of the star order on atomic von Neumann algebras

A nonzero element x in a poset (P,≤) is called atom if there is no nonzero element y ∈ P
such that y 
= x and y ≤ x . Let M be a von Neumann algebra. A projection in M is called
atomic if it is an atom in the projection lattice P(M). The set of all atomic projections
in M will be denoted by Pat (M). A von Neumann algebra is said to be atomic if every
nonzero projection dominates an atomic projection. It is well known that a von Neumann
algebra is atomic if and only if it is a direct sum of Type I factors. In the sequel, we shall
use the symbol δ jk to denote the Kronecker delta.

Lemma 4.1 Let� : N (M) → N (N ) be a star order isomorphism between normal parts
of von Neumann algebras M and N . Then x is atom in (N (M),�) if and only if �(x) is
an atom in (N (N ),�).

Proof It follows easily from the definition of the star order isomorphism. �

In the sequel, we shall work with the direct sum M = ⊕
k∈�Mk of a family of

von Neumann algebras (Mk)k∈�. Let us observe that, for all (xk)k∈�, (yk)k∈� ∈ M,
(xk)k∈� � (yk)k∈� if and only if xk � yk for every k ∈ �.

Lemma 4.2 Let Mk be a von Neumann algebra for each k ∈ � and M = ⊕
k∈�Mk .

(i) A projection p = (pk)k∈� ∈ M is atomic if and only if there is k0 ∈ � such that
pk0 is atomic projection in Mk0 an pk = 0 for all k 
= k0.

(ii) An element x is an atom in (N (M),�) if and only if x = λp, where λ ∈ C \ {0}
and p is an atomic projection in M.

(iii) Suppose that � : N (M) → N (M) is a star order isomorphism. If (xk)k∈� ∈
N (M), then �

(
(xk)k∈�

) = ∨
j∈� �

((
δ jk xk

)
k∈�

)
.

Proof

(i) The statement follows directly from observation before this Lemma.
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(ii) The proof is analogous to that of [5, Lemma 4.1].
(iii) It is obvious that (δ jk xk)k∈� � (xk)k∈� for every j ∈ �. If there exists (yk)k∈� ∈

M such that (δ jk xk)k∈� � (yk)k∈� for each j ∈ �, then xk � yk for every
k ∈ �. Hence (xk)k∈� � (yk)k∈�. Therefore, (xk)k∈� = ∨

j∈�
(
δ jk xk

)
k∈� and so

�
(
(xk)k∈�

) = �
(∨

j∈�
(
δ jk xk

)
k∈�

)
= ∨

j∈� �
((
δ jk xk

)
k∈�

)
.

�

In the sequel, we shall assume that (Mk)k∈� is a (nonempty) family of Type I factors.
Furthermore, for each k ∈ �, we shall denote

Ak = {(λδkn p)n∈� : λ ∈ C \ {0}, p ∈ Pat (Mk)} .
It is clear from Lemma 4.2 that

⋃
k∈� Ak is the set of all atoms in (N (M),�).

Proposition 4.3 Let� : N (M) → N (M) be a star order isomorphism. Then for every
k ∈ � there is l ∈ � such that �(Ak) = Al .

Proof Suppose the contrary. By Lemma 4.1, we know that �(Ak) ⊆ ⋃
j∈� A j . Hence

there are λ1, λ2 ∈ C \ {0} and p1, p2 ∈ Pat (Mk) such that �((λ1δ jk p1) j∈�) ∈ Al and
�((λ2δ jk p2) j∈�) ∈ Am , where l 
= m. This means that there exist μ1, μ2 ∈ C \ {0},
e1 ∈ Pat (Ml), and e2 ∈ Pat (Mm) satisfying

�
((
λ1δ jk p1

)
j∈�

)
= (

μ1δ jl e1
)

j∈� ,

�
((
λ2δ jk p2

)
j∈�

)
= (

μ2δ jme2
)

j∈� .

It is clear that (
μ1δ jl e1

)
j∈� ∨ (

μ2δ jme2
)

j∈� = (
μ1δ jl e1 + μ2δ jme2

)
j∈� .

Since � is a star order isomorphism, the supremum(
λ1δ jk p1

)
j∈� ∨ (

λ2δ jk p2
)

j∈�
must exist and

�
((
λ1δ jk p1

)
j∈� ∨ (

λ2δ jk p2
)

j∈�
)

= (
μ1δ jl e1 + μ2δ jme2

)
j∈� .

However, it follows from Lemma 3.2(ii) that the supremum
(
λ1δ jk p1

)
j∈�∨ (

λ2δ jk p2
)

j∈�
exists if and only if λ1 = λ2 or p1 ⊥ p2.

Let λ = λ1 = λ2. Then(
λδ jk p1

)
j∈� ∨ (

λδ jk p2
)

j∈� = λ(δ jk(p1 ∨ p2)) j∈�

In this case, we can suppose that p1 
= p2. Set

M = {
x ∈ N (M) : x � λ(δ jk(p1 ∨ p2)) j∈�

}
.

As Mk is a factor, there is a *-isomorphismψ : Mk → B(Hk). The elementψ(p1 ∨ p2) =
ψ(p1) ∨ ψ(p2) is a projection on a two-dimensional subspace of Hk . Therefore, there are
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infinitely many nonzero subprojections of ψ(p1 ∨ p2) and so p1 ∨ p2 has infinite number
of nonzero subprojections as well. Thus M is infinite because λ(δ jk p) j∈� ∈ M for every
projection p ≤ p1 ∨ p2. Since � is a bijection, �(M) is also infinite. However, this is a
contradiction with the fact that

�(M) = {
x ∈ N (M) : x � (μ1δ jl e1 + μ2δ jme2) j∈�

}
= {0, (μ1δ jl e1) j∈�, (μ2δ jme2) j∈�, (μ1δ jl e1 + μ2δ jme2) j∈�}.

Now suppose that λ1 
= λ2 and p1 ⊥ p2. Take an atomic projection p3 ∈ Mk different
from p1 and p2 such that p3 ≤ p1 ∨ p2. By the first part of the proof, where we have
considered the case λ1 = λ2, we deduce that there areμ3 ∈ C\{0} and an atomic projection
e3 ∈ Ml such that

�
((
λ1δ jk p3

)
j∈�

)
= (

μ3δ jl e3
)

j∈� .

As
(
μ3δ jl e3

)
j∈� ∨ (μ2δ jme2) j∈� exists, there must exist

(
λ1δ jk p3

)
j∈� ∨ (

λ2δ jk p2
)

j∈�.
This is impossible because λ1 
= λ2 and p3 
⊥ p2.

We have proved that�(Ak) ⊆ Al for some l ∈ �. It remains to show that Al ⊆ �(Ak).
As � is a star order isomorphism, its inverse �−1 is also a star order isomorphism. From
what we have proved, �−1(Al) ⊆ Am for some m ∈ �. It follows from �(Ak) ⊆ Al that
Ak ⊆ �−1(Al). Hence Ak ⊆ �−1(Al) ⊆ Am and so Ak = Am . This leads to the required
inclusion Al ⊆ �(Ak). �

We shall now introduce a notation that will be useful in the sequel. Let f = ( f j ) j∈� be
a collection of continuous bijections f j : C → C with f j (0) = 0 and such that

sup
j∈�

‖ f j (x j )‖ < ∞ whenever (x j ) j∈� ∈ N (M) .

The function f will be called admissible. It can be viewed as a function from C to C� that
enables one to extend function calculus from each direct summand to the global algebra in
the following way. If x = (x j ) j∈� ∈ N (M) we put

f(x) = ( f j (x j )) j∈� .

Theorem 4.4 Let M = ⊕
j∈�M j , where M j is a Type I factors not of Type I2. Let

� : N (M) → N (M) be a continuous star order isomorphism. Then there is an admissible
function f = ( f j ) j∈� and a Jordan *-isomorphism 
 such that

�(x) = 
(f(x)), (1)

for all x ∈ M.

Proof Given a bijectionπ : � → �, we denote by� a map from N (M) onto N (M) such
that �

((
x j

)
j∈�

)
= (

xπ( j)
)

j∈�. Note that � is a *-isomorphism and thereby continuous
star order isomorphism as well.

Let� : N (M) → N (M) be a continuous star order isomorphism. Then, by Proposition
4.3, there are a bijectionπ : � → � and a continuous star order isomorphismϕ : N (M) →
N (M) such that� = �◦ϕ and ϕ(A j ) = A j for all j ∈ �. Let k ∈ � and let 1k be the unit
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of Mk . By a similar justification as in [5, Theorem 4.2], there is a bijection fk : C → C,
with fk(0) = 0, such that

ϕ((λδ jk1k) j∈�) = ( fk(λ)δ jk1k) j∈�.

The same arguments as in the proof of Theorem 3.3 show that, for each k ∈ �, there is a
Jordan *-isomorphism ψk : Mk → Mk such that

ϕ((δ jk x) j∈�) = (δ jkψk( fk(x))) j∈�

for all x ∈ N (Mk). Applying Lemma 4.2, we obtain that

�
((

x j
)

j∈�
)

= (
ψπ( j)( fπ( j)(xπ( j)))

)
j∈�

for all
(
x j

)
j∈� ∈ N (M). Moreover, as �

((
x j

)
j∈�

)
is an element of M, we have

sup
j∈�

‖ f j (x j )‖ = sup
j∈�

‖ fπ( j)(xπ( j))‖ = sup
j∈�

‖ψπ( j)( fπ( j)(xπ( j)))‖ < ∞,

whenever
(
x j

)
j∈� ∈ N (M). Let us now set f = ( f j ) j∈�. Further, let 
̃ be a Jordan

*-isomorphism acting on M as


̃(x j ) j∈� = (ψ j (x j )) j∈� .

Finally, define a Jordan *-isomorphism


 = � ◦ 
̃ .
It is straightforward to verify that (1) holds. �

To prove the previous theorem one can also use Proposition 4.3 together with a direct
modification of ideas from.[6] Namely, it was proved in [6] that any star order isomorphism
on the self-adjoint part of a factorial matrix algebra is a composition of a function calculus
with a Jordan *-isomorphism. Therefore, this approach has an advantage that the assumption
of continuity can be omitted sometimes. Especially, it can be relaxed for any finite atomic
von Neumann algebra. Such algebras are direct sums of Type In factors with n < ∞. It is
worth to note that such factors are (up to *-isomorphism) full matrix algebras. This leads
to the following theorem. (Let us remark in passing that any complex function, continuous
or not, defines a function calculus on normal operators with finite spectrum.)

Theorem 4.5 Let M = ⊕
j∈�M j , where M j are full matrix algebras Mn(C) with

n 
= 2. Let � : N (M) → N (M) be a star order isomorphism. Then there are bijections
f j : C → C with f j (0) = 0 and sup j∈� ‖ f j (x j )‖ < ∞ whenever (x j ) j∈� ∈ N (M),
Jordan *-isomorphisms ψ j : M j → M j and a bijection π : � → � such that

�
((

x j
)

j∈�
)

= (
ψπ( j)( fπ( j)(xπ( j)))

)
j∈�

for all
(
x j

)
j∈� ∈ M.

There is striking consequence of the previous theorem for matrix algebras allowing
to describe all star order isomorphisms between normal parts. They result as composi-
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tions of Jordan *-isomorphisms (continuous linear part) and function calculus (possibly
discontinuous and nonlinear part).Thanks to the fact that any Jordan *-isomorphism between
Type I factors is implemented either by a unitary or antiunitary map we obtain a lucid
characterization of star order automorphisms of matrix algebras.

Corollary 4.6 Let M be a matrix algebra not containing any direct summand isomor-
phic to two by two matrices. Let A = {z1, . . . , zl} be the set of all atomic central projections
in M. We introduce equivalence relation on A by declaring two elements equivalent if they
have the same rank. A bijection � : N (M) → N (M) is a star order isomorphism if and
only if the following holds: There are

(i) a bijection π : A → A preserving equivalence classes (by the same symbol we
denote the corresponding bijection on {1, . . . , l});

(ii) linear or conjugate linear partial isometries v1, . . . , vl with initial projections
z1, . . . , zl ;

(iii) bijections f1, . . . , fl acting on C and vanishing at zero;

such that, for all normal x ∈ M,

�(x) =
l∑

i=1

vπ(i) fπ(i)(zπ(i)x) v
∗
π(i) .
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Star Order and Topologies on von Neumann
Algebras

Martin Bohata

Abstract. The goal of this paper is to study a topology generated by the
star order on von Neumann algebras. In particular, it is proved that the
order topology under investigation is finer than σ-strong* topology. On
the other hand, we show that it is comparable with the norm topology
if and only if the von Neumann algebra is finite-dimensional.
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1. Introduction

In the order-theoretical setting, the notion of convergence of a net was intro-
duced by Birkhoff [3,4]. Let (P,≤) be a poset and let x ∈ P . If (xα)α∈Γ is
an increasing net in (P,≤) with the supremum x, we write xα ↑ x. Similarly,
xα ↓ x means that (xα)α∈Γ is a decreasing net in (P,≤) with the infimum x.
We say that a net (xα)α∈Γ is order convergent to x in (P,≤) if there are nets
(yα)α∈Γ and (zα)α∈Γ in (P,≤), such that yα ≤ xα ≤ zα for all α ∈ Γ, yα ↑ x,

and zα ↓ x. If (xα)α∈Γ is order convergent to x, we write xα
o→ x. It is easy

to see that every net is order convergent to at most one point.

The order convergence determines a natural topology on a poset (P,≤)
as follows. A subset C of P is said to be order closed if no net in C is order
convergent to a point in P \C. The topology on a poset is called order topology
if the family of all closed sets coincides with the family of all order closed sets.
We shall denote the order topology of a poset (P,≤) by the symbol τo(P,≤).
It is easy to see that the order topology is the finest topology preserving

order convergence (i.e., if τ is a topology on (P,≤) such that xα
o→ x implies

xα
τ→ x, then τ ⊆ τo(P,≤)). Since every one-point set is closed in τo(P,≤),

the topological space (P, τo(P,≤)) is T1-space.

There are a number of papers dealing with the order topology, in par-
ticular on lattices. Lattices with the property that the order convergence
coincides with the convergence in the order topology were studied, for exam-
ple, in [10,13]. It was shown in [12] that a normed linear space is reflexive if
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and only if the lattice of all its closed linear subspaces is Hausdorff (in the cor-
responding order topology). This interesting result has a direct consequence
that the order topology is not, in general, Hausdorff.

The order topology on the complete lattice of all projections on a Hilbert
space was investigated in [6,20]. A great progress in understanding of the or-
der topologies on projection lattice and self-adjoint part of a von Neumann
algebra (endowed with the standard order) was done in [7]. It was shown
that there is a strong connection between these topologies and locally con-
vex topologies on von Neumann algebras. Motivated by this research, we
shall study the order topology on various subsets of a von Neumann algebra
endowed with the star order.

The rest of this paper is organized as follows. In the second section, we
collect some basic facts on von Neumann algebras, star order, order conver-
gence, and order topology. The third section deals with the existence of the
suprema and infima in several subsets of a von Neumann algebra with respect
to the star order. Moreover, we examine a relationship between suprema and
infima of monotone nets and the strong operator limit of these nets. In the last
section, we prove that if a net (xα)α∈Γ order converges (with respect to the
star order) to x, then it also converges to x in σ-strong* topology. Thus, the
order topology is finer than σ-strong* topology. This result seems to be sur-
prising, because the star order is not translation invariant, and so, the order
topology is far from being linear. Moreover, we show that the order topology is
not comparable with norm topology unless the von Neumann algebra is finite-
dimensional. Among other things, we also prove that, for every von Neumann
algebra, the restriction τo(Msa,�)|P (M) of the order topology on self-adjoint
part of a von Neumann algebra M to projection lattice coincides with the
order topology τo(P (M),�) on the projection lattice. This is in the contrast
with the case of the order topology with respect to the standard order. It
was shown in [7, Proposition 2.9] that τo(Msa,≤)|P (M) = τo(P (M),≤) if
and only if the von Neumann algebra M is abelian.

2. Preliminaries

We say that a poset (P,≤) is Dedekind complete if every nonempty subset
of P that is bounded above has the supremum. A poset (P,≤) is Dedekind
complete if and only if every nonempty subset of P that is bounded below
has the infimum. In the following lemma and proposition, we summarize the
well-known facts about the order convergence and order topology. We prove
these results for convenience of the reader.

Lemma 2.1. Let (P,≤) be a poset. Assume that (xα)α∈Γ is a net in P and
x ∈ P .

(i) If α0 ∈ Γ is an arbitrary fixed element, Λ = {α ∈ Γ|α0 ≤ α}, and
(xα)α∈Γ is order convergent to x in (P,≤), then (xα)α∈Λ is (order)
bounded and order convergent to x in (P,≤).

(ii) If lim infα xα = lim supα xα = x, then (xα)α∈Γ is order convergent to x
in (P,≤).
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(iii) If (P,≤) is Dedekind complete and (xα)α∈Γ is (order) bounded and order
convergent to x in (P,≤), then lim infα xα = lim supα xα = x.

Proof. (i) Suppose that α0 ∈ Γ is an arbitrary fixed element and Λ = {α ∈
Γ|α0 ≤ α}. If (xα)α∈Γ is order convergent to x in (P,≤), then there
are nets (yα)α∈Γ and (zα)α∈Γ, such that yα ≤ xα ≤ zα for all α ∈ Γ,
yα ↑ x, and zα ↓ x. Hence, yα ≤ xα ≤ zα for all α ∈ Λ. Moreover, since
u ∈ P is an upper bound of (yα)α∈Γ if and only if u is an upper bound
of (yα)α∈Λ, we see that the net (yα)α∈Λ satisfies yα ↑ x. Similarly, we
prove that the net (zα)α∈Λ satisfies zα ↓ x. Therefore, the net (xα)α∈Λ

is order convergent to x in (P,≤). Since yα0
≤ yα ≤ xα ≤ zα ≤ zα0

for
all α ∈ Λ, the net (xα)α∈Λ is bounded.

(ii) If lim infα xα = lim supα xα = x, then we set zα = supα≤β xβ and
yα = infα≤β xβ for all α ∈ Γ. It is obvious that yα ≤ xα ≤ zα for all

α ∈ Γ, yα ↑ x, and zα ↓ x which shows that xα
o→ x.

(iii) If xα
o→ x, then yα ≤ xα ≤ zα for all α ∈ Γ, yα ↑ x, and zα ↓ x.

We observe that infα≤β xβ and supα≤β xβ exist for all α ∈ Γ because
(P,≤) is Dedekind complete. By the boundedness of (xα)α∈Γ, the nets
(supα≤β xβ)α∈Γ and (infα≤β xβ)α∈Γ are bounded. The Dedekind com-
pleteness of (P,≤) ensures that supα∈Γ infα≤β xβ and infα∈Γ supα≤β xβ

exist. As

yα ≤ inf
α≤β

xβ ≤ xα ≤ sup
α≤β

xβ ≤ zα,

for all α ∈ Γ, we have

x = sup
α∈Γ

yα ≤ sup
α∈Γ

inf
α≤β

xβ ≤ inf
α∈Γ

sup
α≤β

xβ ≤ inf
α∈Γ

zα = x.

This means that lim infα xα = lim supα xα = x.
�

Proposition 2.2. ([7, Proposition 2.3]) Let (P,≤) be a Dedekind complete poset
and let P0 ⊆ P be closed in τo(P,≤). If the supremum of every nonempty
subset of P0 with an upper bound in P belongs to P0, then τo(P,≤)|P0

=
τo(P0,≤).

Proof. Let M ⊆ P0. Since M is closed in τo(P,≤)|P0
if and only if M is closed

in τo(P,≤), it is sufficient to show that M is closed in τo(P,≤) if and only if
M is closed in τo(P0,≤).

Let M be closed in τo(P,≤) and let (xα)α∈Γ be a net in M order con-
verging to x ∈ P0 in (P0,≤). Then, there are nets (yα)α∈Γ and (zα)α∈Γ in
(P0,≤) such that yα ≤ xα ≤ zα for all α ∈ Γ, yα ↑ x, and zα ↓ x (where
the supremum of (yα)α∈Γ and the infimum of (zα)α∈Γ are taken in (P0,≤)).
Because x is an upper bound of (yα)α∈Γ, supα∈Γ yα exists in (P,≤) and be-
longs to P0. Hence, supα∈Γ yα = x in (P,≤). Similarly, infα∈Γ zα = x in
(P,≤). Therefore, (xα)α∈Γ is order convergent to x in (P,≤). As M is closed
in τo(P,≤), x ∈ M .

Conversely, let M be closed in τo(P0,≤) and let (xα)α∈Γ be a net in
M order converging to x ∈ P in (P,≤). Without loss of generality, we can
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assume that (xα)α∈Γ is bounded (see Lemma 2.1) in (P,≤). By Lemma 2.1,
x = lim infα xα = lim supα xα. Using the boundedness of (xα)α∈Γ, x ∈ P0. It
follows from Lemma 2.1 that (xα)α∈Γ is order convergent to x in (P0,≤). As
M is closed in τo(P0,≤), x ∈ M . �

The C*-algebra B(H ) of all bounded operators on a complex Hilbert
space H is rich on the interesting topologies. One of them is the strong
(operator) topology which is a locally convex topology on B(H ) generated
by semi-norms:

pξ : x 	→ ‖xξ‖, ξ ∈ H , x ∈ B(H ).

Another topology is the strong* (operator) topology which is a locally convex
topology on B(H ) generated by semi-norms:

pξ : x 	→
√

‖xξ‖2 + ‖x∗ξ‖2, ξ ∈ H , x ∈ B(H ).

We denote the strong topology and strong* topology by τs and τs∗ , respec-
tively. By a von Neumann algebra, we shall mean a strongly closed C*-
subalgebra of the C*-algebra B(H ). Every von Neumann algebra M has
the predual M∗ which consists of normal linear functionals in M∗. Using the
predual, one can define the σ-strong* topology s∗(M,M∗) by the family of
semi-norms:

pϕ : x 	→
√

ϕ(x∗x) + ϕ(xx∗), ϕ ∈ M∗ is positive.

There are the following relationships between topologies on M:

τs|M ⊆ τs∗ |M ⊆ s∗(M,M∗) ⊆ τu(M),

where τu(M) denotes the norm topology on a von Neumann Algebra M.
Moreover, τs∗ and s∗(M,M∗) coincide on every norm bounded subset of M.

Let x and y be elements of a von Neumann algebra M. We write x � y
if x∗x = x∗y and xx∗ = yx∗. The binary relation � on M is a partial order
called star order. Elements x and y are said to be *-orthogonal if x∗y = yx∗ =
0. A simple observation shows [5] that x � y if and only if there is z ∈ M,
such that x and z are *-orthogonal and y = x + z. Thus, the star order can
be regarded as a partial order induced by orthogonality. It was pointed out
in [9] that there is a connection of the star order with the Moore–Penrose
inverse. The star order is also a natural partial order on partial isometries
(see, for example, [11,15]).

By l(x), we denote the left support of x which is the smallest projection
p ∈ M satisfying px = x. The left support of x is the projection onto the
closure of the range of x, and so, it is sometimes called the range projection
of x. It is well known that a von Neumann algebra contains the left supports
of all its elements. The set of all projections in M is denoted by P (M). It
forms a complete lattice under the standard order ≤ called projection lattice
of M. We denote the projection lattice simply by the symbol P (M) (instead
of using a more correct symbol (P (M),≤)). Recall that the standard order
≤ coincides with the star order � on P (M). The self-adjoint part of M,
the positive part of M, the set of all invertible elements in M, and the set
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of all partial isometries in M are denoted by Msa, M+, Minv, and Mpi,
respectively.

Lemma 2.3. Let M be a von Neumann algebra and let x ∈ M. If y ∈ M+

(resp. y ∈ Mpi) and x � y, then x ∈ M+ (resp. x ∈ Mpi).

Proof. It was proved in [1, Corollary 2.9] and [5, Proposition 3.1]. �

The previous lemma is no longer true for self-adjoint operators. Indeed,
it was pointed out in [2] that

(
0 1
0 0

)
�

(
0 1
1 0

)
.

3. Infimum and Supremum

Let us recall a useful result proved in [1].

Proposition 3.1. ([1, Theorem 2.7]) Let x, y ∈ B(H ). Then x � y if and
only if x = l(x)y, l(x) ≤ l(y), and l(x) commutes with yy∗.

Let us note that we can omit the condition l(x) ≤ l(y) in the previous
proposition. Indeed, if x = l(x)y and l(x) commutes with yy∗, then x∗x =
x∗l(x)y = (l(x)x)∗y = x∗y and xx∗ = l(x)yy∗l(x) = yy∗l(x) = y(l(x)y)∗ =
yx∗.

The following proposition is a special case of Theorem 4.4 in [8] (see
also [16, Theorem 7]). Because the proof was omitted in [8], we prove this
result for convenience of the reader.

Proposition 3.2. Let M be a nonempty subset of a von Neumann algebra M
and let y ∈ M be an upper bound of M (with respect to the star order).

(i) (supx∈M l(x)) y, where supx∈M l(x) is considered in P (M), is the supre-
mum of M in (M,�).

(ii) (infx∈M l(x)) y, where infx∈M l(x) is considered in P (M), is the infi-
mum of M in (M,�).

Proof. (i) Let p be the supremum of {l(x)|x ∈ M} in P (M) and let y be
an upper bound of M . It is easy to verify that py is an upper bound of
M .
Let u ∈ M be an upper bound of M . We have to show that py � u.
Applying Proposition 3.1, we see that, for all x ∈ M , l(x) ≤ l(u) and
l(x) commutes with uu∗. Hence, p ≤ l(u) and p commutes with uu∗.
Moreover, l(pu)u = pu, because l(pu) = p. By Proposition 3.1, pu � u.
As l(x)(y − u) = 0 for all x ∈ M , we have l(x)l(y − u) = 0 for all
x ∈ M , and so, pl(y − u) = 0. It follows from this that p(y − u) =
pl(y − u)(y − u) = 0. Therefore, py = pu � u.

(ii) Let p be the infimum of {l(x)|x ∈ M} in P (M) and let y be an upper
bound of M . It follows from Proposition 3.1 that, for each x ∈ M ,



175 Page 6 of 14 M. Bohata MJOM

x = l(x)y and yy∗ commutes with l(x). Moreover, p commutes with yy∗

because p is an element of the von Neumann algebra {yy∗}′. Therefore

xx∗p = l(x)yy∗l(x)p = yy∗l(x)p = yy∗p = pyy∗ = pl(x)yy∗

= pl(x)yy∗l(x) = pxx∗,

holds for all x ∈ M . By Proposition 3.1, we obtain that py is a lower
bound of M .
If u ∈ M is a lower bound of M , then l(u) ≤ p. Since u � y, u = l(u)y =
l(u)py and l(u) commutes with yy∗. Furthermore, l(u) ≤ p ensures that
l(u) commutes with p. Hence l(u) commutes with pyy∗p = py(py)∗.
Applying Proposition 3.1, u � py.

�

Let us note that if M is the empty subset of a von Neumann algebra
M, then the supremum of M in (M,�) is 0 and the infimum of M in (M,�)
does not exist.

The statement (iii) in the following corollary is easily seen from [8,
Theorem 4.4] and the fact that bounded (with respect to the star order) set
of self-adjoint elements has a self-adjoint upper bound (for this, see the proof
of the statement).

Corollary 3.3. Let M be a von Neumann algebra. Then, the following state-
ments hold:

(i) The poset (M,�) is Dedekind complete.
(ii) The supremum of every subset of P (M) in (M,�) is a projection. The

infimum of every nonempty subset of P (M) in (M,�) is a projection.
(iii) The supremum of every bounded set M ⊆ Msa in (M,�) is a self-

adjoint element. The infimum of every nonempty set M ⊆ Msa in
(M,�) is a self-adjoint element.

(iv) The supremum of every bounded set M ⊆ M+ in (M,�) is a positive
element. The infimum of every nonempty set M ⊆ M+ in (M,�) is a
positive element.

Proof. (i) The statement follows directly from Proposition 3.2.
(ii) It is clear that 1 ∈ P (M) is an upper bound of every subset M of

P (M). If M ⊆ P (M) is nonempty, then Proposition 3.2 implies that the
supremum and the infimum of M in (M,�) are projections. Moreover,
the supremum of the empty set in (M,�) is equal to the infimum of M
which is 0.

(iii) Let M ⊆ Msa be a nonempty and let y ∈ M be an upper bound of
M . It is easy to see that y∗ is also upper bound of M . It follows from

[5, Proposition 2.4] that u = y+y∗

2 is an upper bound of M . According
to Proposition 3.2, s = (supx∈M l(x)) u is the supremum of M . Since
x = l(x)u for each x ∈ M , l(x) commutes with u for every x ∈ M . Thus,
(supx∈M l(x)) ∈ {u}′ and so (supx∈M l(x)) commutes with u. Therefore,
s = (supx∈M l(x)) u is self-adjoint. If M is empty, then the supremum
of M is 0.
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Let M be a nonempty subset of Msa and let

LM = {u ∈ M|u � x for all x ∈ M}.

The set LM is nonempty and bounded above. Therefore, LM has the
supremum s of the form s =

(
supx∈LM

l(x)
)
y, where y ∈ M is an

arbitrary fixed element. Let us show that s is self-adjoint. Obviously, s ∈
LM . As M is a set of self-adjoint elements and the involution preserves
the star order, we have s∗ ∈ LM which gives s∗ � s. It follows from this
that s � s∗, and therefore, s = s∗.

(iv) Since x � y implies |x| � |y| (see [1, Corollary 2.13] or [5, Corollary 2.9]),
we can assume without loss of generality that an upper bound u of a
nonempty set M ⊆ M+ is positive. According to Lemma 2.3, s =
(supx∈M l(x)) u is positive. If M is empty, then the supremum of M is
0 in (M,�).
Let M be a nonempty subset of M+ and let

LM = {u ∈ M|u � x for all x ∈ M}.

The set LM is nonempty and bounded above by a positive element.
Therefore, LM contains only positive elements (see Lemma 2.3). Since
infx∈M x = supx∈LM

x, infx∈M x has to be positive.
�

It follows directly from the previous corollary that posets (Msa,�) and
(M+,�) are Dedekind complete. Furthermore, if M is a bounded subset
of Msa (resp. M+), then the supremum of M in (Msa,�) (resp. (M+,�))
coincides with the supremum of M in (M,�). Similarly, we have the equality
of the infima of M in (Msa,�) (resp. (M+,�)) and in (M,�) whenever M
is a nonempty subset of Msa (resp. M+).

In the same spirit as before, we can prove that the supremum and the
infimum of a set of partial isometries are again partial isometries. The case
of the supremum can also be found in [16, Theorem 12].

Corollary 3.4. Let Mpi be the set of all partial isometries in a von Neumann
algebra M. The supremum of every bounded subset of Mpi in (M,�) is a
partial isometry. The infimum of every nonempty subset of Mpi in (M,�)
is a partial isometry.

Proof. Let M ⊆ Mpi be bounded and nonempty. By [1, Theorem 2.15],
there is a partial isometry u such that it is an upper bound of M . Set p =
supx∈M l(x). It follows from Proposition 3.2 that pu is the supremum of M .
By Lemma 2.3, we see that pu is a partial isometry. If M is empty, then the
supremum of M is 0 in (M,�).

Let M be a nonempty subset of Mpi and let

LM = {u ∈ M|u � x for all x ∈ M}.

The set LM is nonempty and bounded above by a partial isometry. Us-
ing Lemma 2.3, we obtain that LM contains only partial isometries. Since
infx∈M x = supx∈LM

x, infx∈M x has to be a partial isometry. �
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The strong operator limit of monotone nets in (B(H ),�) was stud-
ied in [1]. Furthermore, a connection between suprema of increasing nets in
(B(H )sa,�) and the strong operator limit was shown in [14,21]. We prove
a similar result to that of [21, Theorem 4.5].

Theorem 3.5. Let M be a von Neumann algebra.

(i) If (xα)α∈Γ is an increasing net in (M,�) and bounded above, then the
strong (operator) limit of (xα)α∈Γ exists and is equal to the supremum
of (xα)α∈Γ.

(ii) If (xα)α∈Γ is a decreasing net in (M,�), then the strong (operator)
limit of (xα)α∈Γ exists and is equal to the infimum of (xα)α∈Γ.

Proof. (i) By Proposition 3.1, (l(xα))α∈Γ is an increasing net of projec-
tions and so it has the strong limit, say p, which is the supremum of
(l(xα))α∈Γ in P (M) (see [17, Proposition 2.5.6]). Let y be an upper
bound of (xα)α∈Γ. We infer from Proposition 3.2 that the supremum of
(xα)α∈Γ is py. Applying Proposition 3.1, xα = l(xα)y for all α ∈ Γ. Since
multiplication is separately continuous in the strong (operator) topol-
ogy, we see that the net (l(xα)y)α∈Γ = (xα)α∈Γ is strongly convergent
to py.

(ii) We can assume without loss of generality that (xα)α∈Γ is bounded
above. If (xα)α∈Γ is not bounded above, we take an fixed element α0 ∈ Γ
and consider (xα)α∈Λ, where Λ = {α ∈ Γ|α0 ≤ α}. The net (xα)α∈Λ is
bounded above by xα0

because (xα)α∈Γ is decreasing. It is easy to see
that (xα)α∈Λ has the same set of all lower bounds as the net (xα)α∈Γ.
Moreover, (xα)α∈Γ is strongly convergent to x if and only if (xα)α∈Λ is
strongly convergent to x.
The following discussion is analogous to that of the proof of (i). By
Proposition 3.1, (l(xα))α∈Γ is a decreasing net of projections, and so, it
has the strong limit, say p, which is the infimum of (l(xα))α∈Γ in P (M)
(see [17, Corollary 2.5.7]). Let y be an upper bound of (xα)α∈Γ. We
infer from Proposition 3.2 that the infimum of (xα)α∈Γ is py. Applying
Proposition 3.1, xα = l(xα)y for all α ∈ Γ. Since multiplication is sepa-
rately continuous in the strong (operator) topology, we see that the net
(l(xα)y)α∈Γ = (xα)α∈Γ is strongly convergent to py.

�

4. Comparison of Topologies

Lemma 4.1. Let x and y be elements of a von Neumann algebra M. If x � y,
then ‖x‖ ≤ ‖y‖.
Proof. If x � y, then x∗x = x∗y. Thus, ‖x‖2 = ‖x∗y‖ ≤ ‖x∗‖‖y‖ = ‖x‖‖y‖.
It follows from this that ‖x‖ ≤ ‖y‖. �

The previous lemma shows that every bounded subset of a von Neumann
algebra with respect to the star order is necessarily norm bounded. The
converse is clearly not true because, for example, the set {1, 21} is norm
bounded, but it is not bounded above with respect to the star order.
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We have seen that there is a close relationship between strong topology
and (star) order convergence. This motivates the question whether the rel-
ative topology τs|M on a von Neumann algebra M is comparable with the
order topology τo(M,�).

Proposition 4.2. Let (xα)α∈Γ be a net in a von Neumann algebra M and let

x ∈ M. If xα
o→ x in (M,�), then xα

τs→ x. In particular, τs|M ⊆ τo(M,�).

Proof. Let (xα)α∈Γ be a net in M such that xα
o→ x in (M,�). Then,

there are nets (yα)α∈Γ and (zα)α∈Γ in (M,�) such that yα � xα � zα for
all α ∈ Γ, yα ↑ x, and zα ↓ x. Let α0 be an fixed element of Γ and let
Λ = {α ∈ Γ|α0 ≤ α}. To investigate strong convergence of (xα)α∈Γ, it is
sufficient to consider the net (xα)α∈Λ in place of (xα)α∈Γ. Because (yα)α∈Λ

is increasing and bounded above by x in (M,�) and (zα)α∈Λ is decreasing

in (M,�), we obtain from Theorem 3.5 that yα
τs→ x and zα

τs→ x. Let ξ be
an element of the underlying Hilbert space. Clearly

‖xαξ − xξ‖ = ‖xαξ − yαξ + yαξ − xξ‖ ≤ ‖xαξ − yαξ‖ + ‖yαξ − xξ‖.

Since yα
τs→ x, it is sufficient to prove that ‖xαξ − yαξ‖ → 0. One can easily

verify that yα � xα implies xα − yα � xα, and so, xα − yα � zα. Hence,
(xα −yα)∗(xα −yα) = (xα −yα)∗zα. By this and Cauchy–Schwarz inequality

‖xαξ − yαξ‖2 = 〈xαξ − yαξ, xαξ − yαξ〉 = 〈(xα − yα)∗(xα − yα)ξ, ξ〉
≤ ‖(xα − yα)∗(xα − yα)ξ‖‖ξ‖ = ‖(xα − yα)∗zαξ‖‖ξ‖
= ‖(xα − yα)∗(zα − yα + yα)ξ‖‖ξ‖
= ‖(xα − yα)∗(zα − yα)ξ + (xα − yα)∗yαξ‖‖ξ‖
= ‖(xα − yα)∗(zα − yα)ξ‖‖ξ‖ ≤ ‖xα − yα‖‖zαξ − yαξ‖‖ξ‖,

where we have used the equality y∗
αyα = x∗

αyα which follows directly from
yα � xα. Moreover, since xα − yα � zα � zα0

for all α ∈ Λ, we obtain from
Lemma 4.1 that ‖xα − yα‖ ≤ ‖zα‖ ≤ ‖zα0

‖ for all α ∈ Λ. Applying what we
have just shown

‖xαξ − yαξ‖ ≤ ‖xα − yα‖ 1
2 ‖zαξ − yαξ‖ 1

2 ‖ξ‖ 1
2 ≤ ‖zα0

‖ 1
2 ‖zαξ − yαξ‖ 1

2 ‖ξ‖ 1
2 → 0.

Accordingly, (xα)α∈Λ converges strongly to x, whence (xα)α∈Γ converges
strongly to x.

The inclusion τs|M ⊆ τo(M,�) is an immediate consequence of the
statement just proved. �

The fact that the order topology τo(M,�) on a von Neumann algebra
M is finer than the relative strong topology on M immediately implies that
τo(M,�) is Hausdorff.

Lemma 4.3. The involution on a von Neumann algebra M is order continuous

[i.e., x∗
α

o→ x∗ in (M,�) whenever xα
o→ x in (M,�)].

Proof. Let xα
o→ x in (M,�). This means that there are nets (yα)α∈Γ and

(zα)α∈Γ in (M,�), such that yα � xα � zα for all α ∈ Γ, yα ↑ x, and zα ↓ x.
Since the involution preserves the star order, we have y∗

α � x∗
α � z∗

α for all



175 Page 10 of 14 M. Bohata MJOM

α ∈ Γ, y∗
α ↑ x∗, and z∗

α ↓ x∗. It follows from definition of order convergence

that x∗
α

o→ x∗. �

We have seen in Proposition 4.2 that the (star) order topology is finer
than relative strong topology. We observe, by Lemma 4.3, that if (xα)α∈Γ is
order convergent to x, then (xα)α∈Γ and (x∗

α)α∈Γ are τs-convergent to x and
x∗, respectively. Using this very restrictive (the involution is not continuous in
τs) necessary condition for order convergence in (M,�), we obtain a stronger
result than Proposition 4.2. We prove that τo(M,�) is finer than σ-strong*
topology s∗(M,M∗).

Theorem 4.4. Let (xα)α∈Γ be a net in a von Neumann algebra M and let x ∈
M. If xα

o→ x in (M,�), then xα
s∗(M,M∗)→ x. In particular, s∗(M,M∗) ⊆

τo(M,�).

Proof. Suppose that xα
o→ x in (M,�). By Lemma 2.1, we can assume

without loss of generality that (xα)α∈Γ is bounded in (M,�). Proposition 4.2

yields xα
τs→ x. Combining Proposition 4.2 with Lemma 4.3, we see that

x∗
α

τs→ x∗. Hence

(
‖xαξ − xξ‖2 + ‖x∗

αξ − x∗ξ‖2
) 1

2 → 0,

for all ξ ∈ H , where H is the underlying Hilbert space. Thus xα
τs∗→ x.

According to Lemma 4.1, the net (xα)α∈Γ is norm bounded. Moreover,
it is well known that topologies τs∗ and s∗(M,M∗) coincide on every norm

bounded subset of M. Hence, xα
s∗(M,M∗)→ x.

The fact s∗(M,M∗) ⊆ τo(M,�) follows directly from what we have
just proved. �

Proposition 4.5. Let x and y be elements of a von Neumann algebra M. If
x is invertible and x � y, then x = y. Consequently, every order convergent
net in Minv is constant.

Proof. It follows directly from the definition of the star order that x = y
whenever x is invertible and x � y.

Let (xα)α∈Γ be an order convergent net of invertible elements of M.
Then, there is a decreasing net (zα)α∈Γ in (M,�) such that xα � zα for all
α ∈ Γ. The invertibility of elements xα ensures that xα = zα for all α ∈ Γ.
Therefore, (xα)α∈Γ is decreasing in (M,�). Let α, β ∈ Γ be arbitrary. Then,
there is γ ∈ Γ such that α, β ≤ γ. Hence xγ � xα, xβ , and so, xα = xγ = xβ

because of invertibility of xγ . �

Corollary 4.6. Let M be a von Neumann algebra.

(i) The set Minv is closed in τo(M,�).
(ii) Topology τo(Minv,�) is discrete and τo(Minv,�) = τo(M,�)|Minv

.

Proof. (i) The fact that Minv is closed in τo(M,�) is a direct consequence
of Proposition 4.5.
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(ii) If M ⊆ Minv, then M is closed in τo(Minv,�) because of Proposi-
tion 4.5. This proves that τo(Minv,�) is discrete.
Every nonempty subset of Minv which has an upper bound in (M,�)
contains only one element. Therefore, the supremum of every nonempty
subset of Minv with an upper bound in (M,�) belongs to Minv. Com-
bining (i), Corollary 3.3(i), and Proposition 2.2, we obtain τo(Minv,�)
= τo(M,�)|Minv

.
�

Corollary 4.7. The norm topology τu on a von Neumann algebra M is not
finer than τo(M,�).

Proof. Consider the set M = { 1
n1|n ∈ N}. Since M is a set of invertible

elements, it is closed in τo(M,�). However, M is not closed in τu. �

We have seen that the norm topology is not finer than the order topol-
ogy. Now, let us concentrate on the converse question whether the order
topology is finer than the norm topology.

Lemma 4.8. Let M be a von Neumann algebra. The following statements are
equivalent:

(i) M admits no infinite family (pα)α∈I of mutually orthogonal nonzero
projections with supα∈I pα = 1.

(ii) M is finite-dimensional.
(iii) M is (isomorphic to) a finite direct sum of full matrix algebras.

Proof. From [19, Exercise 5.7.39], we have (i) ⇒ (ii). It follows from [18,
Proposition 6.6.6] and [18, Theorem 6.6.1] that (ii) ⇒ (iii). The statement
(iii) ⇒ (i) is clear. �

Theorem 4.9. If a von Neumann algebra M is infinite-dimensional, then the
set M \ Minv of all noninvertible elements in M is not order closed. In this
case, the topology τo(M,�) is not comparable with the norm topology τu(M).

Proof. It follows from Lemma 4.8 that there is an infinite family (pα)α∈I of
mutually orthogonal nonzero projections in M satisfying supα∈I pα = 1. The
set Γ consisting of all finite subsets of I is directed by the inclusion relation.
Consider the net (xF )F∈Γ of projections:

xF = sup
α∈F

pα =
∑

α∈F

pα.

It is easy to see that (xF )F∈Γ is increasing. Moreover, if F ∈ Γ and β ∈ I \F ,
then

pβxF = pβ

∑

α∈F

pα =
∑

α∈F

pβpα = 0.

Thus, xF is not invertible for each F ∈ Γ. Furthermore, xF � xF � 1
for every F ∈ Γ and supF∈Γ xF = 1. This shows that the net (xF )F∈Γ of
noninvertible projections order converges to 1 in (M,�). Hence, M \ Minv

is not order closed in (M,�).
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It remains to show that τo(M,�) is not comparable with the norm
topology τu(M). It follows from what we have proved above that τo(M,�)
is not finer than the norm topology τu(M), because the set M\Minv is closed
in the norm topology [17, Proposition 3.1.6]. In addition, by Corollary 4.7,
τu(M) is not finer than τo(M,�). �

To complete our discussion about comparison of the order topology
τo(M,�) on a von Neumann algebra M with the norm topology, we shall
prove that if M is finite-dimensional, then the order topology τo(M,�) is
necessarily discrete, and so, it is strictly finer than the norm topology.

Theorem 4.10. If a von Neumann algebra M is finite-dimensional, then the
order topology τo(M,�) is discrete.

Proof. Since M is finite-dimensional, we see from Lemma 4.8 that there is
no infinite family of mutually orthogonal nonzero projections. Then, every
projection in M has only a finite number of mutually orthogonal nonzero
subprojections.

We now prove that every increasing net of projections in (M,�) is
eventually constant. Let (pα)α∈Γ be an increasing net of projections (M,�).
Suppose that (pα)α∈Γ is not eventually constant. Then there is α0 ∈ Γ such
that pα0

�= 0. Since (pα)α∈Γ is increasing and is not eventually constant, there
is α1 ∈ Γ such that α0 ≤ α1 and pα0

< pα1
. Proceeding by induction, we

obtain an increasing sequence (αn)n∈N0
in Γ such that pαm

< pαn
whenever

m,n ∈ N0 satisfy m < n. Set e0 = pα0
and en+1 = pαn+1

−pαn
for all n ∈ N0.

Clearly, (en)n∈N0
is a sequence of mutually orthogonal nonzero projections.

Thus, the projection supn∈N0
en in M has infinite number of mutually or-

thogonal nonzero subprojections which is a contradiction. This proves that
every increasing net of projections in (M,�) is eventually constant.

Let us show that every decreasing or increasing net in (M,�) is nec-
essarily eventually constant. Assume that (xα)α∈Γ is an increasing net in
(M,�). By Proposition 3.1, (l(xα))α∈Γ is an increasing net of projections in
(M,�), and so, it is eventually constant. This means that there is α0 ∈ Γ,
such that l(xα) = l(xα0

) whenever α ∈ Γ is such that α0 ≤ α. Employing
Proposition 3.1

xα0
= l(xα0

)xα = l(xα)xα = xα,

for every α ∈ Γ satisfying α0 ≤ α. Now, suppose that (xα)α∈Γ is a decreasing
net in (M,�). By Proposition 3.1, (1 − l(xα))α∈Γ is an increasing net of
projections in (M,�). Hence, (1 − l(xα))α∈Γ is eventually constant which
implies that (l(xα))α∈Γ is eventually constant. Now, it follows from a simi-
lar argument as in the case of an increasing net that (xα)α∈Γ is eventually
constant.

Let a net (xα)α∈Γ in M ⊆ M be order convergent to x in (M,�). Then,
there are nets (yα)α∈Γ and (zα)α∈Γ in (M,�), such that yα � xα � zα for
every α ∈ Γ, yα ↑ x, and zα ↓ x. By the previous part of the proof, (yα)α∈Γ

and (zα)α∈Γ are eventually constant. Hence, there is β ∈ Γ, such that (yα)α∈Λ

and (zα)α∈Λ, where Λ = {α ∈ Γ|β ≤ α}, are constant nets. It follows from the
arguments used in the proof of Lemma 2.1 that the supremum of (yα)α∈Λ and
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the infimum of (zα)α∈Λ are equal to x. We infer from this that yβ = zβ = x.
Accordingly, xβ = x because

x = yβ � xβ � zβ = x.

We have proved that x has to be an element of M . Thus, every subset of M
is order closed and so τo(M,�) is discrete. �

At the end of this section, we discuss relationships between topologies
τo(M,�), τo(Mpi,�), τo(Msa,�), τo(M+,�), and τo(P (M),�). We shall
see in Corollary 4.12 that a relation between τo(Msa,�) and τo(P (M),�) is
very different from order topologies generated by the standard order (see [7,
Proposition 2.9]).

Proposition 4.11. Let M be a von Neumann algebra. The sets P (M), M+,
Mpi, and Msa are closed in τo(M,�).

Proof. As P (M), M+, and Msa are strongly operator closed, it follows from
Proposition 4.2 that they are closed in τo(M,�).

Assume that (xα)α∈Γ be a net of partial isometries such that xα
o→

x ∈ M in (M,�). Then, there is a net (yα)α∈Γ satisfying yα � xα for all
α ∈ Γ and yα ↑ x. By Lemma 2.3, (yα)α∈Γ is a net of partial isometries.
According to Corollary 3.4, x is a partial isometry in M. Thus, Mpi is closed
in τo(M,�). �

Corollary 4.12. Let M be a von Neumann algebra. Then

(i) τo(M,�)|Mpi
= τo(Mpi,�).

(ii) τo(M,�)|Msa
= τo(Msa,�).

(iii) τo(M,�)|M+
= τo(Msa,�)|M+

= τo(M+,�).
(iv) τo(M,�)|P (M) = τo(Msa,�)|P (M) = τo(M+,�)|P (M) =

τo(P (M),�).

Proof. The statements (i)–(iv) follow directly from Proposition 2.2, Corol-
lary 3.3, Corollary 3.4, and the previous proposition. �
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ABSTRACT

We prove that the predual of any von Neumann algebra is 1-Plichko, i.e., it

has a countably 1-norming Markushevich basis. This answers a question

of the third author who proved the same for preduals of semifinite von

Neumann algebras. As a corollary we obtain an easier proof of a result

of U. Haagerup that the predual of any von Neumann algebra enjoys

the separable complementation property. We further prove that the self-

adjoint part of the predual is 1-Plichko as well.

1. Introduction and main results

An important tool for the study of nonseparable Banach spaces is a decompo-

sition of the space to some smaller pieces, for example separable subspaces. A

decomposition of this type can be done using various kinds of bases or systems
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of projections. One of the largest classes of Banach spaces admitting a rea-

sonable decomposition is that of Plichko spaces. The study of this class was

initiated by A. Plichko [16]; later it was investigated using different definitions,

for example in [19, 20, 4]. It appeared to be a common roof for the previous

search for decompositions of nonseparable spaces in [12, 13, 1, 14, 2] and else-

where. A detailed survey on this class and some related classes can be found in

[7]. It turned out that this class has several equivalent characterizations. Let

us name some of them. We will use the following theorem.

Theorem A: Let X be a (real or complex) Banach space and let D ⊂ X∗ be

a norming linear subspace. Then the following assertions are equivalent.

(1) There is a linearly dense set M ⊂ X such that

D = {x∗ ∈ X∗ : {m ∈ M : x∗(m) �= 0} is countable}.

(2) There is a Markushevich basis (xα, x∗
α)α∈Γ ⊂ X × X∗ such that

D = {x∗ ∈ X∗ : {α ∈ Γ : x∗(xα) �= 0} is countable}.

(3) There is a system of bounded linear projections (Pλ)λ∈Λ where Λ is an

up-directed set such that the following conditions are satisfied:

(i) PλX is separable for each λ and X =
⋃

λ∈Λ PλX ,

(ii) PλPμ = PμPλ = Pλ whenever λ ≤ μ,

(iii) if (λn) is an increasing sequence in Λ, it has a supremum λ ∈ Λ

and PλX =
⋃

n PλnX,

(iv) PλPμ = PμPλ for λ, μ ∈ Λ,

(v) D =
⋃

λ∈Λ P ∗
λX∗.

Recall that a subspace D ⊂ X∗ is norming if

‖x‖D = sup{|x∗(x)| : x∗ ∈ D ∩ BX∗}

defines an equivalent norm on X . If ‖ · ‖D = ‖ · ‖, the subspace D is called

1-norming. A subspace D satisfying one of the equivalent conditions from

Theorem A is called a Σ-subspace of X∗. A Banach space admitting a norming

Σ-subspace is said to be Plichko. If it admits even a 1-norming subspace, it is

called 1-Plichko. If the dual X∗ itself is a Σ-subspace, X is weakly Lindelöf

determined (or, briefly, WLD).

Let us comment on Theorem A and its proof. The condition (1) is used as a

definition of a Σ-subspace, for example in [10]; the definition used in [7] is easily
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seen to be equivalent. The implication (2)⇒(1) follows from the definition of

a Markushevich basis; the implication (1)⇒(2) is proved in [7, Lemma 4.19].

The Markushevich basis from the condition (2) is called countably norming

(countably 1-norming if D is 1-norming). This kind of bases was studied

among others by A. Plichko in [16].

A family of projections satisfying the conditions (i)–(iii) from (3) is called a

projectional skeleton. This notion was introduced by W. Kubís in [11]. A

projectional skeleton fulfilling moreover the condition (iv) is said to be com-

mutative. The condition (v) says that D is the subspace induced by the

respective projectional skeleton. The implication (1)⇒(3) is proved in [11,

Proposition 21]; the converse implication follows from [11, Theorem 27]. There

are Banach spaces with a projectional skeleton but without a commutative one;

see [11, 3].

1-Plichko spaces naturally appear in many branches of analysis. Some ex-

amples were collected in [10]. They include spaces L1(μ) for an arbitrary non-

negative σ-additive measure μ, order-continuous Banach lattices, the spaces

C(G) where G is a compact abelian group and preduals of semifinite von Neu-

mann algebras. It was asked in [10, Question 7.5] whether the semifiniteness

assumption can be omitted. We prove that it is the case. It is the content of

the following theorem.

Theorem 1.1: Let M be any von Neumann algebra. Its predual M∗ is then

1-Plichko. Moreover, M∗ is weakly Lindelöf determined if and only if M is

σ-finite. In this case M∗ is even weakly compactly generated.

Recall that a von Neumann algebra is σ-finite if any orthogonal family of its

projections is countable. The basic setting of von Neumann algebras is recalled

in Section 3. As a corollary we get an alternative proof of the following result.

Corollary 1.2 (U. Haagerup, Theorem IX.1 of [5]): The predual of any von

Neumann algebra enjoys the 1-separable complementation property, i.e., any

separable subspace is contained in a 1-complemented separable superspace.

Let us remark that the original proof used very advanced areas of the theory

of von Neumann algebras. Our proof is more elementary; it follows immediately

from the characterization of 1-Plichko spaces using the condition (3) of Theorem

A, together with the observation that the projections can have norm one if D

is 1-norming [11, Theorem 27].
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Since the dual of any C∗-algebra is a predual of a von Neumann algebra by

[18, Theorem III.2.4], we get also positive answers to [10, Questions 7.6 and 7.7]

contained in the following corollary.

Corollary 1.3: The dual of any C∗-algebra is 1-Plichko.

Further, the following theorem gives a positive answer to [10, Question 7.3].

Theorem 1.4: Let M be any von Neumann algebra and denote by M∗sa the

self-adjoint part of its predual. Then M∗sa is 1-Plichko. Moreover, M∗sa is

weakly Lindelöf determined if and only if M is σ-finite. In this case M∗sa is

even weakly compactly generated.

The paper is organized as follows. In Section 2 we collect some facts on

Plichko spaces and related classes of Banach spaces (WLD spaces, weakly com-

pactly generated spaces). Section 3 contains basic facts on von Neumann al-

gebras and their preduals and, moreover, several auxiliary results used in the

proof of the main theorems. The final section contains the proofs of the main

results and some remarks.

2. Some facts on Plichko spaces

In this section we collect several facts on Plichko spaces and related classes of

Banach spaces which will be needed to prove our main results.

The key tool is a result on 1-unconditional sums of WLD spaces. Let us first

define this kind of sums. Let X be a Banach space and (Xλ)λ∈Λ be an indexed

family of closed subsets of X . The space X is said to be the 1-unconditional

sum of the family (Xλ)λ∈Λ if the following three conditions are satisfied:

(1) Xλ ∩ Xμ = {0} whenever λ, μ ∈ Λ are distinct;

(2) ‖ ∑
λ∈F xλ‖ ≤ ‖ ∑

λ∈G xλ‖ whenever F ⊂ G are finite subsets of Λ and

xλ ∈ Xλ for λ ∈ G;

(3) the linear span of
⋃

λ∈Λ Xλ is dense in X .

Note that the condition (1) follows from the condition (2). However, we prefer

to formulate it explicitly, as usually the validity of (1) is used in the proof of

(2). The promised result is the following one.

Proposition 2.1: Let X be a Banach space which is the 1-unconditional sum

of a family (Xλ)λ∈Λ of its closed subspaces. If each Xλ is WLD, then X is
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1-Plichko. Moreover,

{x∗ ∈ X∗ : {λ ∈ Λ : x∗|Xλ
�= 0} is countable}

is a 1-norming Σ-subspace of X∗.

Proof. This result is due to A. Plichko [15]. A proof can be found in [10, Step

3 of the proof of Theorem 6.3].

An important subclass of Plichko spaces is that of weakly compactly gen-

erated spaces. Let us recall that a Banach space X is said to be weakly

compactly generated (or, briefly, WCG) if there is a weakly compact subset

of X whose linear span is dense in X . The following proposition summarizes

some properties of WCG spaces which we will use in the sequel.

Proposition 2.2:

(i) Any reflexive space (in particular, any Hilbert space) is WCG.

(ii) Let X be a complex Banach space. Then X is WCG if and only if the

real version of X (i.e., the same space considered as a real space) is

WCG.

(iii) Let X and Y be two Banach spaces. Suppose that X is WCG and

that there is a continuous real-linear operator T : X → Y with dense

range. Then Y is WCG.

(iv) Let X be a Banach space and Yn, n ∈ N, a sequence of closed subspaces

of X . If each Yn is WCG and the linear span of
⋃

n∈N Yn is dense in

X , then X is WCG as well.

(v) Any WCG space is WLD.

Proof. The assertion (i) is well known and trivial. The assertion (ii) easily

follows from the well-known fact that the weak topology of X as a complex

space coincides with the weak topology of X as a real space. The assertion (iii)

is then a consequence of (ii).

(iv) This is well known and easy to see. We include an easy proof for com-

pleteness. Let Kn be a weakly compact subset of Yn whose linear span is dense

in Yn. By the uniform boundedness principle the set Kn is bounded, hence we

can fix Cn > 0 such that ‖x‖ ≤ Cn for x ∈ Kn. Set K = {0} ∪ ⋃
n∈N

1
nCn

Kn.

Then K is weakly compact in X and its linear span is dense in X .

The assertion (v) is nontrivial but well known. It follows from [1, Proposi-

tion 2].
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The following proposition is a special case of the assertion (v) of the previous

proposition (due to assertions (i) and (iii)). But we include it since its proof is

short and elementary (unlike the proof of (v)) and we will need only this case.

Proposition 2.3: Let X be a Hilbert space, Y a Banach space and T : X → Y

a bounded real-linear operator with dense range. Then Y is WLD.

Proof. Let us first suppose that T is linear. Fix an orthonormal basis (eλ)λ∈Λ

of X and set

M = {T (eλ) : λ ∈ Λ}.

Then M is clearly linearly dense in Y . Moreover, let y∗ ∈ Y ∗ be arbitrary. For

each λ ∈ Λ we have y∗(Teλ) = T ∗y∗(eλ). Hence

{λ ∈ Λ : y∗(Teλ) �= 0} = {λ ∈ Λ : T ∗y∗(eλ) �= 0}

is countable. This shows that Y ∗ is a Σ-subspace of itself (it satisfies the

condition (1) from Theorem A).

Now, suppose that T is just real-linear. Consider X and Y as real spaces.

Since the real version of a complex Hilbert space is a real Hilbert space, by

the linear case we get that Y is WLD as a real space. Fix a set M witnessing

the validity of condition (1) from Theorem A. If Y is complex, the same set M

witnesses that it is WLD also as a complex space. Indeed, for any y∗ ∈ Y ∗ we

have

{m ∈ M : y∗(m) �= 0} ⊂ {m ∈ M : Re y∗(m) �= 0 or Im y∗(m) �= 0}

which is a countable set.

3. Auxilliary results on von Neumann algebras

In this section we collect basic definitions and some results on von Neumann

algebras and their preduals which we will use in the proof of the main results.

We start by fixing the basic notation.

Let H be a complex Hilbert space. By B(H) we denote the algebra of

all bounded linear operators on H . For a subset A ⊂ B(H) we denote by

A ′ its commutant, i.e., the set of all the operators commuting with all the

elements of A . Further, M ⊂ B(H) is a von Neumann algebra if it is a

∗-subalgebra (i.e., a linear subspace which is closed with respect to composition

and taking the adjoint) which is equal to its double-commutant M ′′. Any von
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Neumann algebra M admits a unique predual (see, e.g., [18, Theorem II.2.6(iii)

and Corollary III.3.9]) which we denote by M∗.

In the sequel we suppose that H is a fixed complex Hilbert space and

M ⊂ B(H) a fixed von Neumann algebra.

We will need certain standard operators on M ∗ (the Banach-space dual of

M ) which we will denote A, S, La and Ra for a ∈ M . They are defined as

follows:

Aϕ(x) = ϕ(x∗),

Sϕ(x) =
1

2
(ϕ(x) + Aϕ(x)) =

1

2
(ϕ(x) + ϕ(x∗)),

Laϕ(x) = ϕ(ax),

Raϕ(x) = ϕ(xa)

for ϕ ∈ M ∗ and x ∈ M . Note that Aϕ = ϕ if and only if Sϕ = ϕ. Such

functionals are called self-adjoint (or hermitian). The real Banach space of

all the self-adjoint functionals on M is denoted by M ∗
sa; the self-adjoint part

of M∗ is denoted by M∗sa.

The following lemma summarizes the basic properties of the above-defined

operators:

Lemma 3.1:

(i) The operator A is a conjugate-linear isometry; the operator S is a

real-linear projection of norm one.

(ii) The operators La and Ra are linear and ‖La‖ ≤ ‖a‖, ‖Ra‖ ≤ ‖a‖ for

any a ∈ M .

(iii) LaRb = RbLa, LaLb = Lab, RaRb = Rba for each a, b ∈ M .

(iv) ALa = Ra∗A and ARa = La∗A for each a ∈ M .

(v) The predual M∗ is invariant for operators A, S, La and Ra, a ∈ M .

Proof. The assertions (i)–(iii) are trivial. Let us prove the first equality from

assertion (iv). So, for any a ∈ M , ϕ ∈ M ∗ and x ∈ M we have

ALaϕ(x) =Laϕ(x∗) = ϕ(ax∗) = ϕ((xa∗)∗)

=Aϕ(xa∗) = Ra∗Aϕ(x).

The second equality is analogous.

Finally, the assertion (v) follows directly from [17, Theorem 1.7.8].
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An element p of a von Neumann algebra M is said to be a projection if

p = p∗ and p2 = p. It is the case if and only if p is an orthogonal projection.

If p ∈ M is a projection, then the operators Lp and Rp are clearly linear

projections of norm one.

Following [6, Definition 5.5.8] we call a projection p ∈ M cyclic if there is

ξ ∈ H such that M ′ξ = {aξ : a ∈ M ′} is dense in pH . Such a vector ξ is then

said to be a generating vector for p.

Lemma 3.2: Let M be a von Neumann algebra and p ∈ M be a cyclic projec-

tion with generating vector ξ. If x ∈ M is such that xξ = 0, then xp = 0.

Proof. For any a ∈ M ′ we have 0 = axξ = xaξ. Since M ′ξ is dense in pH , we

get that x|pH = 0, i.e., xp = 0.

Lemma 3.3: Let M be a von Neumann algebra and p ∈ M be a cyclic projec-

tion. Then the spaces LpM∗ and RpM∗ are weakly compactly generated.

Proof. We will prove the statement for Lp. Note that Lp is a linear projection

of norm one. Fix a generating vector ξ ∈ H for p and define ω(x) = 〈xξ, ξ〉 for

x ∈ M . Then clearly ω ∈ M∗ and, moreover, ω ∈ LpM∗. Indeed,

Lpω(x) = ω(px) = 〈pxξ, ξ〉 = 〈xξ, ξ〉 = ω(x),

where we used that p∗ = p and pξ = ξ.

Further, for a, b ∈ M set [[a, b]] = ω(b∗a), the semi-inner product from the

GNS construction. Let Hξ be the resulting Hilbert space (after factorization and

completion). Due to Proposition 2.2(iii), to show that LpM∗ is WCG, it suffices

to prove that there exists a bounded linear mapping T : Hξ → LpM∗ with dense

range; and for this, it suffices to construct a linear map Φ : M → LpM∗ with

dense range such that ‖Φ(a)‖ ≤ [[a, a]]1/2 for a ∈ M .

The operator Φ will be defined by the formula

Φ(a) = Raω, a ∈ M .

Then Φ(a) ∈ M∗ for any a ∈ M . Moreover, Φ(a) ∈ LpM∗. Indeed,

LpΦ(a) = LpRaω = RaLpω = Raω = Φ(a).

It is hence clear that Φ is a linear mapping from M to LpM∗. Further, for any
a, x ∈ M we have

|Φ(a)(x)|2 = |Raω(x)|2 = |ω(xa)|2 ≤ |ω(xx∗)| · |ω(a∗a)| ≤ ‖x‖2 · [[a, a]].

Hence ‖Φ(a)‖ ≤ [[a, a]]1/2.
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It remains to show that the range of Φ is dense in LpM∗. We use the Hahn–

Banach theorem. Suppose that x ∈ M is such that x restricted to the range of

Φ is zero. It means that for each a ∈ M we have

0 = Φ(a)(x) = Raω(x) = ω(xa) = 〈xaξ, ξ〉.

In particular, by setting a = x∗ we get

0 = 〈xx∗ξ, ξ〉 = 〈x∗ξ, x∗ξ〉 = ‖x∗ξ‖2.

Hence x∗ξ = 0, so by Lemma 3.2, x∗p = 0, hence px = (x∗p)∗ = 0. Hence,

given any ϕ ∈ LpM∗ we have

ϕ(x) = Lpϕ(x) = ϕ(px) = 0.

Hence x restricted to LpM∗ is zero. This completes the proof.

The proof that RpM∗ is WCG is analogous. Or, alternatively, it follows using

Proposition 2.2(iii) from the fact that the operator A is a real-linear isometry

which maps LpM∗ onto RpM∗. Indeed, for any ϕ ∈ LpM∗ we have

RpAϕ = ALpϕ = Aϕ,

hence Aϕ ∈ RpM∗ and, similarly, Aϕ ∈ LpM∗ whenever ϕ ∈ RpM∗.

We will use the following known result several times.

Proposition 3.4 ([6], Proposition 5.5.9): Let M be a von Neumann algebra

and q ∈ M be a projection. Then there is a family (pλ)λ∈Λ of mutually orthog-

onal cyclic projections such that
∑

λ∈Λ pλ = q. In particular, there is such a

family with sum equal to 1 (the unit of M ).

Lemma 3.5: Let (pλ)λ∈Λ be a family of mutually orthogonal cyclic projection

in M . Then for each x ∈ M and λ ∈ Λ the sets

{μ ∈ Λ : pλxpμ �= 0} and {μ ∈ Λ : pμxpλ �= 0}

are countable.

Proof. Since (pμxpλ)∗ = pλx∗pμ, it is enough to prove that the first set is

countable for each x ∈ M and each λ ∈ Λ. So, fix x ∈ M and λ ∈ Λ. Let ξλ

be a generating vector for pλ such that ‖ξλ‖ = 1. Suppose that

A = {μ ∈ Λ : pλxpμ �= 0}
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is uncountable. Let μ ∈ A be arbitrary; then there is ημ ∈ pμH such that

pλxημ �= 0. Since this vector belongs to pλH and M ′ξλ is dense in pλH , there

is aμ ∈ M ′ with 〈pλxημ, aμξλ〉 �= 0. Hence

0 �= 〈pλxημ, aμξλ〉 = 〈a∗
μpλxημ, ξλ〉 = 〈pλxa∗

μημ, ξλ〉.
Since a∗

μημ ∈ pμH (as pμH is invariant for any element of M ′) and it is a

nonzero vector, one can find θμ ∈ pμH such that ‖θμ‖ = 1 and 〈pλxθμ, ξλ〉 > 0.

Hence there is δ > 0 such that

A1 = {μ ∈ A : 〈pλxθμ, ξλ〉 > δ}
is uncountable. Let n ∈ N be arbitrary and μ1, . . . , μn ∈ A1 be distinct. Then

nδ ≤
〈

pλx

( n∑

j=1

θμj

)
, ξλ

〉
≤ ‖pλx‖ · ‖

n∑

j=1

θμj ‖ = ‖pλx‖ · √
n.

Since n ∈ N is arbitrary it is a contradiction, completing the proof.

A projection q ∈ M is called σ-finite if the algebra qM q is σ-finite, i.e., if

any orthogonal family of projections smaller that q is countable. (In [6] such

projections are called countably decomposable.)

Proposition 3.6: Let x ∈ M . Then there is an orthogonal family of σ-finite

projections (qj)j∈J such that

x =
∑

j∈J

qjxqj

in the strong operator topology.

Proof. Let (pλ)λ∈Λ be a family of mutually orthogonal cyclic projections in M

with sum equal to 1 provided by Proposition 3.4. For any λ ∈ Λ let

A1(λ) = {λ} ∪ {μ ∈ Λ : pλxpμ �= 0 or pμxpλ �= 0}.

By Lemma 3.5 this set is countable. Further, define for n ∈ N by induction sets

An+1(λ) = An(λ) ∪
⋃

{A1(μ) : μ ∈ An(λ)}
and, finally,

A(λ) =
⋃

n∈N

An(λ).

Then A(λ) is countable. Moreover, λ ∈ A(λ) and for λ1, λ2 ∈ Λ either

A(λ1) = A(λ2) or A(λ1) ∩ A(λ2) = ∅. Let us introduce on Λ the equivalence

λ1 ∼ λ2 if A(λ1) = A(λ2) and let J be the set of all the equivalence classes. For



Vol. 214, 2016 PREDUALS OF VON NEUMANN ALGEBRAS 877

j ∈ J fix λ ∈ j and set qj =
∑

μ∈A(λ) pμ. Then (qj)j∈J is a family of mutually

orthogonal projections with sum equal to 1. Moreover, each qj is σ-finite by

[6, Proposition 5.5.19]. Hence x =
∑

j∈J qjx. Further, qjx = qjxqj by the

construction. This completes the proof.

4. Proofs of the main results

In this section we give the proofs of Theorems 1.1 and 1.4 using the results of

the previous two sections.

Proof of Theorem 1.1. Let M be any von Neumann algebra. By Proposition 3.4

there is a family (pλ)λ∈Λ of mutually orthogonal cyclic projections with sum

equal to 1 (the unit of M ). By Lemma 3.3 we know that Lpλ
M∗ is WCG for

each λ ∈ Λ. We claim that M∗ is the 1-unconditional sum of the family Lpλ
M∗,

λ ∈ Λ. This fact will be proved in three steps:

1. If λ �= μ, then Lpλ
M∗ ∩ LpμM∗ = {0}. Indeed, if ϕ is in the intersection,

then

ϕ = Lpλ
ϕ = Lpλ

Lpμϕ = 0.

2. Let F1 and F2 be finite subsets of Λ such that F1 ⊂ F2 and ωλ ∈ Lpλ
M∗

for λ ∈ F2. Then
∥∥∥∥

∑

λ∈F1

ωλ

∥∥∥∥ =

∥∥∥∥
∑

λ∈F1

Lpλ

( ∑

μ∈F2

ωμ

)∥∥∥∥ =

∥∥∥∥
( ∑

λ∈F1

Lpλ

)( ∑

μ∈F2

ωμ

)∥∥∥∥

=

∥∥∥∥L∑
λ∈F1

pλ

( ∑

μ∈F2

ωμ

)∥∥∥∥ ≤ ‖L∑
λ∈F1

pλ
‖ ·

∥∥∥∥
∑

μ∈F2

ωμ

∥∥∥∥ =

∥∥∥∥
∑

μ∈F2

ωμ

∥∥∥∥.

3. The linear span of
⋃

λ∈Λ Lpλ
M∗ is dense in M∗. This follows from the

Hahn–Banach theorem since, given any nonzero element x ∈ M , we can find

λ ∈ Λ such that pλx �= 0 and hence there is ω ∈ M∗ with ω(pλx) �= 0. Then

Lpλ
ω(x) = ω(pλx) �= 0.

Hence, being a 1-unconditional sum of WCG spaces, M∗ is 1-Plichko by

Proposition 2.2(v) and Proposition 2.1. Further, if M is σ-finite, then Λ is

countable and hence M∗ is WCG by Proposition 2.2(iv).

Finally, suppose that M is not σ-finite. Then the index set Λ is uncountable

due to [6, Proposition 5.5.19]. For each λ ∈ Λ fix a unit vector ξλ ∈ pλH and

define

ωλ(x) = 〈xξλ, ξλ〉, x ∈ M .
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Then ωλ ∈ Lpλ
M∗ (see the beginning of the proof of Lemma 3.3) and clearly

‖ωλ‖ = 1 (the norm is attained at pλ). For any finite set F ⊂ Λ and any choice

of scalars cλ, λ ∈ F , we have
∥∥∥∥

∑

λ∈F

cλωλ

∥∥∥∥ =
∑

λ∈F

|cλ|.

Indeed, the inequality “≤” follows from the triangle inequality. To prove the

converse fix complex units αλ such that αλcλ = |cλ| and set x =
∑

λ∈F αλpλ.

Then x ∈ M , ‖x‖ = 1 and
( ∑

λ∈F

cλωλ

)
(x) =

∑

λ∈F

cλωλ(x) =
∑

λ∈F

cλ〈xξλ, ξλ〉 =
∑

λ∈F

cλαλ =
∑

λ∈F

|cλ|.

Hence, M∗ contains an isometric copy of �1(Λ) and thus is not WLD. (Indeed,

�1(Λ) is not WLD, and WLD spaces are stable to taking closed subspaces [7,

Example 4.39].)

The following proposition provides an explicit description of a 1-norming Σ-

subspace of M = (M∗)∗. It provides a better insight to the structure of M∗
and, moreover, it will be used in the proof of Theorem 1.4.

Proposition 4.1: Let M be a von Neumann algebra and (pλ)λ∈Λ be a family

of mutually orthogonal cyclic projections with sum equal to 1. Then

(1)
D = {x ∈ M : {λ ∈ Λ : pλx �= 0} is countable}

= {x ∈ M : {λ ∈ Λ : xpλ �= 0} is countable}

is a 1-norming Σ-subspace of M = (M∗)∗. Moreover, D is a ∗-subalgebra and

a two-sided ideal in M and it can be expressed as

(2)

D = {x ∈ M : ∃q ∈ M a σ-finite projection such that x = qx}
= {x ∈ M : ∃q ∈ M a σ-finite projection such that x = xq}
= {x ∈ M : ∃q ∈ M a σ-finite projection such that x = qxq},

hence it does not depend on the concrete choice of the system (pλ)λ∈Λ.

Proof. By the proof of Theorem 1.1 the space M∗ is the 1-unconditional sum

of WCG subspaces Lpλ
M∗, λ ∈ Λ. Therefore, Proposition 2.1 yields that

D1 = {x ∈ M : {λ ∈ Λ : pλx �= 0} is countable}
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is a 1-norming Σ-subspace of M = (M∗)∗. Similarly, M∗ is the 1-unconditional

sum of WCG subspaces Rpλ
M∗, λ ∈ Λ, hence

D2 = {x ∈ M : {λ ∈ Λ : xpλ �= 0} is countable}
is also a 1-norming Σ-subspace of M . Moreover, D1 = D2 by Lemma 3.5, which

completes the proof of the first part.

It is clear that x∗ ∈ D2 whenever x ∈ D1. Further, if x ∈ D1 and a ∈ M ,

clearly xa ∈ D1, hence D1 is a right ideal. Similarly, D2 is a left ideal. Since

D = D1 = D2 we conclude that D is a ∗-subalgebra and a two-sided ideal in

M .

We continue by proving (2). Denote the sets appearing on the right-hand side

consecutively D3, D4, D5. Let x ∈ D = D1. Then C = {λ ∈ Λ : pλx �= 0} is

countable and hence the projection pC =
∑

λ∈C pλ is σ-finite by [6, Proposition

5.5.19]. Moreover, clearly pCx = x, hence x ∈ D3. This proves the inclusion

D ⊂ D3.

To show the converse observe first that any σ-finite projection belongs to

D. Indeed, suppose that q ∈ M is a σ-finite projection. By Proposition 3.4

there is a sequence (qn) of mutually orthogonal cyclic projections such that

q =
∑

n∈N qn. Let ξn be a generating vector for qn. If λ ∈ Λ is such that

pλq �= 0, then there is n ∈ N such that pλqn �= 0. By Lemma 3.2 it follows that

pλξn �= 0. Since the projections pλ are mutually orthogonal, for given n ∈ N

there can be only countably many λ with pλξn �= 0. Therefore, pλq �= 0 only

for countably many λ ∈ Λ. In other words, q ∈ D. Since D is an ideal, qx ∈ D

whenever x ∈ M . It follows that D3 ⊂ D, hence D = D3.

We continue by observing that x ∈ D4 if and only if x∗ ∈ D3. Since D3 = D

and D is a ∗-subalgebra, we infer D = D4.

To complete the proof it is enough to observe that D3 ∩ D4 = D5. Indeed,

the inclusion ⊃ is obvious. To show the converse one, fix x ∈ D3 ∩ D4. Then

x = q1x = xq2 for some σ-finite projections q1, q2. Let q = q1 ∨ q2 be the

projection whose range is the closed linear span of q1H ∪ q2H . Then q is σ-

finite (cf. [6, Exercise 5.7.45]) and x = qxq, hence x ∈ D5.

The main part of Theorem 1.4 follows from the following proposition.

Proposition 4.2: Let M be a von Neumann algebra and Msa denote its self-

adjoint part. The operator Ψ : Msa → (M∗sa)∗ defined by

Ψ(x)(ω) = ω(x), x ∈ Msa, ω ∈ M∗sa
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is an onto isometry. Moreover, if we set

Dsa = {x ∈ Msa : ∃q ∈ M a σ-finite projection such that x = qxq},

then Ψ(Dsa) is a 1-norming Σ-subspace of (M∗sa)∗.

Proof. It is clear that Ψ is a linear operator between the real Banach spaces

Msa and (M∗sa)∗ and that ‖Ψ(x)‖ ≤ ‖x‖ for each x ∈ Msa. Moreover, Ψ is an

isometry due to the facts that

‖x‖ = sup{|〈xξ, ξ〉| : ξ ∈ H, ‖ξ‖ ≤ 1}, x ∈ Msa,

and that the functional a �→ 〈aξ, ξ〉 belongs to M∗sa and has norm at most ‖ξ‖2.

It remains to show that Ψ is onto. So, let ϕ ∈ (M∗sa)∗. By the Hahn–Banach

theorem it can be extended to a continuous real-valued real-linear functional

ϕ1 on M∗. Then there is a complex linear functional ϕ2 on M∗ such that

ϕ1(ω) = Re ϕ2(ω) for ω ∈ M∗. Since the dual to M∗ is M , ϕ2 is represented

by some a ∈ M . Then a = x + iy for x, y ∈ Msa. Then for any ω ∈ M∗sa we

have

ϕ(ω) = ϕ1(ω) = Re ϕ2(ω) = Re ω(a) = ω(x),

in other words ϕ = Ψ(x).

Further, recall that

M∗sa = {ω ∈ M∗ : ω(x) ∈ R for each x ∈ Msa}.

It follows from Proposition 3.6 that

(3)
M∗sa = {ω ∈ M∗ :ω(qxq) ∈ R for each x ∈ Msa

and each σ-finite projection q ∈ M }.

Let D be the 1-norming Σ-subspace of M = (M∗)∗ described in Proposi-

tion 4.1. Let (M∗)R denote the Banach space M∗ considered as a real space

and let (M∗)∗
R denote its dual. Let

DR = {ω �→ Re ω(x) : x ∈ D}.

Then DR is a 1-norming Σ-subspace of (M∗)∗
R by [9, Proposition 3.4]. Moreover,

if ω ∈ M∗, x ∈ Msa and q is a projection, then ω(qxq) ∈ R if and only if

Re ω(iqxq) = 0. Thus

M∗sa = {ω ∈ M∗ : Re ω(iqxq) = 0 for each x ∈ Msa

and each σ-finite projection q ∈ M }.
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Since iqxq = q(ix)q ∈ D for each x ∈ M and each σ-finite projection q ∈ M ,

the functional ω �→ Reω(iqxq) belongs in this case to DR. It follows that M∗sa

is a σ(M∗sa, DR)-closed linear subspace of (M∗)R. (σ(M∗sa, DR) denotes the

weak topology on M∗sa induced by DR.) It follows from [7, Theorem 4.38] that

D0 = {ϕ|M∗sa : ϕ ∈ DR}

is a 1-norming Σ-subspace of (M∗sa)∗. It remains to verify that D0 = Ψ(Dsa).

Let x ∈ Dsa. Then x ∈ D ∩ Msa. In particular, for any ω ∈ M∗sa we have

Reω(x) = ω(x) = Ψ(x)(ω),

hence Ψ(x) ∈ D0. Conversely, let ϕ ∈ D0. Then there is ϕ1 ∈ DR with

ϕ = ϕ1|M∗sa . Further, there is a ∈ D such that ϕ1(ω) = Re ω(a) for ω ∈ M∗.

Then a = x+ iy with x, y ∈ Msa. Since a∗ ∈ D as well, clearly x, y ∈ D. Hence

x, y ∈ Dsa. Moreover, for ω ∈ M∗sa we have

ϕ(ω) = Re ω(a) = ω(x) = Ψ(x)(ω),

hence ϕ ∈ Ψ(Dsa). This completes the proof.

Proof of Theorem 1.4. The space M∗sa is 1-Plichko by Proposition 4.2. Fur-

ther, if M is σ-finite, M∗ is WCG by Theorem 1.1. Moreover, M∗sa is the

image of M∗ by the real-linear projection S, hence M∗sa is WCG by Proposi-

tion 2.2(iii).

Finally, suppose that M is not σ-finite. Let (ωλ)λ∈Λ be the uncountable

family in M∗ constructed at the end of the proof of Theorem 1.1. It is clear

that ωλ ∈ M∗sa for any λ ∈ Λ and that the closed linear span of this family in

the real Banach space M∗sa is isometric to the real version of the space �1(Λ)

and hence M∗sa is not WLD.

Remark 4.3: (1) We proved that M∗ is 1-Plichko since it is the 1-unconditional

sum of WCG subspaces. To get the result we used the classical but highly non-

trivial assertion (v) of Proposition 2.2. It is possible to give a more elementary

proof using Proposition 2.3. Indeed, by the proof of Lemma 3.3 the spaces

Lpλ
M∗ and Rpλ

M∗ satisfy the assumptions of Proposition 2.3 in place of Y ,

hence it easily follows that they are WLD.

(2) Proposition 4.1 shows that there is a canonical 1-norming Σ-subspace of

M = (M∗)∗. However, there can be many different (non-canonical) 1-norming

Σ-subspaces, cf. [7, Example 6.9] where this is studied for the space �1(Γ).
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However, there is a unique 1-norming Σ-subspace which is a two-sided ideal.

This is proved in the following proposition.

Proposition 4.4: Let S be a 1-norming Σ-subspace of M = (M∗)∗ which is

a two-sided ideal in M . Then S = D where D is the Σ-subspace described in

Proposition 4.1.

Proof. Being a Σ-subspace, S is countably weak∗-closed, i.e.,

(4) A
w∗

⊂ S for each A ⊂ S countable.

Indeed, it easily follows from the condition (1) of Theorem A. In particular, S

is norm-closed, hence it is a C∗-subalgebra of M [6, Corollary 4.2.10]. In par-

ticular, the continuous functional calculus works in S, i.e., f(x) ∈ S whenever

x ∈ S is self-adjoint and f : R → R is a continuous function with f(0) = 0.

Further, we even have

(5)
f(x) ∈ S whenever x ∈ S ∩ Msa and f : R → R is a bounded function

of the first Baire class with f(0) = 0.

Indeed, let f be such a function. Then there is a uniformly bounded sequence

of continuous functions fn : R → R with fn(0) = 0 pointwise converging to

f . Given any self-adjoint x ∈ S, we have fn(x) ∈ S as well and, moreover,

fn(x) → f(x) in the weak operator topology. This topology coincides with the

weak∗-one on bounded sets, hence fn(x) → f(x) in the weak∗ topology, hence

f(x) ∈ S as well by (4).

We continue by showing that any cyclic projection belongs to S. So, let

p ∈ M be a cyclic projection and ξ ∈ H a generating vector for p of norm one.

Set ω(x) = 〈xξ, ξ〉 for x ∈ M . Then ω is a normal state on M . In particular,

ω ∈ M∗sa and ‖ω‖ = 1. Since S is 1-norming and S ∩ BM is weak∗ countably

compact (by (4)), there is some a ∈ S ∩ BM with ω(a) = 1. Since ω is self-

adjoint, we have ω(a∗) = 1 as well, hence b = 1
2 (a+a∗) is a self-adjoint element

of S ∩ BM with ω(b) = 1.

Set q = χR\{0}(b). Since χR\{0} is of the first Baire class, q ∈ S by (5).

Further, q is clearly a projection. It follows from the properties of the function

calculus that q commutes with b and that

qb = χR\{0}(b) id(b) = (χR\{0} · id)(b) = id(b) = b,
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hence b = qbq. Since

1 = ω(b) = 〈bξ, ξ〉,
necessarily bξ = ξ, hence ξ belongs to the range of b and so also to the range

of q. Thus qξ = ξ, hence (1 − q)ξ = 0, so (1 − q)p = 0 by Lemma 3.2, hence

p = qp and we conclude p ∈ S (since S is an ideal).

It follows that S contains all cyclic projections and hence all σ-finite projec-

tions (by (4) and Proposition 3.4). Since S is an ideal, it follows from the de-

scription of D in Proposition 4.1 that D⊂S. Hence D=S by [8, Lemma 2].
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[3] M. Cúth, Simultaneous projectional skeletons, Journal of Mathematical Analysis and

Applications 411 (2014), 19–29.

[4] R. Deville and G. Godefroy, Some applications of projective resolutions of identity, Pro-

ceedings of the London Mathematical Society 67 (1993), 183–199.

[5] N. Ghoussoub, G. Godefroy, B. Maurey and W. Schachermayer, Some topological and

geometrical structures in Banach spaces, Memoirs of the American Mathematical Society

70 (1987).

[6] R. V. Kadison J. R. and Ringrose, Fundamentals of the Theory of Operator Algebras.

Vol. I, Graduate Studies in Mathematics, Vol. 15, American Mathematical Society, Prov-

idence, RI, 1997.

[7] O. F. K. Kalenda, Valdivia compact spaces in topology and Banach space theory, Ex-

tracta Mathematicae 15 (2000), 1–85.

[8] O. F. K. Kalenda, Note on Markushevich bases in subspaces and quotients of Banach

spaces, Polish Academy of Sciences. Bulletin. Mathematics 50 (2002), 117–126.

[9] O. F. K. Kalenda, Complex Banach spaces with Valdivia dual unit ball, Extracta Math-

ematicae 20 (2005), 243–259.

[10] O. F. K. Kalenda, Natural examples of Valdivia compact spaces, Journal of Mathematical

Analysis and Applications 340 (2008), 81–101.

[11] W. Kubís, Banach spaces with projectional skeletons, Journal of Mathematical Analysis

and Applications 350 (2009), 758–776.

[12] J. Lindenstrauss, On reflexive spaces having the metric approximation property, Israel

Journal of Mathematics 3 (1965), 199–204.

[13] J. Lindenstrauss, On nonseparable reflexive Banach spaces, Bulletin of the American

Mathematical Society 72 (1966), 967–970.

[14] S. Mercourakis, On weakly countably determined Banach spaces, Transactions of the

American Mathematical Society 300 (1987), 307–327.

[15] A. N. Plichko, E-mail to the third author, December 1999.



884 M. BOHATA, J. HAMHALTER AND O. F. K. KALENDA Isr. J. Math.

[16] A. N. Plichko, Projection decompositions of the identity operator and Markushevich

bases, Doklady Akademii Nauk SSSR 263 (1982), 543–546.

[17] S. Sakai, C*-Algebras and W*-Algebras, Classics in Mathematics, Springer-Verlag,

Berlin–Heidelberg–New York, 1998.

[18] M. Takesaki, Theory of Operator Algebras. I, Springer-Verlag, New York–Heidelberg,

1979.

[19] M. Valdivia, Projective resolution of identity in C(K) spaces, Archiv der Mathematik

54 (1990), 493–498.

[20] M. Valdivia, Simultaneous resolutions of the identity operator in normed spaces, Col-

lectanea Mathematica 42 (1991), 265–284 (1992).



J. Math. Anal. Appl. 446 (2017) 18–37

Contents lists available at ScienceDirect

Journal of Mathematical Analysis and Applications

www.elsevier.com/locate/jmaa

Decompositions of preduals of JBW and JBW∗ algebras ✩

Martin Bohata a, Jan Hamhalter a, Ondřej F.K. Kalenda b,∗

a Czech Technical University in Prague, Faculty of Electrical Engineering, Department of Mathematics, 
Technická 2, 166 27 Prague 6, Czech Republic
b Charles University in Prague, Faculty of Mathematics and Physics, Department of Mathematical 
Analysis, Sokolovská 86, 186 75 Praha 8, Czech Republic

a r t i c l e i n f o a b s t r a c t

Article history:
Received 20 November 2015
Available online 24 August 2016
Submitted by B. Cascales

Keywords:
Jordan algebra
JBW-algebra
Predual
1-Plichko space
Weakly compactly generated space
Projectional skeleton

We prove that the predual of any JBW∗-algebra is a complex 1-Plichko space and 
the predual of any JBW-algebra is a real 1-Plichko space. I.e., any such space 
has a countably 1-norming Markushevich basis, or, equivalently, a commutative 
1-projectional skeleton. This extends recent results of the authors who proved the 
same for preduals of von Neumann algebras and their self-adjoint parts. However, 
the more general setting of Jordan algebras turned to be much more complicated. We 
use in the proof a set-theoretical method of elementary submodels. As a byproduct 
we obtain a result on amalgamation of projectional skeletons.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction and main results

The aim of the present paper is to show that the predual of any JBW -algebra is 1-Plichko (i.e., it 
has a countably 1-norming Markushevich basis or, equivalently, it admits a commutative 1-projectional 
skeleton) and the same holds also for preduals of JBW ∗-algebras. This extends previous results of the 
authors who showed in [4] the same statements on preduals of von Neumann algebras and their self-adjoint 
parts. JBW ∗-algebras can be viewed as a generalization of von Neumann algebras, this class was introduced 
and studied in [10]; a JBW -algebra can be represented as the self-adjoint part of a JBW ∗-algebra (see [10]). 
Precise definitions and a necessary background on these algebras are given in Section 2 below.

1-Plichko spaces form one of the largest classes of Banach spaces which admit a reasonable decomposition 
to separable pieces. This class and some related classes of Banach spaces together with the associated classes 
of compact spaces were thoroughly studied for example in [22,23,15]. The class of 1-Plichko spaces can be 
viewed as a common roof of previously studied classes of weakly compactly generated spaces [2], weakly 
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K-analytic Banach spaces [21], weakly countably determined (Vašák) spaces [24,20] and weakly Lindelöf 
determined spaces [3]. Examples of 1-Plichko spaces include L1 spaces, order continuous Banach lattices, 
spaces C(G) for a compact abelian group G [16]; preduals of von Neumann algebras and their self-adjoint 
parts [4].

Let us continue by defining 1-Plichko spaces and some related classes. We will do it using the notion 
of a projectional skeleton introduced in [18]. If X is a Banach space, a projectional skeleton on X is an 
indexed system of bounded linear projections (Pλ)λ∈Λ where Λ is an up-directed set such that the following 
conditions are satisfied:

(i) supλ∈Λ ‖Pλ‖ < ∞,
(ii) PλX is separable for each λ,
(iii) PλPμ = PμPλ = Pλ whenever λ ≤ μ,
(iv) if (λn) is an increasing sequence in Λ, it has a supremum λ ∈ Λ and Pλ[X] =

⋃
n Pλn

[X],
(v) X =

⋃
λ∈Λ Pλ[X].

The subspace D =
⋃

λ∈Λ P ∗
λ [X∗] is called the subspace induced by the skeleton. If ‖Pλ‖ = 1 for each λ ∈ Λ, 

the family (Pλ)λ∈Λ is said to be 1-projectional skeleton. The skeleton (Pλ)λ∈Λ is said to be commutative if 
PλPμ = PμPλ for any λ, μ ∈ Λ. A Banach space having a commutative (1-)projectional skeleton is called 
(1-)Plichko.

This is not the original definition used in [15,16] which says that X is (1-)Plichko if X∗ admits a (1-)norm-
ing Σ-subspace. Let us recall that a subspace D ⊂ X∗ is r-norming (r ≥ 0) if the formula

|x| = sup{|x∗(x)| : x∗ ∈ D, ‖x∗‖ ≤ 1}

defines an equivalent norm on X for which ‖ · ‖ ≤ r| · |.
Further, a subspace D ⊂ X∗ is a Σ-subspace of X∗ if there is a linearly dense set M ⊂ X such that

D = {x∗ ∈ X∗ : {m ∈ M : x∗(m) 	= 0} is countable}.

It follows from [18, Proposition 21 and Theorem 27] that a norming subspace of X∗ is a Σ-subspace of X∗

if and only if it is induced by a commutative projectional skeleton, therefore our definitions are equivalent 
to the original ones.

Finally, recall that a Banach space X is called weakly Lindelöf determined (shortly WLD) if X∗ is a 
Σ-subspace of itself or, equivalently, if X∗ is induced by a commutative projectional skeleton in X.

Now we can formulate our main results. The following theorem extends [4, Theorems 1.1 and 1.4] to the 
more general setting of Jordan algebras. Precise definitions of the respective algebras are in the following 
section.

Theorem 1.1.

• Let M be any JBW ∗-algebra. Its predual M∗ is a (complex) 1-Plichko space. Moreover, M∗ is WLD if 
and only if M is σ-finite. In this case it is even weakly compactly generated.

• Let M be any JBW -algebra. Its predual M∗ is a (real) 1-Plichko space. Moreover, M∗ is WLD if and 
only if M is σ-finite. In this case it is even weakly compactly generated.

As a corollary we get the following extension of a result of U. Haagerup [13, Theorem IX.1] on preduals 
of von Neumann algebras. It follows immediately from Theorem 1.1 and the definition of projectional 
skeletons. A Banach space X is said to have separable complementation property if each countable subset 
of X is contained in some separable complemented subspace of X.
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Corollary 1.2.

• The predual of any JBW ∗-algebra enjoys the separable complementation property.
• The predual of any JBW -algebra enjoys the separable complementation property.

Since the bidual of any JB-algebra is a JBW -algebra and the bidual of any JB∗-algebra is a 
JBW ∗-algebra, the following result follows.

Corollary 1.3.

• The dual of any JB∗-algebra is a (complex) 1-Plichko space.
• The dual of any JB-algebra is a (real) 1-Plichko space.

The rest of the paper is devoted to the proof of Theorem 1.1. The proof uses some ideas from [4] but is 
much more involved. As a byproduct we obtain the following theorem which seems to be of an independent 
interest.

Theorem 1.4. Let X be a (real or complex) Banach space. Suppose that there is an indexed family (Rλ)λ∈Λ
of linear projections on X such that the following assertions are satisfied.

(i) supλ∈Λ ‖Rλ‖ < ∞.
(ii) Rλ[X] is WLD for each λ ∈ Λ.
(iii) If λ, μ ∈ Λ are such that λ ≤ μ, then RλRμ = RμRλ = Rλ.
(iv) If λ1 ≤ λ2 ≤ . . . are in Λ, then λ = supn λn exists in Λ and, moreover Rλ[X] =

⋃
n Rλn

[X].
(v) X =

⋃
λ∈Λ Rλ[X].

Then there is a projectional skeleton on X such that the subspace of X∗ induced by the skeleton equals ⋃
λ∈Λ R∗

λ[X∗].

This theorem says, roughly speaking, that if X admits a “projectional skeleton” from projections whose 
ranges are just WLD (not necessarily separable), then X has also a “proper” projectional skeleton inducing 
the same subspace of the dual. We do not know whether the same holds for commutative skeletons.

The rest of the paper is organized as follows: In Section 2 we collect some basic facts on Jordan Banach 
algebras and their important subclasses. Section 3 is devoted to projections in JBW ∗-algebras. The main 
purpose of that section is to prove Propositions 3.8 and 3.9. They are the first step towards a proof of 
Theorem 1.1 and roughly say that in the respective preduals there are families of projections satisfying the 
assumptions of Theorem 1.4. Section 4 contains a brief exposition of the method of elementary submodels 
and several auxiliary results needed later. In the last section the method of elementary submodels is used 
to prove Theorem 1.4 and finally Theorem 1.1.

Our notation is mostly standard. We only point out that for a mapping f we distinguish f(x) – the value 
of f at x – and f [A] – the image of the set A under the mapping f . This distinction is necessary due to the 
use of set-theoretical tools.

2. Jordan Banach algebras

In this section we collect basic definitions and properties of Jordan algebras which are needed in the 
formulations and proofs of our results. We use namely the books [14,1,5] and the paper [10].
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A Jordan algebra is a real or complex algebra A = (A , +, ◦), non-associative in general, which satisfies 
moreover the following two axioms:

• x ◦ y = y ◦ x for x, y ∈ A ,
• (x ◦ x) ◦ (x ◦ y) = x ◦ (y ◦ (x ◦ x)) for x, y ∈ A .

If A = (A , +, ·) is an associative algebra, the special Jordan product on A is defined by x ◦y = 1
2 (x ·y+y ·x). 

Then (A , +, ◦) is a Jordan algebra. A Jordan subalgebra of A is a subalgebra of (A , +, ◦), i.e. a linear 
subspace of A closed under the special Jordan product. Any algebra isomorphic to a Jordan subalgebra 
of an associative algebra is called a special Jordan algebra. We will use several times the Shirshov–Cohn 
theorem [14, Theorem 2.4.14] which says that any Jordan algebra generated by two elements (and 1 if it is 
unital) is special.

An important further operation in Jordan algebras is the Jordan triple product defined by the formula

{xyz} = (x ◦ y) ◦ z + x ◦ (y ◦ z) − (x ◦ z) ◦ y, x, y, z ∈ A .

A Jordan Banach algebra is a real or complex Jordan algebra A equipped with a complete norm satisfying

‖x ◦ y‖ ≤ ‖x‖ · ‖y‖ for x, y ∈ A .

A JB-algebra is a real Jordan Banach algebra A satisfying moreover the following two axioms:

• ‖x2‖ = ‖x‖2 for x ∈ A ,
• ‖x2‖ ≤ ‖x2 + y2‖ for x, y ∈ A .

A JB∗-algebra is a complex Jordan Banach algebra A equipped with an involution ∗ and satisfying 
moreover the following two axioms:

• ‖x∗‖ = ‖x‖ for x ∈ A ,
• ‖{xx∗x}‖ = ‖x‖3 for x ∈ A .

An element x in a JB∗-algebra is called self-adjoint if x∗ = x. The self-adjoint part of a JB∗-algebra is 
the real subalgebra consisting of all self-adjoint elements. The Jordan Banach ∗-algebra associated with any 
C∗-algebra is a JB∗-algebra. The self-adjoint part of any C∗-algebra equipped with the Jordan product is 
a JB-algebra. The following Theorem explains the relationship of JB-algebras and JB∗-algebras. The first 
assertion is proved for example in [14, Proposition 3.8.2], the second one, that is much more complicated, 
was proved by J.D.M. Wright in [25, Theorem 2.8] for unital algebras. The non-unital case can be proved 
using the procedure of adding a unit, see [14, Theorem 3.3.9].

Theorem 2.1.

• The self-adjoint part of any JB∗-algebra is a JB-algebra.
• Any JB-algebra is isomorphically isometric to the self-adjoint part of a unique JB∗-algebra.

If A is a JB∗-algebra and x ∈ A is a self-adjoint element, the closed Jordan subalgebra C(x) generated 
by x is associative (this follows from [14, Lemma 2.4.5]) and hence it is a commutative C∗-algebra (this 
easily follows from the axioms). Therefore, a continuous functional calculus makes sense. An element of a 
JB∗-algebra (resp. JB-algebra) is positive if it is of the form x2, where x is a self-adjoint element. The cone 



22 M. Bohata et al. / J. Math. Anal. Appl. 446 (2017) 18–37

of positive elements induces a partial order on a JB algebra (resp. self-adjoint part of a JB∗-algebra) in a 
natural way: x ≤ y if y − x is positive.

Further, a JBW -algebra is a JB-algebra which is linearly isometric to the dual of a (real) Banach space, 
and similarly, a JBW ∗-algebra is a JB∗-algebra which is linearly isometric to the dual of a (complex) 
Banach space.

JBW -algebras are thoroughly studied in [14, Chapter 4]. The definition used there is different – it is 
said that a JB-algebra M is a JBW -algebra if it is monotonically complete, i.e., if any bounded increasing 
net in M admits a least upper bound in M , and admits a separating set of normal functionals. A bounded 
linear functional x∗ on M is called normal if x∗(xα) → x∗(x) for each increasing net (xα) with supremum x. 
However, it is proved in [14, Theorem 4.4.16] that a JB-algebra is monotonically complete and has separating 
set of normal functionals if and only if it is isometric to a dual space. Hence, the two definitions coincide. 
Moreover, the predual is unique and is formed by the normal functionals. Moreover, any JBW -algebra is 
unital by [14, Lemma 4.1.17].

Unital JBW ∗-algebras were introduced and studied in [10]. However, the assumption that the algebra 
has a unit is not restrictive, since any JBW ∗-algebra is unital. Indeed, it was proved e.g. by Youngson in 
[26, Corollary 10] that a JB∗-algebra has a unit exactly when its closed unit ball has an extreme point. 
Therefore any dual JB∗-algebra has a unit because its unit ball is weak∗-compact and so it admits an 
extreme point.

The relationship of JBW -algebras and JBW ∗-algebras is described in the following lemma. First we recall 
some definitions. A functional ϕ on a JB∗-algebra A is called self-adjoint if ϕ(x) = ϕ(x∗) for all x ∈ A. 
In other words, a functional is self-adjoint if it takes real values on self-adjoint elements. A functional on a 
JB∗-algebra or a JBW algebra is called positive if it takes positive values on positive elements. A state is a 
positive norm one functional.

In the rest of this section M will denote a fixed JBW ∗-algebra, M∗ its predual, Msa the self-adjoint part 
of M (which is a JBW -algebra) and M∗sa the self-adjoint part of M∗ (which is identified with the predual 
of Msa by the following Lemma 2.2). Further, M+ will denote the positive cone of M . The following lemma 
is essentially well known to experts in Jordan Banach algebras and it can be derived from the results of 
[10]. But we have not found anywhere explicit formulation and proof of the assertions (ii) and (iii) which 
are very useful to easily transfer results on JBW ∗-algebras to JBW -algebras and vice versa. That’s why 
we give a proof.

Lemma 2.2. Let M be a JBW ∗-algebra and M∗ be its predual. Moreover, let Msa denote the self-adjoint 
part of M and M∗sa denote the self-adjoint part of M∗. Then the following assertions hold.

(i) Msa is weak∗-closed in M and hence it is a JBW -algebra.
(ii) The operator φ : M∗sa → (Msa)∗ defined by φ(ω) = ω|Msa

is an onto linear isometry of real Banach 
spaces.

(iii) The operator ψ : Msa × Msa → M defined by ψ(x, y) = x + iy is an onto real-linear weak∗-to-weak∗

homeomorphism.

Proof. (i) It is proved in [10, Lemma 3.1] that Msa is weak∗-closed and then it is deduced in [10, Theorem 3.2]
that Msa is a JBW -algebra.

The assertions (ii) and (iii) essentially follow from the proof of [10, Theorem 3.2] using the general duality 
theory of Banach spaces. Indeed, if X is a complex Banach space, denote by XR its real version (i.e., the 
same space considered as a real space). Then the operator θ1 : M = (M∗)∗ → ((M∗)R)∗ defined by

θ1(x)(ω) = Rex(ω), x ∈ M , ω ∈ M∗,
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is a real-linear isometry and weak∗-to-weak∗ homeomorphism. Hence, in particular, the dual of (M∗)R is 
canonically isometric to MR. Since Msa is weak∗ closed in M (by the assertion (i)) and hence also in MR, 
the predual of Msa is the canonical quotient of (M∗)R by (Msa)⊥. Denote the canonical quotient mapping 
by θ2. Then θ2 can be expressed by the formula

θ2(ω)(x) = Reω(x), ω ∈ M∗, x ∈ Msa,

hence the operator φ defined in the assertion (ii) is the restriction of θ2 to M∗sa. It follows that φ is a linear 
isomorphism of real Banach spaces. Finally, it is an isometry due to [10, Lemma 2.1]. This completes the 
proof of the assertion (ii).

(iii) It is clear that ψ is a real-linear bijection. To see that it is weak∗-to-weak∗ continuous, it is enough 
to observe that for any ω ∈ M∗ and x, y ∈ Msa we have

ω(ψ(x, y)) = ω(x) + iω(y) = Reω(x) + i Imω(x) + iReω(y) − Imω(y)

and that Reω, Imω ∈ (Msa)∗.
To see that the inverse of ψ is weak∗-to-weak∗ continuous as well observe first that

ψ−1(a) =
(

a + a∗

2 ,
a − a∗

2i

)
.

For any ω ∈ M∗sa and a ∈ M we have

ω

(
a + a∗

2

)
= ω(a) + ω(a)

2

and

ω

(
a − a∗

2i

)
= ω(a) − ω(a)

2i ,

which proves the required continuity condition. �
3. Projections in JBW ∗-algebras

The aim of this section is to prove Propositions 3.8 and 3.9. They form one of the key steps to prove the 
main theorem. Proposition 3.8 together with Theorem 1.4 implies that the predual of any JBW ∗-algebra 
(or JBW -algebra) admits a 1-projectional skeleton. Proposition 3.9 is a refinement of Proposition 3.8 and 
will enable us to construct a commutative 1-projectional skeleton. A key tool in these results is (similarly 
as in [4]) the notion of projection. Let us recall basic definitions.

An element p of a JBW ∗-algebra is said to be a projection if p∗ = p and p ◦ p = p. Similarly, an element 
p of a JBW -algebra is called projection if p ◦p = p. In view of Lemma 2.2 these two notions are compatible. 
I.e., if M is a JBW ∗-algebra, then p ∈ M is a projection if and only if p ∈ Msa and p is a projection in the 
JBW -algebra Msa. Hence, for projections in JBW ∗-algebras we may use the results from [14, Section 4.2]
on projections in JBW -algebras. On the set of all the projections we consider the order inherited from Msa. 
In this order the projections form a complete lattice by [14, Lemma 4.2.8]. Further, projections p, q are 
called orthogonal if p ◦ q = 0.

For a projection p ∈ M we define the operator Up on M by the formula

Up(x) = ({pxp} =)2p ◦ (p ◦ x) − p ◦ x, x ∈ M .
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The following lemma summarizes basic properties of the operator Up. Most of them are known to experts, 
but we indicate the proof for the sake of completeness.

Lemma 3.1. Let p ∈ M be a projection. Then the following assertions are valid.

(i) Up is a weak∗-to-weak∗ continuous linear projection of norm one.
(ii) Msa is invariant for Up.
(iii) Up[M ] is a JBW ∗-subalgebra of M .
(iv) If x ∈ Up[M ] ∩ Msa and y ∈ Msa is such that 0 ≤ y ≤ x, then y ∈ Up[M ].
(v) Let x ∈ M . Then x ∈ Up[M ] if and only if p ◦ x = x.
(vi) If q ∈ M is a projection such that q ≤ p, then UpUq = UqUp = Uq.
(vii) U∗

p [M∗] ⊂ M∗.
(viii) The positive cone of M is invariant for Up and the positive cone of M∗ is invariant for U∗

p .
(ix) If q ∈ M is a projection, then q ≤ p if and only if U∗

q [M∗] ⊂ U∗
p [M∗].

(x) If q, r ∈ M are projections such that p, q, r are pairwise orthogonal, then Up+qUp+r = Up.

Proof. It is clear that Up is a linear operator and that Up(x∗) = Up(x)∗ for x ∈ M , in particular Msa

is invariant of Up. Hence the assertion (ii) is proved. Up is a projection by [14, (2.61) on p. 46]. The 
weak∗-to-weak∗ continuity of Up on Msa follows from [14, Corollary 4.1.6], the weak∗-to-weak∗ continuity 
on M then follows from Lemma 2.2(iii) using the already proved assertion (ii). Hence, the assertion (vii) 
follows. To complete the proof of the assertion (i) it remains to show that ‖Up‖ ≤ 1. Since ‖p‖ = 1 and 
Up(x) = {pxp} for each x ∈ M , the estimate follows from the inequality ‖{xyz}‖ ≤ ‖x‖ · ‖y‖ · ‖z‖ (see 
[5, Proposition 3.4.17]).

The ‘if’ part of (v) is obvious, the ‘only if’ part follows from [14, (2.62) on p. 46]. Further, by [14, 
Lemma 4.1.13] we get the assertion (iv) and that Up[Msa] is a JBW -subalgebra of Msa. It follows that 
Up[M ] = Up[Msa] + iUp[Msa] is a JBW ∗-subalgebra of M (using Lemma 2.2(iii)), which proves the 
assertion (iii). The assertion (vi) is proved in [1, Proposition 2.26]. The positive cone of M is invariant for 
Up by [14, Proposition 3.3.6] applied to the algebra Msa. The invariance of the positive cone of M∗ then 
easily follows and (viii) is proved.

(ix) If q ≤ p, then it follows from (vi) that U∗
q = U∗

p U∗
q , hence U∗

q [M∗] ⊂ U∗
p [M∗]. Conversely, suppose 

that U∗
q [M∗] ⊂ U∗

p [M∗]. Then clearly U∗
p |M∗U

∗
q |M∗ = U∗

q |M∗ , hence UqUp = Uq. It follows that

Uq(1 − p) = UqUp(1 − p) = Uq(p − p) = 0,

hence q ≤ p by [14, Lemma 4.2.2(iv) ⇒ (iii)].
(x) First observe that whenever q, r are mutually orthogonal projections, then q ◦ Ur(x) = 0 for each 

x ∈ M . Indeed, r + q is a projection and r + q ≥ r, hence

q ◦ Ur(x) = (q + r) ◦ Ur(x) − r ◦ Ur(x) = Ur(x) − Ur(x) = 0

by (vi) and (v). It follows that

Up+q(Up+r(x)) = 2(p + q) ◦ ((p + q) ◦ Up+r(x)) − (p + q) ◦ Up+r(x)

= 2(p + q) ◦ (p ◦ Up+r(x)) − p ◦ Up+r(x)

= Up(Up+r(x)) + 2q ◦ (p ◦ Up+r(x)) = Up(x).

Indeed, the first equality is just a definition of Up+q, the second follows from mutual orthogonality of q and 
p + r, the third one follows from the definition of Up. Finally, to show the fourth equality it is enough to 
observe that p ◦ Up+r(x) ∈ Up+r[M ] by (iii). �
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The following lemma follows from [12, Corollary 2.6], even though it is not completely obvious for non-
experts. Since the proof in [12] uses advanced structural results on Jordan algebras, we give a more direct 
and elementary proof.

Lemma 3.2. Let (pn) be an increasing sequence of projections in M with supremum p. Then for each 	 ∈ M∗
we have U∗

pn
	 → U∗

p 	 in norm.

Proof. Since any 	 ∈ M∗ is a linear combination of four normal states (this follows from Lemma 2.2 and 
[14, Proposition 4.5.3]), it is enough to prove the convergence in case 	 is a normal state. Hence assume 
that 	 is a normal state. If q ∈ M is any projection, the Cauchy–Schwarz inequality yields

|	(q ◦ x)|2 ≤ 	(q ◦ q∗)	(x∗ ◦ x) ≤ 	(q)‖x‖2, x ∈ M . (1)

Fix n ∈ N. Observe that p and pn operator commute, i.e.,

p ◦ (pn ◦ x) = pn ◦ (p ◦ x), for x ∈ M .

Indeed, this follows from [14, Lemma 2.5.5(ii) ⇒ (i)] as pn ∈ Up[M ] due to Lemma 3.1(iv) and hence 
p ◦ pn = Up(pn) = pn due to Lemma 3.1. Therefore we have for each x ∈ M

Up(x) − Upn
(x) = 2p ◦ (p ◦ x) − p ◦ x − 2pn ◦ (pn ◦ x) + pn ◦ x

= 2[p ◦ (p ◦ x) − pn ◦ (p ◦ x) + p ◦ (pn ◦ x) − pn ◦ (pn ◦ x)] − p ◦ x + pn ◦ x

= 2(p − pn) ◦ ((p + pn) ◦ x) − (p − pn) ◦ x.

Hence, combining this with (1) we get

|U∗
p 	(x) − U∗

pn
	(x)| = |	(Upx − Upn

x)|

≤ 2	(p − pn)1/2 · ‖(p + pn) ◦ x‖ + 	(p − pn)1/2 · ‖x‖

≤ 5	(p − pn)1/2‖x‖,

therefore

‖U∗
p 	 − U∗

pn
	‖ ≤ 5	(p − pn)1/2.

Since 	(p − pn) → 0 by normality, we conclude that U∗
pn

	 → U∗
p 	 in norm and the proof is completed. �

Lemma 3.3. Let ω ∈ M∗ be a normal state.

(i) There exists the smallest projection in M such that ω(pω) = 1. (It is called the support of ω.)
(ii) ω(x) = ω(pω ◦ x) for each x ∈ M .
(iii) Let x ∈ M+ be such that ω(x) = 0. Then pω ◦ x = 0.

Proof. The assertion (i) is proved in [1, Lemma 5.1].
Let us prove the assertion (ii). For each x ∈ M the Cauchy–Schwarz inequality yields

|ω((1 − pω) ◦ x)|2 ≤ ω((1 − pω) ◦ (1 − pω)) · ω(x∗ ◦ x) = ω(1 − pω) · ω(x∗ ◦ x) = 0,

hence ω(x) = ω(pω ◦ x).
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To prove (iii) suppose that x ∈ M+ and ω(x) = 0. Denote by r(x) the range projection of x (i.e., the 
smallest projection satisfying r(x) ◦x = x, see [14, Lemma 4.2.6]). Then ω(r(x)) = 0 by [1, Proposition 2.15]. 
Hence ω(1 −r(x)) = 1, so 1 −r(x) ≥ pω. It follows that r(x) ◦pω = 0. Since r(pω) = pω, [1, Proposition 2.16]
shows that x ◦ pω = 0 and the proof is completed. �

A projection p ∈ M is said to be σ-finite if any orthogonal system of smaller projections is countable. 
The following lemma characterizes σ-finite projections. A similar result in a different setting is given in [11, 
Theorem 3.2].

Lemma 3.4. Let p ∈ M be a nonzero projection. Then p is σ-finite if and only if p = pω for a normal state 
ω ∈ M∗.

Proof. Suppose first that p = pω for a normal state ω. Let q ≤ p be any nonzero projection. Then ω(q) > 0
since otherwise p −q would be a projection strictly smaller than p with ω(p −q) = 1. By a standard argument 
we obtain that p is σ-finite.

To prove the converse observe first that for any nonzero projection p there is a normal state ω with 
pω ≤ p. Indeed, let ω0 be a normal state such that ω0(p) > 0. Set ω = 1

ω0(p)U
∗
p (ω0). Then ω is a positive 

functional by Lemma 3.1(viii). Moreover, ω(1) = ω(p) = 1, hence ω is a normal state and pω ≤ p.
Now, given any σ-finite projection p, by the previous paragraph and Zorn lemma we get a sequence 

of normal states (ωn) such that their supports pωn
are pairwise orthogonal and their sum is p. Let ω =∑∞

n=1 2−nωn. Then ω is a normal state and ω(p) = 1. Moreover, p = pω as ω(q) > 0 for each nonzero 
projection q ≤ p. (Indeed, suppose that ω(q) = 0. It follows that ω(1 − q) = 1, hence 1 − q ≥ pωn

. It follows 
that 1 − q ≥ p, hence q ≤ 1 − p.) �

The following lemma establishes σ-completeness of the lattice of σ-finite projections. A similar result in 
a different setting is given in [11, Theorem 3.4].

Lemma 3.5. Let (pn) be a sequence of σ-finite projections. Then its supremum is σ-finite as well.

Proof. Denote by p the supremum of the sequence (pn). By Lemma 3.4 there is a sequence of normal states 
(ωn) such that pn = pωn

. Let ω =
∑∞

n=1 2−nωn. Then ω is a normal state. Moreover, since

0 ≤ ωn(1 − p) ≤ ωn(1 − pn) = 0,

for each n ∈ N, we get ω(1 − p) = 0 and hence ω(p) = 1, so pω ≤ p. Set q = p − pω. Then ω(q) = 0, hence 
ωn(q) = 0 for each n. Therefore we have for each n ∈ N 1 − q ≥ pn, hence 1 − q ≥ p, so

p = p ◦ (1 − q) = p − p ◦ q = p − p + p ◦ pω = p ◦ pω = pω.

Hence p is σ-finite by Lemma 3.4. �
Lemma 3.6. Let ω ∈ M∗ be arbitrary. Then there is a σ-finite projection p ∈ M such that ω = U∗

p (ω).

Proof. Let ω ∈ M∗ be arbitrary. Then there are four normal states ω1, . . . , ω4 and numbers α1, . . . , α4 ≥ 0
such that

ω = α1ω1 − α2ω2 + i(α3ω3 − α4ω4).
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Set pj = pωj
for j = 1, . . . , 4. By Lemma 3.3(ii) we have for each j = 1, . . . , 4

ωj(x) = ωj(pj ◦ x), x ∈ M ,

hence clearly ωj = U∗
pj

(ωj). Let p be the supremum of the projections p1, . . . , p4. By Lemmata 3.4 and 3.5
the projection p is σ-finite. Moreover, ωj ∈ U∗

p [M∗] by Lemma 3.1(ix). Thus ω ∈ U∗
p [M∗]. �

We continue with a proposition which is an analogue of [4, Lemma 3.3]. Recall that a Banach space 
is called weakly compactly generated (shortly WCG) if it contains a linearly dense weakly compact subset. 
WCG spaces form a subclass of WLD spaces by [2, Proposition 2]. In the proof below we use the well-known 
easy fact that if there is a bounded linear operator from a Hilbert space to a Banach space X with dense 
range, then X is WCG (cf. [4, Proposition 2.2]).

Proposition 3.7. Let p ∈ M be a σ-finite projection. Then U∗
p [M∗] is WCG.

Proof. If p = 0 the assertion is trivial. Suppose that p 	= 0 and let ω be a normal state such that p = pω

provided by Lemma 3.4. Let us define an operator Φ : M → M∗ by the following formula:

Φ(a)(x) = ω(a ◦ Up(x)), a, x ∈ M ,

i.e., Φ(a) = U∗
p T ∗

a ω, where the operator Ta is defined by x �→ a ◦ x. Since Ta is weak∗-to-weak∗ continuous 
by [14, Corollary 4.1.6], it is clear that Φ is a linear operator mapping M into M∗, in fact into U∗

p [M∗].
Let us further prove that the range of Φ is dense in U∗

p [M∗]. We will use Hahn–Banach theorem. To do 
that, suppose that x ∈ M is such that Φ(a)(x) = 0 for each a ∈ M . Take a = (Up(x))∗ = Up(x∗). Then

0 = Φ(Up(x∗))(x) = ω(Up(x∗) ◦ Up(x)).

As Up(x∗) ◦ Up(x) is positive, we obtain by Lemma 3.3(iii) that p ◦ (Up(x∗) ◦ Up(x)) = 0, hence Up(x∗) ◦
Up(x) = 0 by Lemma 3.1(iii), (v). It follows that Up(x) = 0, hence 	(x) = 0 for each 	 ∈ U∗

p [M∗]. Hence, 
the Hahn–Banach theorem yields the density of the range of Φ in U∗

p [M∗].
Finally, we have by the Cauchy–Schwarz inequality

|Φ(a)(x)|2 = |ω(a ◦ Up(x))|2 ≤ ω(a ◦ a∗)ω(Up(x∗) ◦ Up(x)) ≤ ω(a ◦ a∗)‖x‖2,

hence ‖Φ(a)‖ ≤ ω(a ◦ a∗)1/2 for each a ∈ M . Define Hω to be the Hilbert space made by the standard 
procedure of factorization and completion from M equipped with the semi-inner product (x, y) �→ ω(y∗ ◦x). 
Then Φ induces a bounded linear map of Hω into U∗

p [M∗] having dense range. This shows that U∗
p [M∗] is 

WCG. �
Proposition 3.8. Let M be a JBW ∗-algebra. Denote by Λ the set of all nonzero σ-finite projections in M
equipped with the standard order. For p ∈ Λ let Qp denote the restriction of U∗

p to M∗. Then Λ is a directed 
set and the following conditions are fulfilled.

(i) Qp is a linear projection, ‖Qp‖ = 1 for each p ∈ Λ.
(ii) Qp[M∗] is WCG for each p ∈ Λ.
(iii) If p1, p2 ∈ Λ are such that p1 ≤ p2, then Qp1Qp2 = Qp2Qp1 = Qp1 .
(iv) If p1 ≤ p2 ≤ . . . are in Λ, then p = supn pn exists in Λ and, moreover Qpn

→ Qp is the strong operator 
topology, in particular Qp[M∗] =

⋃
n Qpn

[M∗].
(v) M∗ =

⋃
p∈Λ Qp[M∗].
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Moreover, Qp[M∗sa] ⊂ M∗sa and
⋃

p∈Λ
Q∗

p[(M∗)∗] =
⋃

p∈Λ
Up[M ]

= {x ∈ M : ∃p ∈ M a σ-finite projection : Up(x) = x}

= {x ∈ M : ∃p ∈ M a σ-finite projection : p ◦ x = x},
⋃

p∈Λ
Q∗

p[(M∗sa)∗] =
⋃

p∈Λ
Up[Msa]

= {x ∈ Msa : ∃p ∈ M a σ-finite projection : Up(x) = x}

= {x ∈ Msa : ∃p ∈ M a σ-finite projection : p ◦ x = x}.

Further, Qp1 [M∗] ⊂ Qp2 [M∗] if and only if p1 ≤ p2.

Proof. Λ is directed by Lemma 3.5. The assertion (i) follows from Lemma 3.1(i), (vii); the assertion (ii) is 
proved in Proposition 3.7; (iii) follows from Lemma 3.1(vi), the assertion (iv) follows by using Lemma 3.2 and 
Lemma 3.5 and the assertion (v) is proved in Lemma 3.6. The invariance of M∗sa follows by Lemma 3.1(ii) 
using Lemma 2.2. The formulas follow from the fact that Q∗

p = Up for each p ∈ Λ and from Lemma 3.1(v). 
The final equivalence is due to Lemma 3.1(ix). �
Proposition 3.9. Let M be a JBW ∗-algebra. Then there is an orthogonal family of nonzero σ-finite pro-
jections (pα)α∈Γ with sum equal to 1. Denote by Λ0 the family of all the nonempty countable subsets of Γ
ordered by inclusion. For any C ∈ Λ0 define pC =

∑
α∈C pα and define RC = QpC

.
Then the system RC , C ∈ Λ0, enjoys all the properties of the system Qp, p ∈ Λ, from Proposition 3.8. 

Moreover, it is commutative, i.e., RC1RC2 = RC2RC1 ; and

⋃

C∈Λ0

R∗
C [(M∗)∗] =

⋃

p∈Λ
Q∗

p[(M∗)∗] =
⋃

p∈Λ
Up[M ].

Proof. Similarly as in the proof of Lemma 3.4 we see that for any nonzero projection p ∈ M there is a 
nonzero σ-finite projection q ≤ p. Therefore the existence of the system (pα)α∈Γ follows from the Zorn 
lemma. Further, it is clear that Λ0 is directed. The projections pC , C ∈ Λ0 are σ-finite by Lemma 3.5. 
Hence the analogues of assertions (i)–(iv) from Proposition 3.8 are obviously fulfilled, as well as the final 
equivalence. To prove the analogue of (v) and the equality it is enough to show that for any p ∈ Λ there 
is C ∈ Λ0 such that p ≤ pC . So fix p ∈ Λ. Lemma 3.4 yields a normal state ω ∈ M∗ with p = pω. Then it 
follows by normality of ω that

1 = ω(1) =
∑

α∈Γ
ω(pα).

Let C = {α ∈ Γ : ω(pα) > 0}. Then C is countable, hence C ∈ Λ0. Moreover, ω(pC) = 1, hence pC ≥
pω = p. Finally, to show the commutativity observe that Lemma 3.1(x) implies RC1RC2 = RC1∩C2 for any 
C1, C2 ∈ Λ0 (and RC1RC2 = 0 if C1 ∩ C2 = ∅). �
4. Method of elementary submodels

In this section we briefly recall some basic facts concerning the method of elementary models which will 
be used to prove Theorem 1.4 and the main theorem. This set-theoretical method can be used in various 
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branches of mathematics. The use in topology was illustrated by A. Dow in [9], in functional analysis it was 
used by P. Koszmider in [17]. This method was later used by W. Kubiś in [18] to construct projectional 
skeletons in certain Banach spaces. In [6] the method has been slightly simplified and specified, and it 
was used to proving separable reduction theorems. We briefly recall some basic facts (more details and 
explanations may be found e.g. in [6] and [7]). We use the approach of [6].

We start by recalling some definitions. Let N be a fixed set and φ a formula in the language of the set 
theory. Then the relativization of φ to N is the formula φN which is obtained from φ by replacing each 
quantifier of the form “∀x” by “∀x ∈ N” and each quantifier of the form “∃x” by “∃x ∈ N”.

If φ(x1, . . . , xn) is a formula with all free variables displayed (i.e., a formula whose free variables are 
exactly x1, . . . , xn) then φ is said to be absolute for N if

∀a1, . . . , an ∈ N (φN (a1, . . . , an) ↔ φ(a1, . . . , an)).

A list of formulas, φ1, . . . , φn, is said to be subformula closed if every subformula of a formula in the list is 
also contained in the list.

The method is mainly based on the following theorem (a proof can be found in [19, Chapter IV, Theo-
rem 7.8]).

Theorem 4.1. Let φ1, . . . , φn be any formulas and Y any set. Then there exists a set M ⊃ Y such that 
φ1, . . . , φn are absolute for M and |M | ≤ max(ℵ0, |Y |).

To be able to use Theorem 4.1 effectively, we will use the following notation.
Let φ1, . . . , φn be any formulas and Y be any countable set. Let M ⊃ Y be a countable set such that 

φ1, . . . , φn are absolute for M . Then we say that M is an elementary model for φ1, . . . , φn containing Y . 
This is denoted by M ≺ (φ1, . . . , φn; Y ).

The fact that certain formula is absolute for M will always be used in order to satisfy the assumption of 
the following lemma from [8, Lemma 2.3]. Using this lemma we can force the model M to contain all the 
needed objects created (uniquely) from elements of M .

Lemma 4.2. Let φ(y, x1, . . . , xn) be a formula with all free variables shown and Y be a countable set. Let 
M be a fixed set, M ≺ (φ, ∃y : φ(y, x1, . . . , xn); Y ), and a1, . . . , an ∈ M be such that there exists a set u
satisfying φ(u, a1, . . . , an). Then there exists u ∈ M such that φ(u, a1, . . . , an).

Proof. Let us give here the proof just for the sake of completeness. Using the absoluteness of the formula 
∃u : φ(u, x1, . . . , xn) there exists u ∈ M satisfying φM (u, a1, . . . , an). Using the absoluteness of φ we get that 
for this u ∈ M the formula φ(u, a1, . . . , an) holds. �

We shall also use the following convention.

Convention. Whenever we say “for any suitable model M (the following holds . . . )” we mean that “there 
exists a list of formulas φ1, . . . , φn and a countable set Y such that for every M ≺ (φ1, . . . , φn; Y ) (the 
following holds . . . )”.

By using this new terminology we loose the information about the formulas φ1, . . . , φn and the set Y . 
However, this is not important in applications.

The next lemma summarizes several properties of “sufficiently large” elementary models.

Lemma 4.3. There are formulas θ1, . . . , θm and a countable set Y0 such that any M ≺ (θ1, . . . , θm; Y0)
satisfies the following conditions:
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(i) R, C, Q, Q + iQ, Z, N ∈ M and the operations of the addition and multiplication on C and the standard 
order on R belong to M .

(ii) If f ∈ M is a mapping, then dom(f) ∈ M , rng(f) ∈ M and f [M ] ⊂ M . Further, for any A ∈ M we 
have f [A] ∈ M as well.

(iii) If A is finite, then A ∈ M if and only if A ⊂ M .
(iv) If x1, . . . , xn are arbitrary, then x1, . . . , xn ∈ M if and only if the ordered n-tuple (x1, . . . , xn) is an 

element of M .
(v) If A ∈ M is a countable set, then A ⊂ M .
(vi) If A, B ∈ M , then A ∪ B ∈ M , A ∩ B ∈ M , A \ B ∈ M .
(vii) If A, B ∈ M , then A × B ∈ M .
(viii) If X ∈ M is a real vector space, then X ∩ M is Q-linear.
(ix) If X ∈ M is a complex vector space, then X ∩ M is (Q + iQ)-linear.
(x) If X ∈ M is a Banach space, then X∗ ∈ M as well.
(xi) If X, Y are Banach spaces and T : X → Y is a bounded linear operator such that X, Y, T ∈ M , then 

T ∗ ∈ M as well.
(xii) If X ∈ M is a separable metric space, then there is a dense countable set C ⊂ X with C ∈ M .
(xiii) If Γ ∈ M is an up-directed set, then Γ ∩ M is also up-directed.

Proof. The list θ1, . . . , θm will be formed by all the formulas provided by the results quoted in this proof, 
the formulas marked below by (∗) and their subformulas. The set Y0 will contain the respective countable 
sets provided by the quoted results and the sets specified in (i).

Hence, (i) is satisfied. The validity of the first three assertions of (ii) follows from [6, Proposition 2.9]. 
The last property follows (using Lemma 4.2) by the absoluteness of the formula

∃B ∀x (x ∈ B ⇔ ∃y ∈ A : x = f(y)) (∗)

and its subformulas. The assertions (iii)–(vi) follow from [6, Proposition 2.10]. The validity of (vii) follows 
(using Lemma 4.2) by the absoluteness of the formula

∃C ∀x(x ∈ C ⇔ ∃y ∈ A ∃z ∈ B : x = (y, z)) (∗)

and its subformulas.
Let us prove (viii). Let X be a real vector space belonging to M . Recall that X is not just a set, but it 

is a quadruple 〈X, R, +, ·〉. By (iv) we infer that the mappings + : X × X → X and · : R × X → X belong 
to M as well. By (i) and (v) we know that Q ⊂ M . Hence, if x ∈ X ∩ M and λ ∈ Q, then λx ∈ X ∩ M by 
(iv) and (ii). Similarly, if x, y ∈ X ∩ M , then x + y ∈ X ∩ M . So, X ∩ M is Q-linear.

The proof of (ix) is analogous.
(x) Let X = 〈X, +, ·, ‖ · ‖〉 ∈ M . By (iv) we know that the mappings +, · and ‖ · ‖ belong to M as well. 

Hence, by absoluteness of the formula

∃X∗ ∀f(f ∈ X∗ ⇔ f is a linear functional on X

&∃r ∈ R∀x ∈ X(‖x‖ ≤ 1 ⇒ |f(x)| ≤ r))
(∗)

and its subformulas we get (using Lemma 4.2) that X∗ ∈ M as a set. Moreover, by (vii) we get X∗×X∗ ∈ M . 
Since the operations + and · on X∗ can be uniquely described by suitable formulas (we mark them by (∗)), 
these operations belong to M as well. Similarly we can achieve that the norm on X∗ belongs to M , hence 
X∗ ∈ M as a normed linear space by (iv).
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(xi) By (x) we get X∗, Y ∗ ∈ M . By the absoluteness of the formula

∃T ∗(T ∗ : Y ∗ → X∗&∀y∗ ∈ Y ∗ : T ∗(y∗) = y∗ ◦ T ) (∗)

and its subformulas we get T ∗ ∈ M (using Lemma 4.2).
(xii) Let X = 〈X, d〉 be a separable metric space belonging to M . A countable dense subset of X belonging 

to M can be obtained by the absoluteness of the formula

∃D(D ⊂ X&∃f(f is a mapping of N onto D)

&∀x ∈ X∀r ∈ R(r > 0 ⇒ ∃y ∈ D : d(x, y) < r))
(∗)

and its subformulas using Lemma 4.2.
(xiii) Let Γ = (Γ, ≤) be an up-directed set in M . Take a, b ∈ Γ ∩ M . By the absoluteness of the formula

∃c ∈ Γ : a ≤ c&b ≤ c (∗)

we can (using Lemma 4.2) find such a c in Γ ∩ M . �
5. Amalgamating projectional skeletons

The aim of this section is to prove Theorem 1.4 and Theorem 1.1. It will be done using the method of 
elementary submodels described in the previous section. We will use some ideas and results from [18]. Since 
our setting is a bit different (due to the fact that we use the more precise approach of [6]) and that we need 
more precise and stronger versions of the results, we indicate also the proofs.

The first lemma is a variant of [18, Lemma 4] and shows the method of constructing projections using 
elementary submodels.

Lemma 5.1. For a suitable elementary model M the following holds: Let X be a Banach space and D ⊂ X∗

an r-norming subspace. If X ∈ M and D ∈ M , then the following hold:

• X ∩ M is a closed linear subspace of X;
• X ∩ M ∩ (D ∩ M)⊥ = {0};
• the canonical projection of X ∩ M + (D ∩ M)⊥ onto X ∩ M along (D ∩ M)⊥ has norm at most r.

Proof. Let φ1, . . . , φN be a subformula-closed list of formulas which contains the formulas from Lemma 4.3
and the formulas below marked by (∗), let Y be a countable subset containing the set Y0 from Lemma 4.3. 
Fix an arbitrary M ≺ (φ1, . . . , φN ; Y ).

Suppose that X ∈ M and D ∈ M . By Lemma 4.3(viii), (ix) X ∩ M is a closed linear subspace of X. 
Therefore to prove the lemma it is enough to show that ‖x‖ ≤ r‖x +y‖ for any x ∈ X∩M and y ∈ (D∩M)⊥. 
So, fix such x and y. Further, let q ∈ (r, ∞) ∩ Q be arbitrary. Since D is r-norming,

∃x∗ ∈ D : ‖x∗‖ = 1&|x∗(x)| ≥ 1
q
‖x‖. (∗)

Since 1
q ∈ M (by Lemma 4.3(i), (iv)) we can use Lemma 4.2 to find such an x∗ in M . Then

‖x‖ ≤ q|x∗(x)| = q|x∗(x + y)| ≤ q‖x + y‖.

This holds for any q ∈ (r, ∞) ∩ Q, hence ‖x‖ ≤ r‖x + y‖ which completes the proof. �



32 M. Bohata et al. / J. Math. Anal. Appl. 446 (2017) 18–37

The projection given by the previous lemma will be denoted by PM . The important case is when PM is 
defined on the whole space X. This can be used to characterize spaces with a projectional skeleton.

Lemma 5.2. Let X be a Banach space and D ⊂ X∗ a norming subspace. Then the following two assertions 
are equivalent:

(i) X admits a projectional skeleton such that D is contained in the subspace induced by the skeleton.
(ii) For any suitable elementary model M

X ∩ M + (D ∩ M)⊥ = X.

Proof. This result is essentially proved in [18, Theorem 15]. Since we are using a different approach to 
elementary submodels we indicate a proof.

(i) ⇒ (ii) This is essentially [18, Lemma 14]. It is easy to rewrite the proof to our setting.
(ii) ⇒ (i) Let us fix a list of formulas φ1, . . . , φn containing the formulas provided by the assumption 

of (ii) and the formulas provided by Lemma 5.1. Let Y be a countable set containing the countable set 
provided by the assumption and that provided by Lemma 5.1. If M is a corresponding elementary model, 
then we have the projection PM with range X ∩ M and kernel (D ∩ M)⊥. Moreover, if M1 and M2 are two 
such models satisfying M1 ⊂ M2, then PM1PM2 = PM2PM1 = PM1 . Indeed, obviously X ∩ M1 ⊂ X ∩ M2
which implies PM2PM1 = PM1 . Moreover, kerPM2 = (D ∩ M2)⊥ ⊂ (D ∩ M1)⊥ = kerPM1 , hence for any 
x ∈ X we have

PM1(x) = PM1PM2(x) + PM1(x − PM2(x)) = PM1PM2(x).

Further, if M1 ⊂ M2 ⊂ M3 ⊂ . . . is an increasing sequence of corresponding elementary models, then 
M =

⋃
n Mn is again such a model and clearly PM [X] =

⋃
n PMn

[X]. Therefore, the idea is to “put 
together” all the projections PM to get a projectional skeleton. One possible way is described in [18] but it 
does not match our setting. Let us describe an alternative way.

Fix a set R such that the formulas φ1, . . . , φn are absolute for R and Y ∪ X ∪ D ⊂ R. Such R exists due 
to Theorem 4.1. (Note that R is not countable.) Now let ψ be a Skolem function for φ1, . . . , φn, Y and R
(see [7, Lemma 2.4]). In particular, for any countable set A ⊂ R, ψ(A) ≺ (φ1, . . . , φn, Y ) and A ⊂ ψ(A). 
Let

Λ = {A ⊂ X ∪ D;A countable & ψ(A) ∩ (X ∪ D) = A}.

It easily follows from [7, Lemma 2.4] that Λ is up-directed and (Pψ(A))A∈Λ is a projectional skeleton. 
Moreover, P ∗

ψ(A)[X∗] = D ∩ ψ(A)w∗

and these subspaces cover D. �
The previous lemma characterizes the existence of projectional skeletons, but does not test whether the 

skeleton may be chosen to be commutative. Such a characterization is given in the following lemma which 
is an easy consequence of the previous one.

Lemma 5.3. Let X be a Banach space and D ⊂ X∗ a norming subspace. Then the following two assertions 
are equivalent:

(i) D is contained in a Σ-subspace of X, i.e., X admits a commutative projectional skeleton such that D
is contained in the subspace induced by the skeleton.
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(ii) There is a list of formulas φ1, . . . , φn and a countable set Y such that the following holds:
• X ∩ M + (D ∩ M)⊥ = X for any M ≺ (φ1, . . . , φn; Y ).
• PM1 and PM2 commute whenever Mj ≺ (φ1, . . . , φn; Y ) for j = 1, 2.

Proof. The implication (i) ⇒ (ii) follows by a slight refinement of the proof of the respective implication 
in Lemma 5.2. The converse one follows immediately from the proof of (ii) ⇒ (i) of Lemma 5.2 since the 
skeleton is built from projections of the form PM . �

Now we proceed to the proof of Theorem 1.4. It will be done using Lemma 5.2. We will further need 
a strengthening of the implication (i) ⇒ (ii) for WLD spaces. The strengthening consists in change of 
quantifiers – we need a finite list of formulas which works for all Banach spaces simultaneously. It is the 
content of the following lemma.

Lemma 5.4. For any suitable elementary model M the following holds: Let X be any WLD Banach space 
satisfying X ∈ M . Then X = X ∩ M + (X∗ ∩ M)⊥.

Proof. We essentially follow the proof [18, Proposition 6] with necessary modifications. Let φ1, . . . , φN be a 
subformula-closed list of formulas which contains the formulas from Lemma 4.3, the formulas provided by 
Lemma 5.1 and the formulas below marked by (∗). Let Y be a countable subset containing the set Y0 from 
Lemma 4.3 and the set provided by Lemma 5.1. Fix an arbitrary M ≺ (φ1, . . . , φN ; Y ).

By Lemma 4.3(x) we have X∗ ∈ M as well. It follows from Lemma 5.1 that X ∩ M + (X∗ ∩ M)⊥ is a 
closed subspace of X. Hence, if X 	= X ∩ M +(X∗ ∩M)⊥, we may find a nonzero functional z∗ ∈ X∗ which 
is zero both on X ∩ M and on (X∗ ∩ M)⊥. Since X is WLD,

∃Γ ⊂ X : sp Γ = X & ∀x∗ ∈ X∗ : {x ∈ Γ : x∗(x) 	= 0} is countable. (∗)

By elementarity we may choose such a Γ in M . Since z∗ 	= 0, we can find x ∈ Γ with z∗(x) 	= 0. Since 

z∗ ∈ ((X∗ ∩ M)⊥)⊥ = X∗ ∩ M
w∗

(by the Bipolar Theorem), there is y∗ ∈ X∗ ∩ M with y∗(x) 	= 0. On the 
other hand, by the absoluteness of the formula

∃C : (C ⊂ Γ & ∀y ∈ Γ : (y ∈ C ⇔ y∗(y) 	= 0)) (∗)

we get that

{y ∈ Γ : y∗(y) 	= 0} ∈ M.

Since the set on the left-hand side is countable, by Lemma 4.3(v) we get that {y ∈ Γ : y∗(y) 	= 0} ⊂ M , in 
particular x ∈ M . But then z∗(x) = 0, a contradiction completing the proof. �

The following lemma together with Lemma 5.2 yields the proof of Theorem 1.4.

Lemma 5.5. For any suitable elementary model M the following holds: Let X be a Banach space and (Rλ)λ∈Λ
a family of projections with the properties listed in Theorem 1.4. Denote D =

⋃
λ∈Λ R∗

λ[X∗]. If X, D and 
(Rλ)λ∈Λ belong to M , then X = X ∩ M + (D ∩ M)⊥.

Proof. Let φ1, . . . , φN be a subformula-closed list of formulas which contains the formulas from Lemma 4.3, 
the formulas provided by Lemmata 5.1 and 5.4 and the formulas below marked by (∗). Let Y be a countable 
subset containing the set Y0 from Lemma 4.3 and the sets provided by Lemmata 5.1 and 5.4. Fix an arbitrary 
M ≺ (φ1, . . . , φN ; Y ) such that {X, D, (Rλ)λ∈Λ} ⊂ M .
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Note that X∗ ∈ M due to Lemma 4.3(x). Since D is norming (this follows easily from the properties (i) 
and (v) in Theorem 1.4), Lemma 5.1 shows that X ∩ M + (D ∩ M)⊥ is a closed subspace of X. Hence, if 
X 	= X ∩ M + (D ∩ M)⊥, we may find a nonzero functional z∗ ∈ X∗ which is zero both on X ∩ M and 
on (D ∩ M)⊥. Set ΛM = Λ ∩ M . Since Λ ∈ M by Lemma 4.3(ii), we infer by Lemma 4.3(xiii) that ΛM is 
up-directed. Since it is countable, it follows from the properties (iii) and (iv) in Theorem 1.4 that ΛM has 
a supremum λ0 ∈ Λ and that Rλ0 = SOT − limλ∈Λ0 Rλ.

Fix any λ ∈ ΛM . Then

Rλ[X ∩ M ] = Rλ[X] ∩ M and R∗
λ[D ∩ M ] = R∗

λ[X∗] ∩ M.

Indeed, the inclusions ⊃ follow from the assumption that Rλ is a projection and the converse inclusions 
follow from Lemma 4.3. (The assertion (ii) implies that Rλ ∈ M , by (xi) we get R∗

λ ∈ M as well, hence we 
can conclude by using (ii) once more.)

Since Rλ[X] is WLD and Rλ[X] ∈ M by Lemma 4.3(ii), Lemma 5.4 yields

Rλ[X] = Rλ[X] ∩ M + (R∗
λ[X∗] ∩ M)⊥ ∩ Rλ[X].

Obviously z∗ (and so also R∗
λ(z∗)) is zero on Rλ[X] ∩ M . Further, since z∗ ∈ ((D ∩ M)⊥)⊥ = D ∩ M

w∗
, we 

get

R∗
λ(z∗) ∈ R∗

λ[D ∩ M ]w
∗

= R∗
λ[X∗] ∩ M

w∗

,

hence R∗
λ(z∗) is zero on (R∗

λ(X∗) ∩ M)⊥. Thus R∗
λ(z∗) = 0. Since this holds for any λ ∈ ΛM , we conclude 

R∗
λ0

(z∗) = 0, i.e. the restriction of z∗ to Rλ0 [X] is the zero functional.
To complete the proof by contradiction it is enough to show that z∗ is zero on the kernel of Rλ0 as well. 

To do that it is sufficient to prove that the kernel of Rλ0 is contained in (D∩M)⊥. Hence fix x in the kernel 
of Rλ0 and x∗ ∈ D ∩ M . By the definition of D we have

∃λ ∈ Λ : R∗
λ(x∗) = x∗. (∗)

By elementarity we may find such a λ ∈ ΛM . In particular, then λ ≤ λ0. Therefore

x∗(x) = R∗
λ(x∗)(x) = R∗

λ0(x
∗)(x) = x∗(Rλ0(x)) = x∗(0) = 0.

This completes the proof. �
Proof of Theorem 1.4. Let X and (Rλ)λ∈Λ be as in Theorem 1.4. We set D =

⋃
λ∈Λ R∗

λ[X∗]. By Lemma 5.5
and Lemma 5.2 there is a projectional skeleton on X such that the induced subspace of X∗ contains D. 
Further, it follows easily from the property (iv) that D is weak∗-countably closed. Finally, [18, Corollary 20]
shows that D is in fact equal to the subspace induced by the skeleton. �

Now we proceed to the proof of Theorem 1.1. To ensure commutativity of the skeleton we need some 
more lemmata.

Lemma 5.6. For any suitable elementary model M the following holds:
Let X be a Banach space and D ⊂ X∗ a subspace induced by a projectional skeleton in X. Suppose that 

X ∈ M and D ∈ M . Denote by PM the projection induced by M (i.e., the projection onto X ∩ M along 
(D ∩ M)⊥). Let Q : X → X be a bounded linear projection such that Q ∈ M . Then Q commute with PM . 
If Q[X] is moreover separable, then PMQ = QPM = Q.
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Proof. Let φ1, . . . , φN be a subformula-closed list of formulas which contains the formulas from Lemma 4.3, 
the formulas provided by Lemmata 5.1 and 5.4. Let Y be a countable subset containing the set Y0 from 
Lemma 4.3 and the sets provided by Lemmata 5.1 and 5.4. Fix an arbitrary M ≺ (φ1, . . . , φN ; Y ).

Since Q ∈ M , by Lemma 4.3(ii) we have Q[X ∩ M ] ⊂ X ∩ M , hence PMQPM = QPM . Further, by 

Lemma 4.3(xi) we have Q∗ ∈ M , hence Q∗[D ∩ M ] ⊂ D ∩ M due to Lemma 4.3(ii). Since D ∩ M
w∗

is the 
range of P ∗

M , we get P ∗
MQ∗P ∗

M = Q∗P ∗
M , hence PMQPM = PMQ. It follows that QPM = PMQ.

Suppose that Q[X] is moreover separable. Since Q[X] ∈ M by Lemma 4.3(ii), there is a countable dense 
set C ⊂ Q[X] such that C ∈ M (by Lemma 4.3(xii)), hence C ⊂ M (by Lemma 4.3(v)). It follows that 
Q[X] ∩ M is dense in Q[X], hence Q[X] ⊂ X ∩ M = PM [X]. Therefore PMQ = Q which completes the 
proof. �
Lemma 5.7. For a suitable elementary model M the following holds: Let M be a JBW ∗-algebra and (pα)α∈Γ
an orthogonal system of σ-finite projections in M with sum equal to 1. Let Λ0 and pC , RC , C ∈ Λ0 be defined 
as in Proposition 3.9. Set D =

⋃
C∈Λ0

R∗
C [M ]. For any C ∈ Λ0 let (SC,j)j∈JC

be a commutative projectional 
skeleton in RC [M∗]. Suppose that M contains M , M∗, D, (pα)α∈Γ, (RC)C∈Λ0 and ((SC,j)j∈JC

)C∈Λ0 . 
Denote by PM the projection induced by M . Then the following assertions are fulfilled:

(a) PM commutes with RC for each C ⊂ Γ ∩ M .
(b) For any C ∈ Λ0 ∩ M there is jC ∈ JC such that PM restricted to RC [M∗] equals SC,jC

.
(c) Let C = Γ ∩ M . Then PMRC = RCPM = PM .

Proof. Let φ1, . . . , φN be a subformula-closed list of formulas which contains the formulas from Lemma 4.3, 
the formulas provided by Lemmata 5.1 and 5.4 and the formulas below marked by (∗). Let Y be a countable 
subset containing the set Y0 from Lemma 4.3 and the sets provided by Lemmata 5.1 and 5.6. Fix an arbitrary 
M ≺ (φ1, . . . , φN ; Y ) containing M , M∗, D, (pα)α∈Γ, (RC)C∈Λ0 and ((SC,j)j∈JC

)C∈Λ0 .
Fix any C ⊂ Γ ∩ M . For any finite subset F ⊂ C we get F ∈ M by Lemma 4.3(iii). Then RF ∈ M by 

Lemma 4.3(ii). Therefore by Lemma 5.6 we deduce that RF commutes with PM . Since RC is the SOT-limit 
of these projections RF , we conclude that RC commutes with PM as well. This completes the proof of the 
assertion (a).

Let us continue by proving (b). Fix C ∈ Λ0 ∩ M . Then C is a countable subset of Γ, thus C ⊂ Γ ∩ M

by Lemma 4.3(v). By (a) it follows that PM commutes with RC . In particular, PM restricted to RC [M∗]
is a projection on RC [M∗]. Further, since C ∈ M , we get (SC,j)j∈JC

∈ M , hence also JC ∈ M (we apply 
Lemma 4.3(ii) twice).

It follows by Lemma 4.3(xiii) that JC ∩M is a countable up-directed set, denote by jC its supremum. For 
any j ∈ JC ∩ M we have PMSC,j = SC,jPM = SC,j by Lemma 5.6. Hence, by proceeding to the SOT-limit 
we get

PMSC,jC
= SC,jC

PM = SC,jC
.

To complete the proof of (b) it suffices to observe that the range of PMRC is contained in the range of 
SC,jC

. But

PM [RC [M∗]] = RC [PM [M∗]] = RC [M∗ ∩ M ] ⊂ RC [M∗ ∩ M ]

and for any ω ∈ M∗ ∩ M we have RC(ω) ∈ RC [M∗] ∩ M . Since

∃j ∈ JC : SC,jω = ω, (∗)

elementarity yields such a j ∈ JC ∩ M . Therefore SC,jC
ω = ω.
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Finally, let us prove (c). The first equality follows from (a). To complete the proof it is enough to show 
that the range of PM is contained in the range of RC . Since the range of PM is M∗ ∩ M , it suffices to observe 
that M∗ ∩ M ⊂ RC [M∗]. But this can be proved by repeating the argument from the proof of (b). �
Proof of Theorem 1.1. We start by proving the theorem for JBW ∗-algebras. To this end we will use 
Lemma 5.3. Let M be any JBW ∗-algebra and let (pα)α∈Γ, Λ0 and pC , RC , C ∈ Λ0 be defined as in 
Proposition 3.9. Set D =

⋃
C∈Λ0

R∗
CM . For any C ∈ Λ0 let (SC,j)j∈JC

be a commutative projectional 
skeleton in RCM∗.

Let φ1, . . . , φN be a subformula-closed list of formulas which contains the formulas from Lemma 4.3, 
the formulas provided by Lemmata 5.1 and 5.4. Let Y be a countable subset containing the set Y0 from 
Lemma 4.3 and the sets provided by Lemmata 5.1 and 5.6 and containing also M , M∗, D, (pα)α∈Γ, 
(RC)C∈Λ0 and ((SC,j)j∈JC

)C∈Λ0 . Let M1 and M2 be two elementary models for φ1, . . . , φN containing Y .
Let C1 = M1 ∩ Γ, C2 = M2 ∩ Γ and C = C1 ∩ C2. Let C = {γn; n ∈ N} and Fn = {γ1, . . . , γn}. Since 

C ⊂ M1∩M2 and Fn is finite, we get Fn ∈ M1∩M2 for each n (by Lemma 4.3(iii)). Therefore, by Lemma 5.7
we find jn, kn ∈ JFn

such that

PM1 |RFn [M∗] = SFn,jn
and PM2 |RFn [M∗] = SFn,kn

.

Fix any ω ∈ M∗. We have

PM1PM2ω = (PM1RC1)(PM2RC2)ω = PM1RC1RC2PM2ω = PM1RCPM2ω

= PM1PM2RCω = lim
n

PM1PM2RFn
ω = lim

n
PM1SFn,kn

RFn
ω

= lim
n

SFn,jn
SFn,kn

RFn
ω.

Similarly we get

PM2PM1ω = lim
n

SFn,kn
SFn,jn

RFn
ω.

Since the projections SFn,kn
and SFn,jn

commute, we conclude that PM1 and PM2 commute as well.
If M is σ-finite, then M∗ is WCG by Proposition 3.7 applied to p = 1. Next suppose that M is not 

σ-finite. Similarly as in the proof of [4, Theorem 1.1] to show that M∗ is not WLD it suffices to prove 
that it contains an isometric copy of �1(Γ) for an uncountable set Γ. Such a set Γ will be provided by 
Proposition 3.9 – it is uncountable due to Lemma 3.5. For any α ∈ Γ let ωα be a normal state such that 
pα = pωα

(it exists due to Lemma 3.4). We claim that the closed linear span of (ωα)α∈Γ in M∗ is isometric 
to �1(Γ). To prove the claim fix a finite set F ⊂ Γ and cα ∈ C for α ∈ F . For each α ∈ F fix a complex unit 
θα such that θαcα = |cα|. Set x =

∑
α∈F θαpα. Then x∗ =

∑
α∈F θαpα and hence x∗ ◦ x =

∑
α∈F pα = pF . 

Hence,

{xx∗x} = 2(x ◦ x∗) ◦ x − (x ◦ x) ◦ x∗

= 2
((∑

α∈F

θαpα

)
◦
(∑

α∈F

θαpα

))
◦
(∑

α∈F

θαpα

)

−
((∑

α∈F

θαpα

)
◦
(∑

α∈F

θαpα

))
◦
(∑

α∈F

θαpα

)

= 2
(∑

α∈F

pα

)
◦
(∑

α∈F

θαpα

)
−
(∑

α∈F

θ2
αpα

)
◦
(∑

α∈F

θαpα

)
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= 2
(∑

α∈F

θαpα

)
−
(∑

α∈F

θαpα

)
= 2x − x = x.

So, ‖x‖3 = ‖{xx∗x}‖ = ‖x‖, hence ‖x‖ = 1 (unless the trivial case F = ∅). Further,
∥∥∥∥∥
∑

α∈F

cαωpα

∥∥∥∥∥ ≥
∣∣∣∣∣
∑

α∈F

cαωpα
(x)
∣∣∣∣∣ =

∑

α∈F

|cα|.

Since the converse inequality is obvious, we conclude that ‖ 
∑

α∈F cαωpα
‖ =

∑
α∈F |cα|, which completes 

the proof.
Finally, let us prove the theorem in case of JBW -algebras. Let A be a JBW -algebra. By Lemma 2.1

there is a unique JB∗-algebra M such that the A is isometrically isomorphic to Msa. By [10, Theorem 3.4]
M is a JBW ∗-algebra. Moreover, A∗ is isometric to M∗sa by Lemma 2.2, hence it is enough to prove the 
statement for M∗sa. Let (pα)α∈Γ, Λ0 and pC , RC , C ∈ Λ0 be defined as in Proposition 3.9. It follows from 
Lemma 3.1 that the projections RC preserve M∗sa. Define by Rsa

C the restriction of RC to M∗sa, considered 
as a projection on M∗sa. Since Rsa

C [M∗sa] is a complemented subspace of the WCG space RC [M∗], it is WCG 
as well. Hence, we can fix, for each C ∈ Λ0, a commutative projectional skeleton (SC,j)j∈JC

in Rsa
C [M∗sa]. 

Using an obvious analogue of Lemma 5.7 for M∗sa we can prove that M∗sa satisfies the assumptions of 
Lemma 5.3 to conclude in the same way as in case of M . The assertions on σ-finite and non-σ-finite 
JBW -algebras can be done in the same way as in case of JBW ∗-algebras. �
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Abstract

We investigate the preduals of JBW*-triples from the point of view of Banach space theory. We
show that the algebraic structure of a JBW*-triple M naturally yields a decomposition of its pre-
dual M*, by showing that M* is a 1-Plichko space (that is, it admits a countably 1-norming
Markushevich basis). In case M is σ-finite, its predual M* is even weakly compactly generated.
These results are a common roof for previous results on L1-spaces, preduals of von Neumann
algebras, and preduals of JBW*-algebras.

1. Introduction

The topic of this paper concerns the interplay between operator algebras, Jordan structures and
Banach space theory. The main goal is to prove that the predual of any *JBW -triple satisfies the
remarkable Banach space feature called 1-Plichko property (see Theorem 1.1 below). The predual
of a *JBW -triple can be viewed as a non-commutative and non-associative generalization of an L1

space. In general such a space may be highly non-separable. Despite this fact, our result implies
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that the predual of a *JBW -triple admits a nice decomposition into separable subspaces and admits
an appropriate Markushevich basis. More precisely, let X be a Banach space. A subspace *ÌD X
is said to be a S-subspace of *X if there is a linearly dense set ÌS X such that

*f f= { Î { Î ( ) ¹ } }D X m S m: : 0 is countable .

The Banach space X is called (r-)Plichko if *X admits an (r-)norming S-subspace, that is there
exists a S-subspace D of *X such that

f f f£ { ( ) Î £ } ( Î )   ∣ ∣x r x D x Xsup : , 1

(compare [34, 37]). We prove that the predual *M of any *JBW -triple M is 1-Plichko by identifying
a 1-norming S-subspace of * *= ( )M M . Moreover, the S-subspace we find is a canonical one and
has an easy algebraic description (see Section 4) and it is even an inner ideal (see Theorem 5.1).
This witnesses a close relationship of the algebraic and Banach space structures of *JBW -triples.

The 1-Plichko property of a Banach space X is equivalent to the fact that X has a countably
1-norming Markushevich basis [34, Lemma 4.19]. Another deep result [41, Theorem 27] says that
X is a 1-Plichko space if and only if it admits a commutative 1-projectional skeleton. A commuta-
tive 1-projectional skeleton is a system ( )l lÎLP of norm one projections on X , where L is an
up-directed set, fulfilling the following conditions:

• lP X is separable for each l and = l lÎL⋃X P X .
• =l m lP P P whenever l m£ .
• =l m m lP P P P for all l and m.
• If l( )n is an increasing net in L, it has a supremum, l Î L, and =l l⋃P X P Xn n

.

It easily follows that any 1-Plichko space enjoys the 1-separable complementation property saying
that any separable subspace can be enlarged to a 1-complemented separable subspace. This prop-
erty was established by U. Haagerup for preduals of von Neumann algebras with the help of
results from modular theory of von Neumann algebras (see [26, Theorem IX.1]).

The category of 1-Plichko spaces involves many classes of spaces studied in Banach space
theory. Let us recall that X is weakly Lindelöf determined (WLD), if *X is a S-subspace of itself. X
is called weakly compactly generated (WCG) if it contains a weakly compact subset whose linear
span is dense in X . Obviously, every WLD space is 1-Plichko, and it follows from [1, Proposition 2]
that every WCG space is WLD. Plichko and 1-Plichko spaces were formally introduced in [34,
Section 4.2]. The notion was motivated by a series of papers where A. N. Plichko studied this prop-
erty under equivalent reformulations (see [48–51]). Although the term 1-Plichko is the most com-
monly used name for the spaces defined above, they have been also studied under different names.
Namely, the class of those Banach spaces which are 1-Plichko is precisely the class termed  by J.
Orihuela [44], which has been also studied by M. Valdivia [56].

It has been proved by the third author of this note in [37] that many important spaces have
1-Plichko property, for example L1 spaces for non-negative s-finite measures, order-continuous
Banach lattices, and ( )C K -spaces for abelian compact groups K . Moreover, the paper [37] con-
tains the first result on non-commutative L1 spaces showing that the predual of a semi-finite von
Neumann algebra is 1-Plichko. Motivated by the latter, the first three authors of this paper prove
in [4] that the predual of any von Neumann algebra is 1-Plichko. Moreover, they showed that the
canonical 1-norming S-subspace is the two-sided ideal of all elements whose range projection is
s-finite. A generalization to *JBW -algebras appeared to be non-trivial. In [5] the same authors
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showed that the predual of any *JBW -algebra is 1-Plichko. The proof was quite different from that
given in the setting of von Neumann algebras. The proof in the Jordan case was based on con-
structing a special projection skeleton with the help of the set theoretical tool of elementary sub-
models. Obviously, the question whether, as in the case of von Neumann algebra preduals [4], the
result can be obtained without any use of submodels theory is a gap which is not fulfilled by the
results in [5].

In the present paper, we prove a further generalization of the above mentioned results by show-
ing that all *JBW -triple preduals are 1-Plichko spaces. Our main result reads as follows.

THEOREM 1.1. The predual *M of a *JBW -triple M is a 1-Plichko space. Moreover, *M is WLD
if and only if M is s-finite. In this case, *M WCG.

The approach in this paper resembles more the one of [4] than the one of [5]. One reason for
this has already been mentioned, in the present paper the proofs and arguments do not make use of
the set theoretic tool of submodels. Moreover, the theory of *JBW -triples allows to connect the
description of the S-subspace obtained in [4] and to obtain a similar and satisfactory description
for *JBW -triples (and hence also for *JBW -algebras), see Theorem 5.1. The key result for this
approach is Proposition 4.3.

The relevant notions related to *JBW -triples are gathered in Section 2. Theorem 1.1—in fact a
more precise version of Theorem 1.1—follows from Theorems 3.1 and 4.1 proved below.

Since the second dual of a *JB -triple is a *JBW -triple (see [10, Corollary 3.3.5]), the next result
is a straightforward consequence of Theorem 1.1.

COROLLARY 1.2. The dual space of a *JB -triple is a 1-Plichko space.

We recall that a Banach space X has the (r-)separable complementation property if any separ-
able subspace of X is contained in an (r-)complemented separable subspace of X (compare [26,
page 92]). Since 1-Plichko spaces enjoy the 1-separable complementation property (which follows
immediately from the characterization using a projectional skeleton formulated above), we also get
the following result.

COROLLARY 1.3. Preduals of *JBW -triples have the 1-separable complementation property.

The above corollary is an extension of a result of U. Haagerup, who showed that the same state-
ment holds for von Neumann algebra preduals (with different methods, see [26, Theorem IX.1]).

2. Notation and preliminaries

In this section, we recall basic notions and results on *JBW -triples and Plichko spaces. We also
include some auxiliary results needed to prove our main results. For unexplained notation from
Banach space theory, we refer to [21]. The symbols X and *X will denote the closed unit ball
and the dual of a Banach space X , respectively.

2.1. Elements of *JBW -triples

W. Kaup [39] obtains an analytic-algebraic characterization of bounded symmetric domains in
terms of the so-called *JB -triples, by showing that every bounded symmetric domain in a complex
Banach space is biholomorphically equivalent to the open unit ball of a *JB -triple. Thanks to this
result, *JB -triples offer a natural bridge to connect the infinite-dimensional holomorphy with
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functional analysis. We recall that a *JB -triple is a complex Banach space E equipped with a con-
tinuous ternary product { }.,.,. , which is symmetric and bilinear in the outer variables and
conjugate-linear in the middle one, satisfying the following properties:

• { { }} = {{ } } - { { } }x y a b c x y a b c a y x b c, , , , , , , , , , , , + { { }}a b x y c, , , , for all Îa b c x y E, , , ,
(Jordan identity),

• the operator { }↦x a a x, , is a Hermitian operator with non-negative spectrum for each Îa E ,
• { } =   a a a a, , 3 for Îa E .

We recall that an operator Î ( )T B E is Hermitian if and only if ( ) = irTexp 1 for each Îr .
For Îa b E, we define a (linear) operator ( )L a b, on E by ( )( ) = { }L a b x a b x, , , , Îx E , and a
conjugate-linear operator ( )Q a b, by ( )( ) = { }Q a b x a x b, , , . Given Îa E , the symbol ( )Q a will
denote the operator on E defined by ( ) = ( )Q a Q a a, .

Every *C -algebra is a *JB -triple with respect to the triple product given by { }=x y z, ,
* *( + )xy z zy x .1

2
The same triple product equips the space ( )B H K, , of all bounded linear opera-

tors between complex Hilbert spaces H and K , with a structure of *JB -triple. Among the examples
involving Jordan algebras, we can say that every *JB -algebra is a *JB -triple under the triple prod-
uct * * *{ } = ( ) + ( ) - ( )◦ ◦ ◦ ◦ ◦ ◦x y z x y z z y x x z y, , .

An element e in a *JB -triple E is said to be a tripotent if = { }e e e e, , . If E is a von Neumann
algebra viewed as a *JBW -triple, then any projection is clearly a tripotent; in fact, an element of a
von Neumann algebra is a tripotent if and only if it is a partial isometry.

For each tripotent Îe E , the mappings ( )  ( = )P e E E i: 0, 1, 2i defined by

( ) = ( )( ( ) - ) ( ) = ( )( - ( ))
( ) = ( - ( ))( - ( ))

P e L e e L e e id P e L e e id L e e

P e id L e e id L e e

, 2 , , 4 , ,

and , 2 ,
E E

E E

2 1

0

are contractive linear projections (see [23, Corollary 1.2]), called the Peirce projections associated
with e. It is known (cf. [10, p. 32]) that ( ) = ( )P e Q e2

2, ( ) = ( ( ) - ( ) )P e L e e Q e2 ,1
2 , and

( ) = - ( ) + ( )P e id L e e Q e2 ,E0
2. In case E is a von Neumann algebra, Îe E a partial isometry,

*=q e e the initial projection and *=p ee the final projection, we get

( ) = ( ) = ( - ) + ( - ) ( ) = ( - ) ( - )P e x pxq P e x px q p xq P e x p x q, 1 1 and 1 1 .2 1 0

If e is even a symmetric element (that is, * =e e) in the von Neumann algebra then we have
=p q.
The range of ( )P ei is the eigenspace, ( )E ei , of ( )L e e, corresponding to the eigenvalue i

2
, and

= ( ) Å ( ) Å ( )E E e E e E e2 1 0

is termed the Peirce decomposition of E relative to e. Clearly, Î ( )e E e2 and ( )( ) =P e e 0k for
=k 0, 1. The following multiplication rules (known as Peirce rules or Peirce arithmetic) are satisfied:

{ ( ) ( ) } = { ( ) ( ) } = { } ( )E e E e E E e E e E, , , , 0 , 2.12 0 0 2

{ ( ) ( ) ( )} Í ( ) ( )- +E e E e E e E e, , , 2.2i j k i j k
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where ( ) = { }- +E e 0i j k whenever - + Ï { }i j k 0, 1, 2 ([23] or [10, Theorem 1.2.44]). A tri-
potent e is called complete if ( ) = { }E e 00 . The complete tripotents of a *JB -triple E are precisely
the complex and the real extreme points of its closed unit ball (cf. [6, Lemma 4.1] and
[38, Proposition 3.5] or [10, Theorem 3.2.3]). Therefore every *JBW -triple contains an abundant
collection of complete tripotents. If = ( )E E e2 , or equivalently, if { } =e e x x, , for all Îx E , we
say that e is unitary.

For each tripotent e in a *JB -triple, E , the Peirce-2 subspace ( )E e2 is a unital *JB -algebra with
unit e, product { }◦ ≔a b a e b, ,e and involution { }≔⁎a e a e, ,e (cf. [10, Section 1.2 and Remark
3.2.2]). As we noticed above, every *JB -algebra is a *JB -triple with respect to the product

* * *{ } = ( ) + ( ) - ( )◦ ◦ ◦ ◦ ◦ ◦a b c a b c c b a a c b, , .

Kaup’s Banach–Stone theorem (see [39, Proposition 5.5]) assures that a surjective operator
between *JB -triples is an isometry if and only if it is a triple isomorphism. Consequently, the triple
product on ( )E e2 is uniquely determined by the expression

{ } = ( ) + ( ) - ( ) ( )◦ ◦ ◦ ◦ ◦ ◦⁎ ⁎ ⁎a b c a b c c b a a c b, , , 2.3e e e e ee e e

for every Î ( )a b c E e, , 2 . Therefore, unital *JB -algebras are in one-to-one correspondence with
*JB -triples admitting a unitary element (see also [9, 4.1.55]).
A *JBW -triple is a *JB -triple which is also a dual Banach space. Examples of *JBW -triples

include von Neumann algebras and *JBW -algebras. Every *JBW -triple admits a unique isometric
predual and its triple product is separately *weak -to- *weak -continuous ([3, 29], [10, Theorem 3.3.9]).
Consequently, the Peirce projections associated with a tripotent in a *JBW -triple are *weak -to-

*weak -continuous. Therefore, for each tripotent e in a *JBW -triple M , the Peirce subspace ( )M e2 is
a *JBW -algebra. Unlike general *JB -triples, *JBW -triples admit a rather concrete representation
which we recall in Section 2.4 below as it is the essential tool for proving our results.

Let a b, be elements in a *JB -triple E . Following standard terminology, we shall say that a and
b are algebraically orthogonal or simply orthogonal (written ^a b) if ( ) =L a b, 0. If we con-
sider a *C -algebra A as a *JB -triple, then two elements Îa b A, are orthogonal in the *C -sense
(that is, * *= =ab b a 0) if and only if they are orthogonal in the triple sense. Orthogonality is a
symmetric relation. By Peirce arithmetic it is immediate that all elements in ( )E e2 are orthogonal
to all elements in ( )E e0 , in particular, two tripotents Îu v E, are orthogonal if and only if
Î ( )u E v0 (and, by symmetry, if and only if Î ( )v E u0 ). We refer to [8, Lemma 1] for other useful

characterizations of orthogonality and additional details not explained here.
The order in the partially ordered set of all tripotents in a *JB -triple E is defined as follows:

Given two tripotents Îe u E, , we say that £e u if -u e is a tripotent which is orthogonal to e.

LEMMA 2.1. ([10, 23, Corollary 1.7, Proposition 1.2.43]). Let u e, be two tripotents in a *JB -triple
E . The following assertions are equivalent.

(1) £e u.
(2) ( )( ) =P e u e2 .
(3) { } =u e u e, , .
(4) { } =e u e e, , .
(5) e is a projection (that is, a self-adjoint idempotent) in the *JB -algebra ( )E u2 .
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For each norm-one functional j in the predual *M , of a *JBW -triple M , there exists a unique tri-
potent Îe M satisfying j j= ( )P e2 and j ( )∣M e2 is a faithful normal state of the *JBW -algebra

( )M e2 (see [23, Proposition 2]). This unique tripotent e is called the support tripotent of j, and
will be denoted by j( )e . It is explicitly shown in [23] that

j j j= = ( ) ³ ( ) ( ) u M u u eif is a tripotent in with 1 , then . 2.4

We recall that a subspace I of a *JB -triple E is called an inner ideal, provided { } ÍI E I I, ,
(that is, provided { } Îa b c I, , whenever Îa c I, and Îb E , see [16]). Clearly, an inner ideal is
a subtriple. Note that if e is a tripotent of a *JBW -triple M , then ( )M e2 is a *weak -closed inner
ideal of M (compare the previous Peirce arithmetic). In a von Neumann algebra W (regarded as
*JBW -triple) left and right ideals and sets of the form aWb (with fixed Îa b W, ) are inner ideals,

whereas *weak -closed inner ideals are of the form pWq with projections Îp q W, [15, Theorem 3.16].
Given an element x in a *JB -triple E , the symbol Ex will denote the norm-closed subtriple of E

generated by x, that is, the closed subspace generated by all odd powers [ + ]x n2 1 , where =[ ]x x1 ,
= { }[ ]x x x x, ,3 , and = { }[ + ] [ - ]x x x x, ,n n2 1 2 1 ( ³n 2) (compare, for example, [42, Section 3.3] or

[10, Lemma 1.2.10]). It is known that there exists an isometric triple isomorphism
Y  ( )E C L: x 0 satisfying Y( )( ) =x t t , for all t in L (compare [39, 1.15]), where ( )C L0 is the
abelian *C -algebra of all complex-valued continuous functions on L vanishing at 0, L being a
locally compact subset of ( ] x0, satisfying that È { }L 0 is compact. Thus, for any continuous
function È { } f L: 0 vanishing at 0, it is possible to give the usual meaning in the sense of
functional calculus to ( ) Îf x Ex, via ( ) = Y ( )-f x f1 .

For each norm-one element x in a *JBW -triple M , ( )r x will denote its range tripotent. We suc-
cinctly describe its definition. (More details are given for example in [46, Section 2.2] or in [14,
comments before Lemma 3.1] or [8, Section 2]). For Îx M with = x 1, the functions  -t t n

1
2 1

give rise to an increasing sequence ( )[ ]-x n
1

2 1 which *weak -converges to ( )r x in M . The tripotent
( )r x is the smallest tripotent Îe M satisfying that x is a positive element in the *JBW -algebra
( )M e2 (see, for example, [14, comments before Lemma 3.1] or [8, Section 2]). The inequality

£ ( )x r x holds in ( ( ))M r x2 for every norm-one element Îx E . For a non-zero element Îz M ,
the range tripotent of z, ( )r z , is precisely the range tripotent of

 
z

z
, and we set ( ) =r 0 0.

Let M be a *JBW -triple. We recall that a tripotent u in M is said to be s-finite if u does not
majorize an uncountable orthogonal subset of tripotents in M . Equivalently, u is a s-finite tripotent
in M if and only if there exists an element j in *M whose support tripotent j( )e coincides with u
(cf. [17, Theorem 3.2]). Following standard notation, we shall say that M is s-finite if every tri-
potent in M is s-finite, equivalently, every orthogonal subset of tripotents in M is countable (cf.
[17, Proposition 3.1]). It is also known that the sum of an orthogonal countable family of mutually
orthogonal s-finite tripotents in M is again a s-finite tripotent (see [17, Theorem 3.4(i)]). It is fur-
ther proved in [17, Theorem 3.4(ii)] that every tripotent in M is the supremum of a set of mutually
orthogonal s-finite tripotents in M .

When a von Neumann algebra W is regarded as a *JBW -triple, a projection p is s-finite in the
triple sense if and only if it is s-finite or countably decomposable in the usual sense employed for
von Neumann algebras (compare [53, Definition 2.1.8] or [55, Definition II.3.18]).

We will need the following properties of s-finite tripotents which have been borrowed from [17].
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LEMMA 2.2. ([17]). Let M be a *JBW -triple and let e be a tripotent of M . Then the following hold:

(i) ( )M e2 is a *JBW -subtriple of M and any tripotent Î ( )p M e2 is s-finite in ( )M e2 if and only
if it is s-finite in M .

(ii) e is s-finite if and only if ( )M e2 is s-finite.
(iii) If e is s-finite, then any tripotent in ( )M e2 is s-finite in M .

Proof. Since ( )M e2 is a *weak -closed subtriple of M , assertion (i) follows from [17, Lemma 3.6
(ii)]. Assertion (ii) follows from (i), [17, Theorem 4.4(viii)–(ix)] and the fact that e is a complete
tripotent in ( )M e2 . Finally, assertion (iii) follows immediately from (i) and (ii). □

For non-explained notions concerning *JB -algebras and *JB -triples, we refer to the monographs
[9, 10].

2.2. Contractive and bicontractive projections

One of the main properties enjoyed by any member E in the class of *JB -triples states that the
image of a contractive projection P E E: (where contractive means £ P 1) is again a *JB -triple
with triple product { } ({ })≔x y z P x y z, , , ,P for x y z, , in ( )P E and

{ } = { ( ) } Î ( ) Î ( )P a x b P a P x b a b P E x E, , , , , , , 2.5

(see [24, 35, 49]). It is further known that under these conditions ( )P E need not be, in general, a
*JB -subtriple of E (compare [22, Example 1] or [40, Example 3]). But note that if ( )P E is known

to be a subtriple, then { }· · ·, , P coincides with the original triple product of E because in *JB -triples
norm and triple product determine each other (see e.g. [10, Theorem 3.1.7, 3.1.20]). Fortunately,
more can be said about the *JB -triple structure of ( )P E . It is known that ( )P E is isometrically iso-
morphic to a *JB -subtriple of **E (see [25, Theorem 2]).

If P E E: is even a bicontractive projection (where bicontractive means £ P 1 and
- £ I P 1—by IV or simply I we denote the identity on a vector space V ) on a *JB -triple, it

satisfies a stronger property. Namely, ( )P E is then a *JB -subtriple of E , in particular (2.5) can be
improved because the identities

{ } = { ( )} { } = { ( ) } ( )P a b x a b P x P a x b a P x b, , , , and , , , , 2.6

hold for Î ( )a b P E, , Îx E (cf. [25, Section 3]). It is further known that when P is bicontractive,
there exists a surjective linear isometry (that is, a triple automorphism) Q on E of period 2 such
that = ( + Q)P I1

2
(see [25, Theorem 4]). Since, by another interesting property of *JBW -triples,

every surjective linear isometry on a *JBW -triple is *weak -to- *weak -continuous (see [29, Proof of
Theorem 3.2]) we have, as a consequence, that a bicontractive projection P on a *JBW -triple is

*weak -to- *weak -continuous.

2.3. Von Neumann tensor products

We recall now some basic facts on von Neumann tensor products of von Neumann algebras. The
theory has been essentially borrowed from [55, Chapter IV], and we refer to the latter monograph
for additional results not commented here. Let Ì ( )A B H and Ì ( )W B K be von Neumann
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algebras. The algebraic tensor product ÄA W is canonically embedded into ( Ä )B H K , where
ÄH K is the Hilbertian tensor product of H and K (see [55, Definition IV.1.2]). The von

Neumann algebra generated by the algebraic tensor product ÄA W is denoted ÄA W , and is
called the von Neumann tensor product of A and W . Note that ÄA W is the *weak closure of

ÄA W in ( Ä )B H K (see [55, Section IV.5]).
If A is commutative, then the predual of ÄA W is canonically identified with the projective

tensor product of preduals, that is

* * *( Ä ) = Ä ( )pA W A W . 2.7

This follows from [55, Theorem IV.7.17] (or rather [55, Section IV.7]). Furthermore, the special
case of a separable *W is treated in [53, Theorem 1.22.13], while there is another approach via results
on operator spaces: Results due to E. G. Effros and Z. J. Ruan show that equality (2.7) holds for any
von Neumann algebraW , when the projective tensor product on the right-hand side is in the category
of operator spaces ([18, Theorem 7.2.4], [19]). But if A is commutative, it carries the minimal
operator-space structure by [18, Proposition 3.3.1], and hence the predual *A carries the maximal
structure by [18, (3.3.13) or (3.3.15) on p. 51], and hence by [18, (8.2.4) on p. 146] the projective ten-
sor product in the category of operator spaces coincides with the projective tensor product in the
Banach space sense.

LEMMA 2.3. Let A and W be von Neumann algebras with A commutative. Suppose P W W:
is a *weak -to- *weak -continuous contractive projection. Then the following holds:

(i) ( )P W is a *JBW -triple with triple product { } ({ })≔x y z P x y z, , , ,P for x y z, , in ( )P W .
(ii) Ä ( )A P W , the *weak -closure of the algebraic tensor product Ä ( )A P W in ÄA W , is the

range of a *weak -to- *weak -continuous contractive projection Q on ÄA W .
(iii) Ä ( )A P W is a *JBW -triple with triple product { } ({ })≔x y z Q x y z, , , ,Q for x y z, , in

Ä ( )A P W . Moreover,

* * * * * *( Ä ( )) = Ä ( ( )) = Ä ( )p p A P W A P W A P W .

Proof. We know from Section 2.2 that statement (i) is satisfied.
Since P is *weak -to- *weak continuous, it is the dual map of a map * * *P W W: . It is clear

that *P is a contractive projection on *W . It follows from basic tensor product properties (cf. [11,
3.2] or [52, Proposition 2.3]) that *ÄI P is a contractive projection on * *ÄpA W . Moreover, by
[11, 3.8] or [52, Proposition 2.5] the norm on its range (which is the norm-closure of the algebraic
tensor product * * *Ä ( )A P W ) is the projective norm coming from * * *Ä ( )pA P W .

Further, it is clear that the dual mapping * *= ( Ä )Q I P is a *weak -to- *weak -continuous con-
tractive projection on * * *( Ä ) = ÄpA W A W . Using the results commented in Section 2.2 we
know that its range is a *JBW -triple with the triple product defined in (iii). Since the range of Q is
canonically identified with the dual of * * *Ä ( )pA P W , to complete the proof of (ii) and (iii) it is
enough to show that the range of * *( Ä )I P is Ä ( )A P W .

To show the desired equality we observe that the restriction of * *( Ä )I P to the algebraic tensor
product ÄA W coincides with ÄI P. Therefore the range of * *( Ä )I P contains Ä ( )A P W and
hence also its *weak closure Ä ( )A P W . Conversely, since the unit ball  ÄA W is *weak -dense in
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 ÄA W (for example by the Kaplansky density theorem), and * *( Ä )I P is *weak -to- *weak -continuous,
 ÄA W is *weak dense in the unit ball of the range of * *( Ä )I P as well. This completes the proof. □

LEMMA 2.4. Let A and W be von Neumann algebras with A commutative. Suppose P W W:
is a bicontractive projection. Then the following holds:

(i) ( )P W is a *JBW -subtriple of W .
(ii) Ä ( )A P W , the *weak -closure of the algebraic tensor product Ä ( )A P W in ÄA W , is the

range of a bicontractive projection on ÄA W .
(iii) Ä ( )A P W is a *JBW -subtriple of ÄA W and, moreover,

* * * * * *( Ä ( )) = Ä ( ( )) = Ä ( )p p A P W A P W A P W .

Proof. By Section 2.2, we know that ( )P W is a *JB -subtriple of W and that P is *weak -to-
*weak -continuous. Hence we can apply Lemma 2.3. Moreover, since P is even bicontractive, we

get that *P is bicontractive, and hence *ÄI P and * *= ( Ä )Q I P are bicontractive too. Finally,
since Q is bicontractive, by Section 2.2 we get that Ä ( )A P W is a *JBW -subtriple of ÄA W . □

2.4. Structure theory

In this subsection, we recall an important structure result, due to G. Horn [30] and G. Horn and E.
Neher [31], which allows us to represent every *JBW -triple in a concrete way. These results will
be the main tool for proving that *JBW -triple preduals are 1-Plichko spaces.

We begin by recalling the definition of Cartan factors. There are six types of them (compare
[10, Example 2.5.31]):

Type 1: A Cartan factor of type 1 coincides with a Banach space ( )B H K, , of all bounded
linear operators between two complex Hilbert spaces H and K , where the triple product is defined
by * *{ } = ( + )-x y z xy z zy x, , 2 1 . If =H Kdim dim , then we can suppose =H K and we get the
von-Neumann algebra ( )B H . If <K Hdim dim , we may suppose that K is a closed subspace of
H and then ( )B H K, is a *JB -subtriple of ( )B H . Moreover, if p is the orthogonal projection of H
onto K , then ↦x px is a bicontractive projection of ( )B H onto ( )B H K, . If >K Hdim dim , we
may suppose that H is a closed subspace of K , p the orthogonal projection of K onto H and then

↦x xp is a bicontractive projection of ( )B K onto ( )B H K, .
Types 2 and 3: Cartan factors of types 2 and 3 are the subtriples of ( )B H defined by

*= { Î ( ) = - }C x B H x jx j:2 and *= { Î ( ) = }C x B H x jx j:3 , respectively, where j is a conju-
gation (that is, a conjugate-linear isometry of period 2) on H . If j is a conjugation on H , then there
is an orthonormal basis ( )g gÎGe such that (å ) = åg g g g g gÎG ÎGj c e c e . Each Î ( )x B H can be
represented by a ‘matrix’ ( )gd g dÎGx , . It is easy to check that the representing matrix of *jx j is the
transpose of the representing matrix of x. Hence, C2 consists of operators with antisymmetric
representing matrix and C3 of operators with symmetric ones. Therefore, ( ) = ( + )P x x xt1

2
(where *=x jx jt is the transpose of x with respect to the basis chosen above) is a bicontractive
projection on ( )B H such that C3 is the range of P, and C2 is the range of -I P.

Type 4: A Cartan factor of type 4 (denoted by C4) is a complex spin factor, that is, a complex
Hilbert space (with inner product á ñ.,. ) provided with a conjugation ↦x x , triple product
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{ } = á ñ + á ñ - á ñ¯ ¯x y z x y z z y x x z y, , , , , ,

and norm given by = á ñ + á ñ - á ñ  ∣ ∣x x x x x x x, , ,2 2 2 . We point out that C4 is isomorphic to a
Hilbert space and hence, in particular, reflexive.

Types 5 and 6: All we need to know about Cartan factors of types 5 and 6 (also called excep-
tional Cartan factors) is that they are all finite dimensional.

Although H. Hanche-Olsen showed in [27, Section 5] that the standard method to define tensor
products of JC-algebras (and JW*-triples) is, in general, hopeless, von Neumann tensor products
can be applied in the representation theory of JBW*-triples. Let A be a commutative von
Neumann algebra and let C be a Cartan factor which can be realized as a *JW -subtriple of some
( )B H . As before, the symbol ÄA C will denote the *weak -closure of the algebraic tensor product
ÄA C in the usual von Neumann tensor product Ä ( )A B H of A and ( )B H . This applies to

Cartan factors of types 1–4 (this is obvious for Cartan factors of types 1–3, the case of type 4
Cartan factors follows from [28, Theorem 6.2.3]).

The above construction does not cover Cartan factors of types 5 and 6. When C is an excep-
tional Cartan factor, ÄA C will denote the injective tensor product of A and C, which can be
identified with the space (W )C C, , of all continuous functions on W with values in C endowed
with the pointwise operations and the supremum norm, where W denotes the spectrum of A (cf.
[52, p. 49]). We observe that if C is a finite dimensional Cartan factor which can be realized as a
*JW -subtriple of some ( )B H both definitions above give the same object (cf. [55, Theorem

IV.4.14]).
The structure theory settled by G. Horn and E. Neher [30, 31, (1.7)] proves that every
*JBW -triple M writes (uniquely up to triple isomorphisms) in the form


( ) a= Ä Å ( ) Å ( )

Î
¥

¥ ¥⨁M A C H W pV, , 2.8
j

j j

ℓ

ℓ ℓ

where each Aj is a commutative von Neumann algebra, each Cj is a Cartan factor, W and V are con-
tinuous von Neumann algebras, p is a projection in V , a is a linear involution on W commuting with
*, that is, a linear *-antiautomorphism of period 2 on W , and a a( ) = { Î ( ) = }H W x W x x, : .

2.5. Some facts on Plichko spaces

The following lemma sums up several basic properties of S-subspaces.

LEMMA 2.5. Let X be a Banach space and *ÌD X a S-subspace. Then the following hold:

(i) D is *weak -countably closed. That is, * ÌC Dw whenever ÌC D is countable. In particular,
D is *weak -sequentially closed and norm-closed.

(ii) Bounded subsets of D are *weak -Fréchet-Urysohn. That is, given ÌA D bounded and
* Îx D such that * *Îx A w , then there is a sequence *( )xn in A *weak -converging to *x .

(iii) Let *¢ ÌD X be any other subspace satisfying (i) and (ii). If Ç ¢D D is 1-norming, then
= ¢D D .

(iv) If X is WLD, then *X is the only norming S-subspace of *X .
(v) If D is 1-norming, then for any Îx X there is * Îx D of norm one such that *( ) =  x x x .
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Proof. Assertion (i) follows from the very definition of a S-subspace, assertion (ii) follows from
[34, Lemma 1.6]. Assertion (iii) is an easy consequence of (i) and (ii) and follows from
[35, Lemma 2] (in fact in the just quoted lemma it is assumed that ¢D is a S-subspace as well, but
the proof uses only properties (i) and (ii)). Assertion ( )iv follows immediately from (iii) and (v) is
an easy consequence of (i). □

We will also need the following easy lemma on quotients of 1-Plichko spaces.

LEMMA 2.6. Let X be a 1-Plichko Banach space, and let *ÌD X be a 1-norming S-subspace.
Suppose that *ÌZ X is a *weak -closed subspace such that ÇD Z is *weak dense in Z . Then

ÇD Z is a 1-norming S-subspace of *= ( / )^Z X Z .

Proof. Since Z is a *weak -closed subspace of the dual space *X , it is canonically isometrically
identified with *( / )^X Z . Further, by the assumptions it is clear that ÇD Z is a 1-norming sub-
space of Z . It remains to show it is a S-subspace.

To do that, fix a linearly dense set ÌS X such that

* * *= { Î { Î ( ) ¹ } }D x X x S x x: : 0 is countable .

Let S̃ be the image of S in / ^X Z by the canonical quotient mapping. It is clear that S̃ is linearly
dense. Let

* * *= { Î = ( / ) { Î ( ) ¹ } }^˜ ˜D x Z X Z x S x x: : 0 is countable

be the S-subspace induced by S̃. It is easy to check that Ç Ì ˜D Z D. It follows from Lemma 2.5
(iii) that Ç = ˜D Z D, which completes the proof. □

3. Preduals of s-finite *JBW -triples

The aim of this section is to prove the following result.

THEOREM 3.1. The predual of any s-finite *JBW -triple is WCG, in fact even Hilbert-generated.

Recall that a Banach space X is said to be Hilbert-generated if there is a Hilbert space H and a
bounded linear mapping T H X: with dense range. It is clear that any Hilbert-generated
Banach space is WCG (the generating weakly compact set is precisely ( )T H ).

Theorem 3.1 above follows from the following stronger statement, which is a *JBW -triple
analog of [4, Lemma 3.3] for von Neumann algebras and of [5, Proposition 3.7] for
*JBW -algebras.

PROPOSITION 3.2. Let e be a s-finite tripotent in a *JBW -triple M . Then the predual of the space
( ) Å ( )M e M e2 1 (i.e. * *( ( ) + ( )) ( )P e P e M2 1 ) is Hilbert-generated.

To see that Theorem 3.1 follows from the above proposition it is enough to use the fact that
any *JBW -triple contains an abundant set of complete tripotents. In particular, any s-finite
*JBW -triple M contains a s-finite complete tripotent Îe M such that = ( ) Å ( )M M e M e2 1 .

Hence Proposition 3.2 entails Theorem 3.1.
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Next let us focus on the proof of Proposition 3.2. Similarly as in the case of von Neumann alge-
bras and *JBW -algebras, it will be done by introducing a canonical (semi)definite inner product.
Barton and Friedman [2, Proposition 1.2] showed that given an element j in the dual of a *JB -triple
E and an element Îz E such that j j( ) = = =   z z 1, the map ´ ( ) á ñj↦ ≔E E x y x y, ,
j{ }x y z, , defines a hermitian semi-positive sesquilinear form with the associated pre-hilbertian
seminorm j( { })j

/  ≔x x x z, , 1 2 on M and is independent of z.
We shall need the following technical lemma borrowed from [17, Lemma 4.1]:

LEMMA 3.3. Let M be a *JBW -triple, let *j Î M be of norm one and let j= ( ) Îe e M be its
support tripotent. Then the annihilator of the pre-Hilbertian seminorm j · is precisely ( )M e0 ,
that is,

{ Î = } = ( ) ( )j x M x M e: 0 . 3.10

In particular, the restriction of j · to ( ) Å ( )M e M e2 1 is a pre-Hilbertian norm and the restric-
tion of á ñj· ·, to ( ) Å ( )M e M e2 1 is an inner product.

Proof. The first statement is proved in [17, Lemma 4.1], the positive definiteness of j · and of
á ñj· ·, on ( ) Å ( )M e M e2 1 follows immediately (see also [23, Lemma 1.5], [45]). □

Now we are ready to prove the main proposition of this section:

Proof of Proposition 3.2. Since e is a s-finite tripotent, there exists a norm-one normal functional

*j Î M such that j= ( )e e is the support tripotent of j. Denote by jh the pre-Hilbertian space
( ) Å ( )M e M e2 1 equipped with the inner product já ñ = { }j· · · · e, , , , and write jH for its completion.

Let us first consider F( ) a defined by á ñj↦x x a, for Î ja h , Îx M . By the Cauchy-Schwarz
inequality we have

F( )( ) = á ñ £ £j j j j      ∣ ∣ ∣ ∣a x x a x a x a,

which, together with the separate *w -continuity of the triple product, shows that F is a well-
defined conjugate-linear contractive map from jh to *M .

In order to see that the range of F is contained in *
* *

*( ( ) Å ( )) = ( ( ) + ( ))( )M e M e P e P e M2 1 2 1 ,
let us observe that for any Î ja h and Î ( )y M e0 , we have =j y 0 by Lemma 3.3, and hence
F( )( ) = a y 0.

Thus, by density of jh in jH , * *F = ( ( ) + ( ))F P e P e2 1 gives rise to a conjugate-linear continu-
ous map *F  ( ( ) Å ( ))jH M e M e: 2 1 .

We shall finally prove that F has norm-dense range. Suppose Î ( ) Å ( )z M e M e2 1 satisfies
F( )( ) =a z 0 for every Î ja h . In particular, = F( )( ) = j z z z0 2 and thus, by Lemma 3.3,
=z 0. By the Hahn-Banach theorem, F has dense range. If we replace the map F by Fj, where j

is a conjugation on jH , then we have a linear mapping. □

4. The case of general *JBW -triples

In this section, we state and prove Theorem 4.1, which gives a more precise version of the first
part of Theorem 1.1.
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To provide a precise formulation, we introduce one more notation. For a *JBW triple M we
define the set

s= { Î - Î ( ) = }sM x M e M P e x x: there is a finite tripotent such that 2

and note that

s
s

= { Î - Î { } = }
= { Î ( ) - }

sM x M e M e e x x

x M r x

: there is a finite tripotent such that , ,

: is a finite tripotent .

Indeed, the first equality follows from the fact that the range of ( )P e2 is the eigenspace of ( )L e e,
corresponding to the eigenvalue 1. Let us show the second equality. The inclusion ‘É’ is obvious.
To show the converse inclusion, let Î sx M . Fix a s-finite tripotent Îe M with = ( )x P e x2 , that
is, Î ( )x M e2 . Since ( )M e2 is a *JBW -subtriple of M and ( )r x belongs to the *JBW -subtriple
generated by x, we have ( ) Î ( )r x M e2 and so ( )r x is s-finite by Lemma 2.2.

We mention the easy but useful fact that sM is 1-norming in * *= ( )M M . To see this we sim-
ply observe that sM contains all s-finite tripotents of M , or equivalently, all support tripotents of
functionals in *M .

THEOREM 4.1. The predual space of a *JBW -triple M is a 1-Plichko space. Moreover,

* *- S- = ( ) ( )sM M Mis a 1 norming subspace of . 4.1

In particular, *M is WLD if and only if M is s-finite.

It is not obvious that sM is a subspace, but this will follow by the proof of Theorem 4.1; it will
be reproved a second time in Theorem 5.1.

The ‘in particular’ part of the theorem is an immediate consequence of the first statements of
the theorem. Indeed, M is s-finite if and only if = sM M (cf. Lemma 2.2). Hence, if M is s-finite,
then *M is WLD by the first statement. Conversely, if *M is WLD, then by the first part of the
theorem together with Lemma 2.5 ( )iv we get = sM M , hence M is s-finite. Thus, it is enough to
prove (4.1). This will be done in the rest of this section by using results in [4] and the decompos-
ition (2.8).

The following proposition is almost immediate from the main results of [4].

PROPOSITION 4.2. The statement of Theorem 4.1 holds for von Neumann algebras.

Proof. It is enough to show (4.1) in case M is a von Neumann algebra. In view of [4, Proposition
4.1], to this end it is enough to show that

s= { Î = - Î }sM x M x qxq q M: for a finite projection .

Let x be in the set on the right-hand side. Fix a s-finite projection Îq M with =x qxq. Then q
is a s-finite tripotent and { } = ( + ) = =q q x qx xq qxq x, , 1

2
. Hence Î sx M .

Conversely, let Î sx M and let Îu M be a s-finite triponent with = ( )x P u x2 . Since M is a
von Neumann algebra, u is a partial isometry and hence ( ) =P u x pxq2 , where *=p uu is the final
projection and *=q u u is the initial projection. Then p is a s-finite projection. Indeed, suppose
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that ( )g gÎGr is an uncountable family of pairwise orthogonal projections smaller than p. Then it is
easy to check that ( )g gÎGr u is an uncountable family of pairwise orthogonal tripotents smaller than
u. Similarly we get that q is s-finite. Hence their supremum = r p q is s-finite as well ([17,
Theorem 3.4] or [33, Exercice 5.7.45]) and satisfies =x rxr . Thus x belongs to the set on the
right-hand side and the proof is complete. □

PROPOSITION 4.3. Let P M M: be a bicontractive projection on a *JBW -triple, let
= ( )N P M , and let e be a tripotent in N . Then e is s-finite in N if and only if e is s-finite in M ,

that is, = Çs sN N M .

Proof. The ‘if’ implication is clear. Let e be a s-finite tripotent in N . By [17, Theorem 3.2] there
exists a norm-one functional *f Î N whose support tripotent in N is e. Let us define

* *y f f= ( ) = ÎP P M . Clearly y =  1. We shall prove that e is the support tripotent of y in M ,
and hence e is s-finite in M ([17, Theorem 3.2]). Let u be the support tripotent of y in M . From
y f y( ) = ( ) = =  e e 1 we get ³e u (compare [23, part (b) in the proof of Proposition 2]).

We set = ( )u P u1 and = -u u u2 1. Since ³e u in M , we deduce that { } = =e u e u, , { }e e u, ,
( - Î ( )e u M u0 and Peirce rules). Hence, = ( ) = { } = { }u P u e Pu e e u e, , , ,1 1 and = { }u e e u, ,1 1 by
(2.6). It follows that = { } Î ( )u e u e M e, ,1 1 2 and that = { } = ⁎u e u e u, ,1 1 1

e is a hermitian element
in the closed unit ball of the *JBW -algebra ( )N e2 . As e is the unit in this algebra and u1 is a her-
mitian element of norm less than one, we see that -e u1 is a positive element in the *JBW -algebra

( )N e2 . The condition

f y f f( ) = = ( ) = ( ) = ( )e u P u u1 1

implies, by the faithfulness of f ( )∣N e2 , that =u e1 .
It follows from the above that = { } - { } = { }u e e u e e u e e u, , , , , ,2 1 2 and similarly
= { }u e u e, ,2 2 . These identities combined with the fact that = +u e u2 is a tripotent (that is,

{ + + + } = +e u e u e u e u, ,2 2 2 2) yield

+ = + { } + { } + + { }e u e u u e u e u u u u u2 , , , , 3 , , .2 2 2 2 2 2 2 2 2

After applying the bicontractive projection -I P in both terms of the last equality we get
- = { }u u u u2 , ,2 2 2 2 . Now = { } =     u u u u u2 , ,2 2 2 2 2

3 implies either =u 02 or = u 22
2 .

The latter is not possible because £ u 12 by the fact that = ( - )u I P u2 and -I P is a contrac-
tion. Thus =u 02 , and hence =e u, which proves the first statement.

For the last identity, we observe that for every element Îx N , its range tripotent ( )r x (in N or
in M) lies in N . Suppose x is an element in N whose range tripotent is s-finite in N . We deduce
from the first statement that ( )r x is also s-finite in M , and hence Ís sN M . The inclusion

Ê Çs sN M N is clear. □

By combining Proposition 4.2, Proposition 4.3 and Lemma 2.6 we get the following
proposition.

PROPOSITION 4.4. Let P W W: be a bicontractive projection on a von Neumann algebra W ,
let = ( )M P W . Then *M is a 1-Plichko space. Furthermore, sM is a 1-norming S-subspace of M .
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Now we are ready to prove the validity of (4.1) for most of the summands from the representa-
tion (2.8):

PROPOSITION 4.5. Let M be a *JBW -triple of one of the following forms:

(a) = ÄM A C , where A is a commutative von Neumann algebra and C is a Cartan factor of
type 1, 2 or3.

(b) a= ( )M H W , , where W is a von Neumann algebra and a is a linear involution on W com-
muting with *.

(c) =M pV , where V is a von Neumann algebra and Îp V is a projection.

Then sM is a 1-norming S-subspace of * *= ( )M M .

Proof. We will apply Proposition 4.4. To do that it is enough to show that M is the range of a
bicontractive projection on a von Neumann algebra.

(a) If C is a Cartan factor of type 1, 2 or 3, then C is the range of a bicontractive projection on a
certain von Neumann algebra W , as it was previously observed after the definitions of the respect-
ive Cartan factors. The desired bicontractive projection on ÄA W is finally given by Lemma 2.4.

(b) A bicontractive projection on W is given by a( + ( ))↦x x x1

2
.

(c) The mapping ↦x px defines a bicontractive projection on V . □

The remaining summands from (2.8) are covered by the following theorem, which we formulate
in a more abstract setting of Banach spaces.

THEOREM 4.6. Let m(W S ), , be a measure space with a non-negative semifinite measure, and let
E be a reflexive Banach space. Then the space m( )L E,1 of Bochner-integrable functions is
1-Plichko. Furthermore, m( )L E,1 is WLD if and only if m is s-finite, in the latter case it is even
WCG.

More precisely, there is a family of finite measures m( )g gÎG such that m( )L E,1 is isometric to

( )m( )
g

g
ÎG

⨁L E,

ℓ

1

1

and

( )m g=
ì
í
ïïï

î
ïïï

= ( ) Î ( ) { Î G ¹ }
ü
ý
ïïï

þ
ïïï

g g
g

g gÎG
ÎG

¥

¥

⨁D f f L E f, : : 0 is countable

ℓ

is a 1-norming S-subspace of *m m( ( )) = ( ( ))g gÎG
¥

¥⨁L E L E, , ℓ
1 .

PROPOSITION 4.7. Let m be a finite measure, and let E be a reflexive Banach space. Then m( )L E,1

is WCG.

Proof. The proof is done similarly as in the scalar case (cf. [37, Theorem 5.1]). Let us consider
the identity mapping m m( )  ( )T L E L E: , ,2 1 . By the Cauchy-Schwarz inequality we get

m£   T , hence T is a bounded linear operator. Moreover, the range of T is dense, since
countably valued functions in m( )L E,1 are dense in the latter space. Finally, m( )L E,2 is reflexive
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because E and *E have Radon-Nikodým property (see [12, Theorem IV.1.1]). Thus, m( )L E,1 is
indeed WCG. □

REMARK: Note that if E is isomorphic to a Hilbert space, then we can even conclude that m( )L E,1 is
Hilbert-generated, since in this case m( )L E,2 is also isomorphic to a Hilbert space. Indeed, if E is
even isometric to a Hilbert space, the norm on m( )L E,2 is induced by the scalar product

ò w w m wá ñ = á ( ) ( )ñ ( )f g f g, , d .

Proof of Theorem 4.6. We imitate the proof of [37, Theorem 5.1]. Let  Ì S be a maximal family
with the following properties:

• m< ( ) < +¥B0 for each ÎB ;
• m ( Ç ) =B B 01 2 for each ÎB B,1 2 distinct.

The existence of such a family follows immediately from Zorn’s lemma.
Take any separable-valued S-measurable function W f E: . Then clearly


ò òåw m w w m w( ) ( ) = ( ) ( )

Î

   f fd d .
B B

Therefore, m( )L E,1 is isometric to the ℓ1-sum of spaces m( )∣L E,B
1 , ÎB . Since m∣B is finite for

each ÎB , m( )∣L E,B
1 is WCG (and hence WLD) by the previous Proposition 4.7. Further, it is

clear that the dual of m( )L E,1 is canonically isometric to the ¥ℓ -sum of the family
* m{( ( )) Î }∣L E B, :B

1 . More concretely, since E is reflexive, by [12, Theorem IV.1.1] we have
* *m m( ( )) = ( )¥

∣ ∣L E L E, ,B B
1 for each ÎB , and hence

* *


( )m m( ) = ( )
Î

¥

¥

⨁ ∣L E L E, , .
B

B

ℓ

1

Finally, it follows from [34, Lemma 4.34] that

* 


( )m=

ì
í
ïïï

î
ïïï
( ) Î ( ) { Î ¹ }

ü
ý
ïïï

þ
ïïï

Î
Î

¥

¥

⨁ ∣D f L E B f, : ; 0 is countableB B

B
B

ℓ

B

is a 1-norming S-subspace of *m( ( ))L E,1 .
To prove the last statement, it is enough to observe that m is s-finite if and only if  is count-

able, that a countable ℓ1-sum of WCG spaces is again WCG and that an uncountable ℓ1-sum of non-
trivial spaces contains w( )ℓ1 1 and hence is not WLD. (Recall that WLD property passes to
subspaces.) □

PROPOSITION 4.8. Let A be a commutative von Neumann algebra and C a Cartan factor. Then

* * *( Ä ) = ÄpA C A C .

Proof. If C is a Cartan factor of type 1, 2 or 3, then C is the range of a bicontractive projection on
a von Neumann algebra and hence the equality follows from Lemma 2.4.
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If C is a type 4 Cartan factor, it follows from [20, Lemma 2.3] that C is the range of a (unital
positive) contractive projection ( )  ( )P B H B H: where H is an appropriate Hilbert space. The
mapping ** ** **( )  ( )P B H B H: is a *weak -to- *weak -continuous contractive projection on the
von Neumann algebra **( )B H whose range is C by (Goldstine’s theorem and) reflexivity of C .
Hence the desired equality follows from Lemma 2.3.

If C is a Cartan factor of type 5 or 6, then it is finite dimensional and ÄA C is defined to be the
injective tensor product. Further, by [11, 3.2] or [52, p. 24] we get * * * *( Ä ) = ( )pA C B A C, which
coincides with the injective tensor product ÄeA C , as C has finite dimension. □

LEMMA 4.9. Let ( )g gÎGM be an indexed family of *JBW -triples, and let us denote =M
( )g gÎG ¥⨁ M ℓ . Then

g g= {( ) Î Î ( ) Î G { Î G ¹ } }s g g g g s gÎGM x M x M x: for and : 0 is countable .

Proof. This follows easily if we observe that = ( ) Îg gÎGe e M is a tripotent if and only if ge is a
tripotent for each g and, moreover, e is s-finite if and only if each ge is s-finite and only countably
many ge are non-zero. □

PROPOSITION 4.10. Let A be a commutative von Neumann algebra and C a reflexive Cartan
factor. (This applies, in particular, to Cartan factors of types 4, 5 and 6.) Let = ÄM A C . Then

sM is a 1-norming S-subspace of * *= ( )M M , and hence *M is 1-Plichko. Furthemore, *M is
WLD if and only if A is s-finite. In such a case *M is even WCG.

Proof. If A is a commutative von Neumann algebra, by [55, Theorem III.1.18] it can be repre-
sented as m(W )¥L , , where W is a locally compact space and m a positive Radon measure on W. In
fact, W is the topological sum of a family of compact spaces ( )g gÎGK . Then the predual of A is
identified with

( )m m(W ) = ( )
g

g
ÎG

g⨁ ∣L L K, , .K

ℓ

1 1

1

Since

* * * *m( Ä ) = Ä = ( )pA C A C L C, ,1

we can use Theorem 4.6. To complete the proof it is enough to show that = sD M , where D is the
S-subspace provided by Theorem 4.6. Since

( )m= ( )
g

g
ÎG

¥
g

¥

⨁ ∣M L K C, , ,K

ℓ

due to Lemma 4.9, it is enough to show that m( )¥L C, is s-finite whenever m is finite. But, in this
case, its predual, *m( )L C,1 , is WCG by Proposition 4.7, thus m( )¥L C, is s-finite by Theorem 4.6. □
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Proof of Theorem 4.1. We have already mentioned that it is enough to show (4.1). Let M be a
*JBW -triple and consider the decomposition (2.8). By Propositions 4.5 and 4.10 each summand

fulfills (4.1). Further, Lemma 4.9 and [34, Lemma 4.34] yield the validity of (4.1) for M . □

In passing we remark that from Theorem 4.1 (and the general facts on Plichko spaces), we have
that sM is norm-closed and even *weak -countably closed; it is additionally *weak -closed if and
only if M is s-finite.

5. Structure of the space sM

In the previous section we proved that, for any *JBW -triple M , sM is a 1-norming S-subspace of

* *= ( )M M . If M is s-finite, it is the only 1-norming S-subspace and coincides with the whole M .
If M is not s-finite, there may be plenty of different 1-norming S-subspaces (cf. [34, Example
6.9]). However, sM is the only canonical 1-norming S-subspace. What we mean by this statement
is in the content of the following theorem.

THEOREM 5.1. Let M be a *JBW -triple. Then sM is a norm-closed inner ideal in M . Moreover, it
is the only 1-norming S-subspace which is also an inner ideal.

The theorem will be proved at the end of this section.
The following technical result provides a characterization of s-finite tripotents which is required

later. We recall that, given a tripotent u in a *JBW -triple M , there exists a complete tripotent
Îw M such that £u w (see [29, Lemma 3.12(1)]).

PROPOSITION 5.2. Let u be a tripotent in a *JBW -triple M . The following statements are
equivalent:

(a) u is s-finite;
(b) There exist a s-finite tripotent v and a complete tripotent w in M such that £v w and

( - ) ^w v u.

Proof. The implication ( )  ( )a b is clear with =v u and any complete tripotent w inM with £u w .
( )  ( )b a Suppose there exist a s-finite tripotent v and a complete tripotent w in M such that
£v w and ( - ) ^w v u. Writing = + ( - )w v w v and using successively the orthogonality of
-w v to u and to v we obtain { } = { } = { }w w u w v u v v u, , , , , , , and hence ( ) = ( )L w w u L v v u, , ,

and similarly { } = { }w u w v u v, , , , . Since - ^ ( ) { }w v M v v u v, ,2 , it follows that ( )( ) =P w u2

( ) ( ) = { { } } = { { } } = ( )( )Q w u w v u v w v v u v v P v u, , , , , , , , .2
2 Therefore, ( )( ) = ( )( )P w u P v u2 2 and

( )( ) = ( )( ) - ( )( ) = ( )( )P w u L w w u P w u P v u2 , 21 2 1 .
The completeness of w assures that = ( )( ) + ( )( ) = ( )( ) + ( )( )u P w u P w u P v u P v u2 1 2 1 lies in
( ) Å ( )M v M v2 1 .
We shall show now that u is s-finite. Arguing by contradiction, assume there is an uncountable

family ( ) ÎGuj j of mutually orthogonal non-zero tripotents in M with £u uj for every j (see [17,
Section 3]). Since Î ( )u M uj 2 for every j and ^ ( - )u w v , it follows that ^ ( - )u w vj for every
Î Gj . Arguing as above we obtain Î ( ) Å ( )u M v M vj 2 1 , for every Î Gj .
Having in mind that v is s-finite, we can find a norm one functional *f Î Mv whose support tri-

potent is v (see [17, Theorem 3.2]). By Lemma 3.3, fv gives rise to a norm f ·
v
on

( ) Å ( )M v M v2 1 defined by f= ( { })f
/ x x x v, ,v

1 2
v

( Î ( ) Å ( )x M v M v2 1 ). As uj is a non-zero
element in ( ) Å ( )M v M v2 1 by the preceding paragraph, we obtain
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f { } = > u u v u, , 0.v j j j
2

Therefore, there exists a positive constant Q and an uncountable subset G¢ Í G such that
f { } > Qu u v, ,v j j for all Î G¢j . Thus, for each natural m we can find ¹ ¹ ¹ Î G¢j j jm1 2 .
Since the elements ¼u u, ,j jm1

are mutually orthogonal, we get

å å å å

å

f

f

= ³ =
ì
í
ïï
îïï

ü
ý
ïï
þïï

= { } > Q

f= = = =

=

u u u u v

u u v m

1 , ,

, , ,

k

m

j
k

m

j v
k

m

j
k

m

j

k

m

v j j

1

2

1

2

1 1

1

k k

v

k k

k k

which is impossible. □

To prove that sM is an inner ideal, we need another representation of M . To this end fix a com-
plete tripotent Îe M . Applying [17, Theorem 3.4(ii)] we can find a family ( )l lÎLe of mutually
orthogonal s-finite tripotents in M satisfying = ål lÎLe e . For each Îx M let us define

lL { Î L ( )( ) ¹ }l l≔ L e e x: , 0 .x

PROPOSITION 5.3. In the conditions above,

= { Î L }sM x M : is countablex

and sM is a norm-closed inner ideal of M .

Proof. Denote the set on the right-hand side by ¢sM . By the linearity of the Jordan product in the
third variable, it follows that ¢sM is a linear subspace. To show that it is an inner ideal, take

Î ¢sx z M, and Îy M . For each l Î L (L È L )⧹ x z , we deduce via Jordan identity, that

( ){ } = { ( ) } - { ( ) } + { ( ) }
=-{ ( ) }

l l l l l l l l

l l

L e e x y z L e e x y z x L e e y z x y L e e z

x L e e y z

, , , , , , , , , , , ,

, , , .

Moreover, since ( ) = ( ) =l l l lL e e x L e e z, , 0, we get Î ( )lx z M e, 0 . Since ( )lP e y0 is in the
0-eigenspace of ( )l lL e e, we have that ( )( ) Î ( ) Å ( )l l l lL e e y M e M e, 1 2 and hence
{ ( )( ) } =l lx L e e y z, , , 0 by Peirce arithmetic. We have shown that L Í L È L{ }x y z x z, , , and thus
L{ }x y z, , is countable, which proves that { } Î ¢sx y z M, , and hence ¢sM is an inner ideal of M .

We continue by showing that Ì ¢s sM M . We shall first prove that ¢sM contains all s-finite tri-
potents in M . Let u be a s-finite tripotent in M . We want to show that the set Lu is countable. We
assume, on the contrary, that Lu is uncountable. Let *f Î Mu be a norm one functional whose sup-
port tripotent is u. For every l Î Lu, we have that Î ( )le M u0 because otherwise we would have
( )( ) =l lL e e u, 0. Consequently, as in the proof of Proposition 5.2, we deduce that

f { } >l le e u, , 0u . We can thus find a positive constant Q and an uncountable subset L¢ Í Lu u

such that f { } > Ql le e u, ,u for all l Î L¢ .u As before, for each natural m we can find
l l l¹ ¹ ¹ Î L¢ m u1 2 . Then, applying the orthogonality of the elements le j

we get
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å å å å

å

f

f

= ³ =
ì
í
ïï

î
ïï

ü
ý
ïï

þ
ïï

= { } > Q

l l

f

l l

l l

= = = =

=

e e e e u

e e u m

1 , ,

, , ,

j

m

j

m

u
j

m

j

m

j

m

u

1

2

1

2

1 1

1

j j

u

j j

j j

which gives a contradiction. This proves that Lu is countable, and hence Î ¢su M .
Let us now assume that x is any element of sM . Then its range tripotent, ( )r x , is s-finite and

hence ( ) Î ¢sr x M by the previous paragraph. Since Î ( ( ))x M r x2 is a positive and hence self-
adjoint element, we have { ( ) ( )} =r x x r x x, , and hence Î ¢sx M as ¢sM is an inner ideal. This
shows that Ì ¢s sM M .

Conversely, let Î ¢sx M . In this case the set Lx is countable. The tripotent *= ål lÎL-u ew
x

is
s-finite in M , = +e u v, where *= ål lÎL L- ⧹v ew

x
is another tripotent in M with ^u v. Since

{ } =l le e x, , 0 for all l Î L L⧹ x, it follows from the separate *weak -continuity of the triple pro-
duct of M that { } =v v x, , 0, that is, Î ( )x M v0 . Hence also ( ) Î ( )r x M v0 (as ( )M v0 is a
*JBW -subtriple of M). It follows that ( ) ^r x v and hence ( )r x is s-finite by Proposition 5.2.

We finally observe that, by Theorem 4.1, sM is a S-subspace and hence it is norm-closed (cf.
Lemma 2.5(i)). This completes the proof. □

We are now ready to prove the main theorem of this section.

Proof of Theorem 5.1. sM is a norm-closed inner ideal by Proposition 5.3. Let us prove the
uniqueness.

Let I be an inner ideal which is a 1-norming S-subspace. We will show that I contains all sigma-
finite tripotents. Let Îe M be a sigma-finite tripotent, *f Î M a normal functional of norm 1 such
that e is the support tripotent of f. By Lemma 2.5(v) there is Îx I of norm 1 with f ( ) =x 1.
Further, we get ( ) Îr x I . Indeed, ( )r x is contained in the *weak -closure of the *JB -subtriple of M
generated by x. Since this subtriple is norm-separable, we get ( ) Îr x I by Lemma 2.5(i).

In order to show Îe I , it is enough to show that £ ( )e r x . By (2.4), it is enough to prove that

f ( ( )) =r x 1. Proposition 2.5 in [45] assures that f f( ) = ( ) =é
ëê

ù
ûú

é
ëê

ù
ûú+ +x x 1n n

1
2 1

1
2 1 , for all natural n.

Since f is a normal functional and ( )  ( )é
ëê

ù
ûú+x r xn

1
2 1 in the *weak topology of M , it follows that

f ( ( )) =r x 1, as we desired.
Now, if Î sz M is arbitrary, then there is a s-finite tripotent Îf M with Î ( )z M f2 . By the

above we have Îf I . Since I is an inner ideal, we conclude that ( ) ÌM f I2 , and hence Îz I .
Therefore, ÌsM I . Lemma 2.5(iii) now shows that =sM I . □

REMARK 5.4. It is possible to give a shorter proof of the fact that the predual of a *JBW -triple is
1-Plichko by using the main result of [5] at the cost of applying elementary submodels theory.
However, this alternative argument does not yield sM as a concrete description of a S-subspace.
We shall only sketch this variant:

First, it is not too difficult to modify the decomposition (2.8) by writing


( )= Ä Å Å ( )

Î
¥

¥ ¥⨁M A G N pV , 5.1
j

j j

ℓ

ℓ ℓ
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where each Aj is a commutative von Neumann algebra, each Gj is a finite dimensional Cartan
factor, p is a projection in a von Neumann algebra V , and N is a *JBW -algebra.

Second, an almost word-by-word adaptation of the proof of [4, Theorem 1.1] shows that the pre-
dual of pV is 1-Plichko (compare Proposition 4.5). So is the predual of N by the main result of
[5]. Finally, the summands ÄA Gj j are seen to have 1-Plichko predual as in the proof of 4.6 (or
by an easier argument using the finite dimensionality of Cj), and the stability of 1-Plichko spaces
by ℓ1-sums ([34, Theorem 4.31(iii)] or Lemma 4.9) allows us to conclude.

6. The case of real *JBW -triples

Introduced by J. M. Isidro et al. (see [32]), real *JB -triples are, by definition, the closed real subtriples
of *JB -triples. Every complex *JB -triple is a real *JB -triple when we consider the underlying real
Banach structure. Real and complex *C -algebras belong to the class of real *JB -triples. An equivalent
reformulation asserts that real *JB -triples are in one-to-one correspondence with the real forms of
*JB -triples. More precisely, for each real *JB -triple E , there exist a (complex) *JB -triple Ec and a

period-2 conjugate-linear isometry (and hence a conjugate-linear triple isomorphism) t E E: c c

such that t= { Î ( ) = }E b E b b:c . The *JB -triple Ec identifies with the complexification of E (see
[32, Proposition 2.2] or [9, Proposition 4.2.54]). In particular, every JB-algebra (and hence the self-
adjoint part, Asa of every *C -algebra A) is a real *JB -triple.

Henceforth, for each complex Banach space X , the symbol X will denote the underlying real
Banach space.

In the conditions above, we can consider another period-2 conjugate-linear isometry
* *t E E: c c defined by

*t j j t j( )( ) ( ( )) ( Î )≔z z E .c

It is further known that the operator

* *
 j j( )  ( )t t ↦ ∣E E ,c c E

is an isometric real-linear bijection, where * *  j t j j( ) { Î ( ) = }t ≔E E :c c .
A real *JBW -triple is a real *JB -triple which is also a dual Banach space ([32, Definition 4.1]

and [43, Theorem 2.11]). It is known that every real *JBW -triple admits a unique (isometric) pre-
dual and its triple product is separately *weak -continuous (see [43, Proposition 2.3 and Theorem
2.11]). Actually, by the just quoted results, given a real *JBW -triple N there exists a *JBW -triple
M and a *weak -to- *weak continuous period-2 conjugate-linear isometry t M M: such that

= tN M . The mapping t maps *M into itself, and hence we can identify *
( )tM with

* *= ( )tN M . We can also consider a *weak -continuous real-linear bicontractive projection
t= ( + )P Id1

2
of M onto = tN M , and a bicontractive real-linear projection of *M onto *N

defined by t= ( + )Q Id1

2
. From now on, N , M , t , P and Q will have the meaning explained in

this paragraph.
Due to the general lack for real *JBW -triples of the kind of structure results established by

Horn and Neher for *JBW -triples in [30, 31], the proofs given in Section 4 cannot be applied for
real *JBW -triples. Despite of the limitations appearing in the real setting, we shall see how the
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tools in previous section can be applied to prove that preduals of real *JBW -triples are 1-Plichko
spaces too.

We shall need to extend the concept of s-finite tripotents to the setting of real *JBW -triples.
The notions of tripotents, Peirce projections, Peirce decomposition are perfectly transferred to the
real setting. The relations of orthogonality and order also make sense in the set of tripotents in N
(cf. [32, 43]). Furthermore, for each tripotent e in N , ( )Q e induces a decomposition of N into
-linear subspaces satisfying

= ( ) Å ( ) Å ( )-N N e N e N e ,1 0 1

where ( ) { Î ( ) = }≔N e x N Q e x kx:k ,

( ) = ( ) Å ( ) ( ) = ( ) Å ( )-N e N e N e N e N e N e ,2
1 1 0

1 0

{ ( ) ( ) ( )} Ì ( ) ¹ Î {  }N e N e N e N e jkℓ j k ℓ, , if 0, , , 0, 1 , and zero otherwise.j k ℓ jkℓ

The natural projection of N onto ( )N ek is denoted by ( )P ek . It is also known that ( )P e1 , ( )-P e1 ,
and ( )P e0 are all *weak -continuous. The subspace ( )N e1 is a *weak -closed Jordan subalgebra of
the JBW-algebra ( ( ))M e sa2 , and hence ( )N e1 is a JBW-algebra.

Given a normal functional *f Î N , there exists a normal functional *j Î M satisfying
t j j( ) = and j f=∣N . Let j( )e be the support tripotent of j in M . Since j j= ( ( ))=e1

j t j j t j( ( ( ))) = ( ( ( )))e e , we deduce that t j j( ( )) ³ ( )e e . Applying that t is a triple homo-
morphism, we get j t j t j j( ) = ( ( )) ³ ( ( )) ³ ( )e e e e2 , which proves that
j t j( ) = ( ( )) Îe e N . That is, the support tripotent of a t -symmetric normal functional j in *M

is t-symmetric. The tripotent j( )e is called the support tripotent of f in N , and it is denoted by
f( )e . It is known that f f f= ( ( ))P e1 and f f( ( ))∣N e1 is a faithful positive normal functional on the

JBW-algebra f( ( ))N e1 (compare [47, Lemma 2.7]).
As in the complex setting, a tripotent e in N is called s-finite if e does not majorize an uncount-

able orthogonal subset of tripotents in N . The real *JBW -triple N is called s-finite if every tri-
potent in N is s-finite.

PROPOSITION 6.1. In the setting fixed for this section, let e be a tripotent in N . The following are
equivalent:

(a) e is s-finite in N ;
(b) e is s-finite in M ;
(c) e is the support tripotent of a normal functional f in *N ;
(d) e is the support tripotent of a t -symmetric normal functional j in *M .

Consequently, for

s{ Î { } = }s ≔ -N x N there exists a finite tripotent e in N with e e x x: , ,

we have

t= { Î ( ) = } = Çs s sN x M x x N M: ,
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and the following are equivalent:

(i) M is s-finite (that is, =sM M );
(ii) N is s-finite (that is, =sN N );
(iii) N contains a complete s-finite tripotent.

Proof. The implication ( )  ( )b a and the equivalence ( )  ( )c d are clear. The implication
( )  ( )d b follows from [17, Theorem 3.2]. To see ( )  ( )a d , let us assume that e is s-finite in
N . Clearly e is the unit in the JBW-algebra ( )N e1 , and since every family of mutually orthogonal
projections in this algebra is a family of mutually orthogonal tripotents in N majorized by e, we
deduce that e is a s-finite projection in ( )N e1 . [13, Theorem 4.6] assures the existence of a faithful
normal state f in *( ( ))N e1 . By a slight abuse of notation, the symbol f will also denote the func-
tional f ( )P e1 . Clearly *f Î N and f ( )∣N e1 is a faithful normal state.

By the arguments above, there exists a t -symmetric normal functional j in *M such that
j f=∣N . Let j( )e be the support tripotent of j in M . We have also commented before this prop-
osition that t j j( ( )) = ( )e e (that is, j( ) Îe N ) because f is t -symmetric. Since
j f( ) = ( ) =e e 1, we deduce that j³ ( )e e . Therefore, j( )e is a projection in the JBW-algebra

( )N e1 . Furthermore, f j j j( ( )) = ( ( )) =e e 1 and the faithfulness of f ( )∣N e1 show that j= ( )e e .
This proves the equivalence of ( )a , ( )b , ( )c and ( )d . The equality = Çs sN N M is clear from the
first statement.

Since a complete tripotent in N is a complete tripotent in M , the rest of the statement follows
from the previous equivalences and [17, Theorem 4.4]. □

We can prove now our main result for preduals of real *JBW -triples.

THEOREM 6.2. The predual of any real *JBW -triple N is a 1-Plichko space. Moreover, *N is
WLD if and only if N is s-finite. In the latter case *N is even WCG.

Proof. We keep the notation fixed for this section with N , M and t as above. There exists a
canonical isometric identification of M with * *(( ) )M , where any Îx M acts on * ( )M by the
assignment w w ( )↦ xRe ( * w Î ( )M ). Thus * ( )M is a real 1-Plichko space and sM is again a
1-norming s-subspace by Theorem 4.1 and [36, Proposition 3.4].

In view of Lemma 2.6 to prove that the predual of N is 1-Plichko, it is enough to show that
 Ç sMN is *weak -dense in N . Since sM is a 1-norming subspace we can easily see that  sM is

*weak -dense in M . Take an element  Î Ìa N M . Then there exists a net ( ) Ìl sa M conver-
ging to a in the *weak -topology of M . Since t is *weak -continuous and sM is a norm-closed

t-invariant subspace of M , we can easily see that ( ) t+ ( )l l aa a

2
in the *weak -topology of M ,

where  ( ) Ì = Çt
s

+ ( )l l
s Ma a

N N2
, which proves the desired *weak -density.

For the last statement, we observe that N is s-finite if and only if M is (see Proposition 6.1),
and hence the desired equivalence follows from Theorem 4.1 and the results presented in Sections
4 and 6. We also note that N s-finite implies M s-finite implies *M WCG implies *N WCG, being
a complemented subspace. □

We can rediscover the following two results in [4] and [5] as corollaries of our last theorem.

COROLLARY 6.3. ([4, Theorem 1.4]). Let W be a von Neumann algebra. Then the predual, *( )Wsa ,
of the self-adjoint part, Wsa, of W is a 1-Plichko space. Moreover, *( )Wsa is WLD if and only if W
is s-finite. In the latter case *W and *( )Wsa are even WCG.
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COROLLARY 6.4. ([5, Theorem 1.1]). The predual of any JBW-algebra J is 1-Plichko. Moreover,

*J is weakly WLD if and only if J is s-finite. In the latter case *J is even WCG.
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