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## Chapter 1

## Introduction

Linear operators on a Hilbert space play an important role in mathematics as well as in numerous applications. Their strength is given by the fact that they provide a unified framework for a description of a wide range of phenomena. For example, they arise naturally in the theory of differential and integral equations, harmonic analysis, differential geometry, and many other areas of modern mathematics. In quantum theory, observables of a physical system are represented by certain linear operators on a Hilbert space. The description of quantum reality via linear operators motivated von Neumann [53] to investigate weakly operator closed algebras, called von Neumann algebras, of bounded linear operators on a Hilbert space. This moment was the beginning of the theory of operator algebras.

A more general class of operator algebras was introduced by Gelfand and Neumark [34]. They defined so-called $C^{*}$-algebras in purely abstract terms without appealing to Hilbert spaces. However, they simultaneously showed in [34 that these abstract algebras are nothing but norm closed subalgebras of the algebra of all bounded linear operators on a Hilbert space. Furthermore, they proved that every unital abelian $C^{*}$-algebra can be represented as an algebra of all continuous complex functions on a compact Hausdorff topological space. Thus $C^{*}$-algebras include two fundamental examples of algebras in functional analysis, algebras of continuous functions and algebras of operators on a Hilbert space.

The notion of the theory of operator algebras is not sharp. More or less, one could say that the theory of operator algebras deals with various algebraic structures which cover, in some sense, operators on a Hilbert space. Recently, the theory of operator algebras consists of the theory of von Neumann algebras, $C^{*}$-algebras, Jordan algebras and so on.

Operator algebras have found an important field of applications in axiomatic foundations of physics. In the $C^{*}$-algebraic formulation of physics [10, 60], observables are self-adjoint elements of a $C^{*}$-algebra and states of physical system are normalized positive linear functionals on the underlying $C^{*}$-algebra. Abelian $C^{*}$-algebras describe the classical physics while noncommutative $C^{*}$-algebras correspond to the quantum world. This $C^{*}$-algebraic approach is a cornerstone of algebraic quantum field theory [4, 37] and has applications in statistical physics [19, 20]. Moreover, operator algebras are also essential tools in the topos quantum theory [31, 39], whose development is motivated by the problem of a unification of quantum theory with general relativity.

This habilitation thesis consists of an introductory text and a collection of selected research publications. It deals with two topics, namely the star order and Plichko spaces. Presented results belong to areas of operator algebras, theory of Banach spaces, order structures and topology.

The star order is a partial order introduced by Drazin [28] in a very general setting of proper *- semigroups. Drazin also pointed out a connection between this partial order and the Moore-Penrose inverse. Later the star order was rediscovered in the context of self-adjoint operators on a Hilbert space by Gudder [36]. Gudder showed that the star order is a logic order on quantum observables. More concretely, an observable $x$ is less than or equal to an observable $y$ with respect to the star order if and only if, for every Borel set $\Delta \subseteq \mathbb{R}$ not containing 0 , the event that $x$ has a value in $\Delta$ implies the event that $y$ has a value in $\Delta$. The next importance of the star order follows from the fact that it is a natural partial order on partial isometries [29, 38]. By these and other reasons, the star order has been intensively studied on spaces of matrices [5, 6, 41, 49], spaces of operators on Hilbert spaces [3, 26, 58], and other structures [11, 24, 43].

The next topic concerns a decomposition of Banach spaces into smaller subspaces which is an important tool in the study of nonseparable Banach spaces. The first step in this direction was done by Amir and Lindenstrauss [2] who initiated a research of weakly compactly generated spaces. There are several other classes of Banach spaces admitting a reasonable decomposition. One of the largest class of this kind is that of Plichko spaces [25, 46, 48, 57, 64]. It includes, among others, weakly compactly generated spaces.

The thesis is organized as follows. In Chapter 2, we collect some basic terminology and results that are needed in the next two chapters. This includes $C^{*}$-algebras, von Neumann algebras, $A W^{*}$-algebras, $J B W$-algebras, and $J B W^{*}$-triples.

Chapter 3 is devoted to the star order. It summarizes main results proved in [12, 13, 14]. After recalling the definition of the star order in the framework of $C^{*}$-algebras, we introduce the star order on $J B W$-algebras. Then we show that, under mild assumptions, continuous star order isomorphisms between $A W^{*}$-algebras (resp. $J B W$-algebras) are given by a composition of a Jordan *-isomorphism (resp. Jordan isomorphism) with the continuous function calculus. This generalizes the results proved in [13, 27]. The last part of Chapter 3 deals with the order topology on von Neumann algebras generated by the star order. This research is motivated by an investigation of order topologies on self-adjoint parts and projection lattices of von Neumann algebras with respect to the usual order [21, 22, 56]. We show that the order topology with respect to the star order is finer than $\sigma$-strong* topology. Moreover, it is comparable with norm topology if and only if a von Neumann algebra is finite-dimensional.

In Chapter 4, we first recall some classes of Banach spaces. In the next part of this chapter, we show that preduals of $J B W^{*}$-triples, which can be regarded as a noncommutative and nonassociative generalization of $L^{1}$ spaces, are 1-Plichko space. This is a far reaching generalization of the result proved by Kalenda 47] on preduals of semifinite von Neumann algebras and also our results [16, 17] on preduals of (general) von Neumann algebras and preduals of $J B W^{*}$-algebras.

Appendix A contains attached publications.

## Chapter 2

## Theoretical background

## $2.1 C^{*}$-algebras

$C^{*}$-algebras are a generalization of the algebra $\mathcal{B}(\mathcal{H})$ of all bounded operators acting on a (complex) Hilbert space $\mathcal{H}$. Nowadays, theory of $C^{*}$-algebras is a vast subject. In this section, we give only brief summary of a few definitions and results in the theory of $C^{*}$-algebras which will be useful later. A comprehensive treatment can be found in standard monographs [44, 45, 59, 61, 62, 63].

Let $\mathcal{A}$ be an associative complex algebra. A map $x \mapsto x^{*}$ from $\mathcal{A}$ into itself is called an involution if, for all $x, y \in \mathcal{A}$ and $\lambda \in \mathbb{C}$, the following properties are satisfied
(i) $(x+y)^{*}=x^{*}+y^{*}$;
(ii) $(\lambda x)^{*}=\bar{\lambda} x^{*}$;
(iii) $(x y)^{*}=y^{*} x^{*}$;
(iv) $\left(x^{*}\right)^{*}=x$.

An associative complex algebra $\mathcal{A}$ equipped with an involution and a norm $\|\cdot\|$ is called a $C^{*}$-algebra if
(i) $\mathcal{A}$ is complete in the norm $\|\cdot\|$;
(ii) $\|x y\| \leq\|x\|\|y\|$ for all $x, y \in \mathcal{A}$;
(iii) $\left\|x^{*} x\right\|=\|x\|^{2}$ for all $x \in \mathcal{A}$.

Fundamental examples of $C^{*}$-algebras are the algebra $\mathcal{B}(\mathcal{H})$ and the algebra $C(X)$ of all continuous complex functions on a compact Hausdorff topological space $X$.

A $C^{*}$-algebra is said to be unital if it has the (multiplicative) unit. In the sequel, the unit of a unital $C^{*}$-algebra will be denoted by the symbol 1 . Let $\mathcal{A}$ be a unital $C^{*}$-algebra and let $x \in \mathcal{A}$. The spectrum of $x$ in $\mathcal{A}$ is the set

$$
\sigma(x)=\{\lambda \in \mathbb{C} \mid(x-\lambda \mathbf{1}) \text { is not invertible in } \mathcal{A}\} .
$$

The spectrum of every element in a unital $C^{*}$-algebra is a nonempty compact subset of $\mathbb{C}$. If $x$ is an element of a $C^{*}$-subalgebra $\mathcal{B}$ of a unital $C^{*}$-algebra $\mathcal{A}$ and $\mathcal{B}$ contains the unit of $\mathcal{A}$, then the spectrum of $x$ in $\mathcal{A}$ is same as the spectrum of $x$ in $\mathcal{B}$.

A linear map $\Phi$ from a $C^{*}$-algebra $\mathcal{A}$ into a $C^{*}$-algebra $\mathcal{B}$ is a ${ }^{*}$-homomorphism if
(i) $\Phi(x y)=\Phi(x) \Phi(y)$,
(ii) $\Phi\left(x^{*}\right)=\Phi(x)^{*}$
for all $x, y \in \mathcal{A}$. A bijective ${ }^{*}$-homomorphism is called a ${ }^{*}$-isomorphism. It can be shown that every ${ }^{*}$-homomorphism $\Phi: \mathcal{A} \rightarrow \mathcal{B}$ is a continuous map whose range is a $C^{*}$-subalgebra of $\mathcal{B}$. Every unital abelian (i.e. commutative) $C^{*}$-algebra is only a copy of an appropriate algebra of functions. More precisely, if $\mathcal{A}$ is a unital abelian $C^{*}$-algebra, then there exists a ${ }^{*}$-isomorphism from $\mathcal{A}$ onto $C(X)$, where $X$ is a compact Hausdorff topological space.

The following terminology is motivated by operators on a Hilbert space. Let $\mathcal{A}$ be a $C^{*}$-algebra. We say that an element $x \in \mathcal{A}$ is
(i) normal if $x^{*} x=x x^{*}$;
(ii) self-adjoint if $x=x^{*}$;
(iii) positive if there is an element $y \in \mathcal{A}$ such that $x=y^{*} y$;
(iv) a projection if $x=x^{*}=x^{2}$;
(v) a partial isometry if $x=x x^{*} x$.

In the sequel, we shall denote the sets of all normal, self-adjoint, and positive elements of $\mathcal{A}$ by $N(\mathcal{A}), \mathcal{A}_{s a}$, and $\mathcal{A}_{+}$, respectively. The sets of all partial isometries and projections in $\mathcal{A}$ will be denoted by $\mathcal{A}_{p i}$ and $P(\mathcal{A})$, respectively. The set $\mathcal{A}_{+}$ forms a closed positive cone in $\mathcal{A}$. This allows us to define a partial order $\leq$ on $\mathcal{A}_{s a}$ invariant under translations by setting $x \leq y$ if $y-x \in \mathcal{A}_{+}$.

A construction of functions of operators has a considerable importance in operator theory. In the case of $C^{*}$-algebras, we have the following theorem.

Theorem 2.1.1. If $x$ is a normal element of a unital $C^{*}$-algebra $\mathcal{A}$ and $\iota \in C(\sigma(x))$ is the inclusion function, then there is a unique unital injective *-homomorphism $\Phi: C(\sigma(x)) \rightarrow \mathcal{A}$ such that $\Phi(\iota)=x$. For each $f$ in $C(\sigma(x)), \Phi(f)$ is normal, and is the limit of a sequence of polynomials in $\mathbf{1}, x$, and $x^{*}$. The set

$$
\{\Phi(f) \mid f \in C(\sigma(x))\}
$$

is an abelian $C^{*}$-algebra, and is the smallest $C^{*}$-subalgebra of $\mathcal{A}$ that contains the element $x$.

The ${ }^{*}$-homomorphism $\Phi: C(\sigma(x)) \rightarrow \mathcal{A}$ from the previous theorem is called the continuous function calculus for the normal element $x$ of the $C^{*}$-algebra $\mathcal{A}$. It is usual to denote $\Phi(f)$ simply by the symbol $f(x)$.

## 2.2 $A W^{*}$-algebras and von Neumann algebras

Theory of von Neumann algebras deals with very special $C^{*}$-subalgebras of $\mathcal{B}(\mathcal{H})$. Its core was established in celebrated papers of Murray and von Neumann [50, 51, 552, 53, 54, 55]. We refer the reader to monographs [44, 45, 59, 61, 62, 63] for a detailed presentation of the theory of von Neumann algebras. $A W^{*}$-algebras are an algebraic generalization of von Neumann algebras in the class of $C^{*}$-algebras. The theory of $A W^{*}$-algebras is covered by the monograph [7].

An $A W^{*}$-algebra is a $C^{*}$-algebra $\mathcal{A}$ such that for any nonempty set $S \subseteq \mathcal{A}$ there is a projection $p \in \mathcal{A}$ such that

$$
\{x \in \mathcal{A} \mid s x=0 \text { for all } s \in S\}=p \mathcal{A}
$$

Let $\mathcal{A}$ be an $A W^{*}$-algebra. Then $\mathcal{A}$ is automatically unital and the set $P(\mathcal{A})$ equipped with the partial order $\leq$ induced by the positive cone $\mathcal{A}_{+}$forms a complete lattice. An element of $\mathcal{A}$ commuting with all elements of $\mathcal{A}$ is said to be central. The set of all central elements forms an $A W^{*}$-algebra $Z(\mathcal{A})$ called the center of $\mathcal{A}$. An $A W^{*}$-algebra is an $A W^{*}$-factor if it has one-dimensional center. Using central projections, every $A W^{*}$-algebra is uniquely decomposable into a direct sum of $A W^{*}$-algebras of Type $I$, Type $I I$, and Type III. Moreover, any $A W^{*}$-algebra of Type $I$ can be uniquely decomposed into a direct sum of $A W^{*}$-algebras of Type $I_{n}$, $n \in \mathbb{N} \cup\{\infty\}$. $A W^{*}$-algebras of Type $I_{n}$, where $n \in \mathbb{N}$, are (up to ${ }^{*}$-isomorphism) algebras of $n \times n$ matrices with entries from $C(X)$, where $X$ is a Stonean space (i.e. an extremally disconnected compact Hausdorff topological space).

By a von Neumann algebra $\mathcal{M}$ we mean a $C^{*}$-subalgebra of $\mathcal{B}(\mathcal{H})$ with the (unique) predual $\mathcal{M}_{*}$. Equivalently, one can say that von Neumann algebras are weakly operator closed $C^{*}$-subalgebras of $\mathcal{B}(\mathcal{H})$. Every von Neumann algebra is necessarily an $A W^{*}$-algebra. A von Neumann algebra with one-dimensional center is called a von Neumann factor. $A W^{*}$-factors of Type $I$ are von Neumann factors. The predual $\mathcal{M}_{*}$ of a von Neumann algebra $\mathcal{M}$ allows us to define important locally convex topologies on $\mathcal{M}$. Let us look at one of them. We can identify the predual $\mathcal{M}_{*}$ of a von Neumann algebra $\mathcal{M}$ with a subspace of the dual space $\mathcal{M}^{*}$ via the canonical embedding. This means that elements of $\mathcal{M}_{*}$ can be regarded as continuous linear functionals on $\mathcal{M}$. We say that a linear functional $\varphi \in \mathcal{M}^{*}$ is positive if $\varphi(x) \geq 0$ whenever $x \geq 0$. The $\sigma$-strong* topology $s^{*}\left(\mathcal{M}, \mathcal{M}_{*}\right)$ on $\mathcal{M}$ is a locally convex topology given by semi-norms

$$
p_{\varphi}: x \mapsto \sqrt{\varphi\left(x^{*} x\right)+\varphi\left(x x^{*}\right)}, \quad \varphi \in \mathcal{M}_{*} \text { is positive. }
$$

The $\sigma$-strong* topology is finer than the strong operator topology (i.e. the topology of pointwise norm convergence) on $\mathcal{M}$ but coarser than the norm topology.

## $2.3 J B W$-algebras and $J B W^{*}$-triples

The product of self-adjoint elements of a $C^{*}$-algebra is not, in general, a self-adjoint element. This problem can be overcome by introducing a certain symmetrized product. A formalization of its properties leads to Jordan algebras. $J B W$-algebras are then an analogue of von Neumann algebras in the framework of Jordan algebras.
$J B W^{*}$-triples are a generalization of von Neumann algebras as well as complexifications of $J B W$-algebras. The reader is refered to [1, 23, 40] for a comprehensive treatment of topics presented in this section.

A Jordan algebra is a real commutative (not necessarily associative) algebra $\mathcal{A}$ whose product o satisfies

$$
x \circ\left(y \circ x^{2}\right)=(x \circ y) \circ x^{2}
$$

for all $x, y \in \mathcal{A}$. Jordan algebra is called unital if it has the (multiplicative) unit. By the symbol $\mathbf{1}$ we shall denote the unit of a unital Jordan algebra. Two elements $x, y$ in a Jordan algebra $\mathcal{A}$ are said to operator commute if

$$
x \circ(y \circ z)=y \circ(x \circ z)
$$

for all $z \in \mathcal{A}$.
A Jordan algebra $\mathcal{A}$ equipped with a norm $\|\cdot\|$ is called a $J B$-algebra if
(i) $\mathcal{A}$ is complete in the norm $\|\cdot\|$;
(ii) $\|x \circ y\| \leq\|x\|\|y\|$ for all $x, y \in \mathcal{A}$;
(iii) $\left\|x^{2}\right\|=\|x\|^{2}$ for all $x \in \mathcal{A}$;
(iv) $\left\|x^{2}\right\| \leq\left\|x^{2}+y^{2}\right\|$ for all $x, y \in \mathcal{A}$.

A $J B W$-algebra is a $J B$-algebra with the (unique) predual. A simple example of a $J B W$-algebra is the self-adjoint part $\mathcal{M}_{s a}$ of a von Neumann algebra $\mathcal{M}$ equipped with the special Jordan product $x \circ y=\frac{1}{2}(x y+y x), x, y \in \mathcal{M}_{s a}$. It is known that every $J B W$-algebra is unital.

Let $\mathcal{A}$ be a $J B W$-algebra. An element $p \in \mathcal{A}$ is said to be a projection if $p^{2}=p$. The usual partial order $\leq$ on the set of all projections $P(\mathcal{A})$ is defined by $p \leq q$ if $p \circ q=p$. The poset $(P(\mathcal{A}), \leq)$ is a complete lattice. Let $x$ be an element of $\mathcal{A}$. By a range projection $r(x)$ of $x$ we mean the smallest projection in $\mathcal{A}$ such that $r(x) \circ x=x$. It can be shown that every element of $\mathcal{A}$ has the range projection. Since the smallest $J B W$-subalgebra of $\mathcal{A}$ containing $x$ is associative and every associative $J B W$-algebra is a self-adjoint part $\mathcal{C}_{s a}$ of a unital $C^{*}$-algebra $\mathcal{C}$, we can use the continuous function calculus for $C^{*}$-algebras to define an element $f(x) \in \mathcal{A}$ for an appropriate continuous real function $f$. Thus we have the continuous function calculus on $J B W$-algebras.

An element of $J B W$-algebra $\mathcal{A}$ is said to be central if it operator commutes with every element of $\mathcal{A}$. The set of all central elements is called the center of $\mathcal{A}$. We say that a $J B W$-algebra is a $J B W$-factor if it has one-dimensional center. In a similar way to $A W^{*}$-algebras, we can write $J B W$-algebras as direct sums of special types of $J B W$-algebras. More concretely, every $J B W$-algebra is uniquely decomposable into a direct sum of $J B W$-algebras of Type $I$, Type $I I$, and Type III. Furthermore, any $J B W$-algebra of Type $I$ can be uniquely decomposed into a direct sum of $J B W$ algebras of Type $I_{n}, n \in \mathbb{N} \cup\{\infty\}$. The situation with a concrete description of $J B W$-algebras of Type $I_{n}, n \in \mathbb{N}$, is not as easy as that of $A W^{*}$-algebras (for details see [1, Chapter 6]).

A complex Banach space $\mathcal{B}$ equipped with a continuous triple product

$$
\{\cdot, \cdot, \cdot\}: \mathcal{B} \times \mathcal{B} \times \mathcal{B} \rightarrow \mathcal{B}
$$

is called a $J B^{*}$-triple if
(i) $\{\cdot, \cdot, \cdot\}$ is bilinear and symmetric in the outer vaiables and conjugate linear in the middle variable;
(ii) $\{v, w,\{x, y, z\}\}=\{\{v, w, x\}, y, z\}-\{x,\{w, v, y\}, z\}+\{x, y,\{v, w, z\}\}$ for all $v, w, x, y, z \in \mathcal{B}$;
(iii) for all $y \in \mathcal{B}$, the mapping $x \mapsto\{y, y, x\}$ is a self-adjoint operator on $E$ with nonnegative spectrum;
(iv) $\|\{x, x, x\}\|=\|x\|^{3}$ for all $x \in \mathcal{B}$.

By a $J B W^{*}$-triple we mean a $J B^{*}$-triple with the (unique) predual. It is worth to mention that every von Neumann algebra is $J B W^{*}$-triple with the triple product

$$
\{x, y, z\}=\frac{1}{2}\left(x y^{*} z+z y^{*} x\right)
$$

Let $\mathcal{M}$ be a $J B W^{*}$-triple. An element $e$ of $\mathcal{M}$ is said to be a tripotent if $e=\{e, e, e\}$. A partial order $\leq$ on the set of all tripotents of $\mathcal{M}$ is defined by $e \leq f$ if $\{e, f, e\}=e$. We say that tripotents $e, f \in \mathcal{M}$ are orthogonal if $\{e, e, f\}=0$. A tripotent $e$ of $\mathcal{M}$ is called $\sigma$-finite if $e$ does not majorize an uncountable subset of mutually orthogonal tripotents in $\mathcal{M}$. Finally, $\mathcal{M}$ is $\sigma$-finite if every tripotent in $\mathcal{M}$ is $\sigma$-finite.

## Chapter 3

## Star order

### 3.1 Star order on $C^{*}$-algebras

The star order on a $C^{*}$-algebra $\mathcal{A}$ is a binary relation $\preceq$ on $\mathcal{A}$ defined by $x \preceq y$ if $x^{*} x=x^{*} y$ and $x x^{*}=y x^{*}$. It was pointed out by Drazin [28] that $\preceq$ is a partial order. The star order is closely related to the notion of orthogonality. Recall that $x$ and $y$ in $\mathcal{A}$ are called ${ }^{*}$-orthogonal if $x^{*} y=y x^{*}=0$. It can be proved [11] that $x \preceq y$ if and only if there is $z \in \mathcal{A}$ such that $y=x+z$ and $x, z$ are *-orthogonal. This observation was first made by Hestenes [42] in the case of matrix algebras.

It follows directly from the definition that the star order coincides with the standard order $\leq$ on projections. However, $\leq$ and $\preceq$ are already different on positive elements. Indeed, if $x$ is a nonzero positive element of a $C^{*}$-algebra, then $x \leq 2 x$ but $x \npreceq 2 x$. The next simple observation says that 0 is the least element of every $C^{*}$-algebra with respect to the star order.

### 3.2 Star order on $J B W$-algebras

The star order on a $J B W$-algebra $\mathcal{A}$ is a binary relation $\preceq$ on $\mathcal{A}$ defined by $x \preceq y$ if $r(x) \perp r(y-x)$. We proved in [14] that $\preceq$ is a partial order on $\mathcal{A}$.

Proposition 3.2.1 ([14]). Let $x, y$ be elements of a $J B W$-algebra $\mathcal{A}$. Then the following conditions are equivalent
(i) $x \preceq y$.
(ii) $x^{2}=y \circ x$ and $x$ operator commutes with $y$.
(iii) There exists $c \in \mathcal{A}$ such that $y=x+c, x \circ c=0$, and $x$ operator commutes with $c$.

If the self-adjoint part $\mathcal{M}_{s a}$ of a von Neumann algebra $\mathcal{M}$ is equipped with the special Jordan product $x \circ y=\frac{1}{2}(x y+y x)$, then the statement (ii) has the form $x^{2}=x y$. This means that the star order on $J B W$-algebras is an extension of the star order on a self-adjoint part of a von Neumann algebra. Therefore, there is no danger of confusion if we use the same symbol for the star order on $C^{*}$-algebras and on $J B W$-algebras.

### 3.3 Star order isomorphisms

Let $\mathcal{A}$ and $\mathcal{B}$ be either $C^{*}$-algebras or $J B W$-algebras. Assume that $M$ and $N$ are subsets of $\mathcal{A}$ and $\mathcal{B}$, respectively. A star order isomorphism $\varphi: M \rightarrow N$ is a bijection satisfying

$$
x \preceq y \Leftrightarrow \varphi(x) \preceq \varphi(y)
$$

for all $x, y \in M$.
A Jordan ${ }^{*}$-isomorphism is a linear bijection $\psi: \mathcal{A} \rightarrow \mathcal{B}$ between $C^{*}$-algebras $\mathcal{A}$ and $\mathcal{B}$ such that, for all $x \in \mathcal{A}, \psi\left(x^{2}\right)=\psi(x)^{2}$ and $\psi\left(x^{*}\right)=\psi(x)^{*}$. Jordan *-isomorphisms are simple examples of star order isomorphisms. An investigation of (nonlinear) star order isomorphisms was initiated by Dolinar and Molnár in [27]. They showed that every continuous star order isomorphism on the self-adjoint part of $\mathcal{B}(\mathcal{H})$, where $\operatorname{dim} \mathcal{H} \geq 3$, is a composition of a Jordan ${ }^{*}$-isomorphism with the continuous function calculus. It was proved in [13] that a wide class of continuous star order isomorphisms between normal parts (and also self-adjoint parts) of von Neumann algebras consists of elements of this form. The next theorem generalizes this result to $A W^{*}$-algebras.

Theorem 3.3.1 ([15]). Let $\mathcal{A}$ be an $A W^{*}$-algebra without Type $I_{2}$ direct summand and $\mathcal{B}$ be an $A W^{*}$-algebra. Let $\varphi: N(\mathcal{A}) \rightarrow N(\mathcal{B})$ be a continuous star order isomorphism. Suppose that there is an invertible central element $z \in \mathcal{B}$ and a function $f: \mathbb{C} \rightarrow \mathbb{C}$ such that

$$
\varphi(\lambda \mathbf{1})=f(\lambda) z
$$

for all $\lambda \in \mathbb{C}$. Then $f$ is a continuous bijection with $f(0)=0$ and there is a unique Jordan ${ }^{*}$-isomorphism $\psi: \mathcal{A} \rightarrow \mathcal{B}$ such that

$$
\varphi(a)=\psi(f(x)) z
$$

for all $x \in \mathcal{A}_{n}$.
In the case of direct sums of $A W^{*}$-factors of Type $I$, we can omit the assumption on values of the star order isomorphism at multiples of the unit as we shall see later. Since every $A W^{*}$-factor of Type $I$ is a von Neumann factor, we restrict our attention to von Neumann algebras. Let a von Neumann algebra $\mathcal{M}$ be a direct sum of a family $\left(\mathcal{M}_{j}\right)_{j \in \Lambda}$ of von Neumann algebras. We say that a family $\mathbf{f}=\left(f_{j}\right)_{j \in \Lambda}$ of continuous bijections $f_{j}: \mathbb{C} \rightarrow \mathbb{C}$ with $f_{j}(0)=0$ is admissible function if

$$
\sup _{j \in \Lambda}\left\|f_{j}\left(x_{j}\right)\right\|<\infty \text { whenever }\left(x_{j}\right)_{j \in \Lambda} \in N(\mathcal{M}) .
$$

For each $x=\left(x_{j}\right)_{j \in \Lambda} \in N(\mathcal{M})$, we put

$$
\mathbf{f}(x)=\left(f_{j}\left(x_{j}\right)\right)_{j \in \Lambda} .
$$

Theorem 3.3.2 ([15]). Let $\mathcal{M}=\bigoplus_{j \in \Lambda} \mathcal{M}_{j}$, where $\mathcal{M}_{j}$ is a Type I von Neumann factor not of Type $I_{2}$. Let $\varphi: N(\mathcal{M}) \rightarrow N(\mathcal{M})$ be a continuous star order isomorphism. Then there is an admissible function $\mathbf{f}=\left(f_{j}\right)_{j \in \Lambda}$ and a Jordan ${ }^{*}$-isomorphism $\psi: \mathcal{M} \rightarrow \mathcal{M}$ such that

$$
\varphi(x)=\psi(\mathbf{f}(x))
$$

for all $x \in \mathcal{M}$.

Corollary 3.3.3 ([15]). Let $\mathcal{M}$ be a matrix algebra not containing any direct summand isomorphic to two by two matrices. Let $A=\left\{z_{1}, \ldots, z_{l}\right\}$ be the set of all atomic central projections in $\mathcal{M}$. We introduce equivalence relation on $A$ by declaring two elements equivalent if they have the same rank. A bijection $\varphi: N(\mathcal{M}) \rightarrow N(\mathcal{M})$ is a star order isomorphism if and only if the following holds: There are
(i) a bijection $\pi: A \rightarrow A$ preserving equivalence classes;
(ii) linear or conjugate linear partial isometries $v_{1}, \ldots, v_{l}$ with initial projections $z_{1}, \ldots, z_{l}$;
(iii) bijections $f_{1}, \ldots, f_{l}$ acting on $\mathbb{C}$ and vanishing at zero;
such that, for all normal $x \in \mathcal{M}$,

$$
\varphi(x)=\sum_{i=1}^{l} v_{\pi(i)} f_{\pi(i)}\left(z_{\pi(i)} x\right) v_{\pi(i)}^{*}
$$

Now let us look at star order isomorphisms on $J B W$-algebras. A linear bijection $\varphi: \mathcal{A} \rightarrow \mathcal{B}$ between $J B W$-algebras $\mathcal{A}$ and $\mathcal{B}$ is called a Jordan isomorphism, if

$$
\varphi(x \circ y)=\varphi(x) \circ \varphi(y)
$$

for all $x, y \in \mathcal{A}$. The next two theorems generalize the results on star order isomorphisms between self-adjoint part of von Neumann algebras [13, 27].

Theorem 3.3.4 ([14]). Let $\mathcal{A}$ be a JBW-algebra without Type $I_{2}$ direct summand and let $\mathcal{B}$ be a JBW-algebra. Let $\varphi: \mathcal{A} \rightarrow \mathcal{B}$ be a continuous star order isomorphism. Suppose that there is an invertible central element $z \in \mathcal{B}$ and a function $f: \mathbb{R} \rightarrow \mathbb{R}$ such that

$$
\varphi(\lambda \mathbf{1})=f(\lambda) z
$$

for all $\lambda \in \mathbb{R}$. Then $f$ is a continuous bijection with $f(0)=0$ and there is a unique Jordan isomorphism $\psi: \mathcal{A} \rightarrow \mathcal{B}$ such that

$$
\varphi(x)=\psi(f(x)) z
$$

for all $x \in \mathcal{A}$.
Theorem 3.3.5 ([14]). Let $\mathcal{A}$ be a JBW-factor of Type $I_{n}$, where $n \neq 2$. Let $\varphi: \mathcal{A} \rightarrow \mathcal{B}$ be a continuous star order isomorphism from $\mathcal{A}$ onto a JBW-algebra $\mathcal{B}$. Then there are a continuous bijection $f: \mathbb{R} \rightarrow \mathbb{R}$ with $f(0)=0$ and a unique Jordan isomorphism $\psi: \mathcal{A} \rightarrow \mathcal{B}$ such that

$$
\varphi(x)=\psi(f(x))
$$

for all $x \in \mathcal{A}$.

### 3.4 Order topology

Let $(P, \leq)$ be a poset and $x \in P$. Following Birkhoff [8, 9], we say that a net $\left(x_{\alpha}\right)_{\alpha \in \Lambda}$ is order convergent to $x$ in $(P, \leq)$ if there exist an increasing net $\left(y_{\alpha}\right)_{\alpha \in \Lambda}$ and a decreasing net $\left(z_{\alpha}\right)_{\alpha \in \Lambda}$ such that
(i) $y_{\alpha} \leq x_{\alpha} \leq z_{\alpha}$ for all $\alpha \in \Lambda$;
(ii) $\sup _{\alpha \in \Lambda} y_{\alpha}=\inf _{\alpha \in \Lambda} z_{\alpha}=x$.

A subset $C$ of $P$ is order closed if no net in $C$ is order convergent to a point belonging to $P \backslash C$. The order topology $\tau_{o}(P, \leq)$ is a topology on $P$ such that set of all closed sets coincides with the set of all order closed sets. It turns out (see, for example, [32, 33 ) that $\tau_{o}(P, \leq)$ is not Hausdorff in general.

Let $\mathcal{M}$ be a von Neumann algebra and let $\preceq$ be the star order on $\mathcal{M}$. Although $\tau_{o}(\mathcal{M}, \preceq)$ is far from being linear, it is finer than a number of standard locally convex topologies on $\mathcal{M}$. Consequently, $\tau_{o}(\mathcal{M}, \preceq)$ is necessarily Hausdorff.

Theorem 3.4.1 ([12]). If $\mathcal{M}$ is a von Neumann algebra, then

$$
s^{*}\left(\mathcal{M}, \mathcal{M}_{*}\right) \subseteq \tau_{o}(\mathcal{M}, \preceq) .
$$

In the light of the previous theorem, there is a natural question whether the norm topology is finer or coarser than $\tau_{o}(\mathcal{M}, \preceq)$. The answer is affirmative only for finite-dimensional von Neumann algebras. Note that, in this case, $\tau_{o}(\mathcal{M}, \preceq)$ is the discrete topology [12].

Theorem 3.4.2 ([12]). A von Neumann algebra $\mathcal{M}$ is finite-dimensional if and only if the order topology $\tau_{o}(\mathcal{M}, \preceq)$ is comparable with the norm topology.

Consider the poset $\left(\mathcal{M}_{s a}, \leq\right)$, where $\leq$ is the standard partial order generated by a positive cone of a von Neumann algebra $\mathcal{M}$. It was proved in [22] that $\left.\tau_{o}\left(\mathcal{M}_{s a}, \leq\right)\right|_{P(\mathcal{M})}=\tau_{o}(P(\mathcal{M}), \leq)$ if and only if $\mathcal{M}$ is abelian. The following proposition concerning the order topology on important subposets of $(\mathcal{M}, \preceq)$ shows that the situation is different in the case of the star order. Losely speaking, we can summarized the content of this proposition by saying that the order topology generated by the star order is well behaved with respect to restrictions regardless of $\mathcal{M}$ is abelian or not.

Proposition 3.4.3 ([12]). Let $\mathcal{M}$ be a von Neumann algebra. Then
(i) $\left.\tau_{o}(\mathcal{M}, \preceq)\right|_{\mathcal{M}_{p i}}=\tau_{o}\left(\mathcal{M}_{p i}, \preceq\right) ;$
(ii) $\left.\tau_{o}(\mathcal{M}, \preceq)\right|_{\mathcal{M}_{s a}}=\tau_{o}\left(\mathcal{M}_{s a}, \preceq\right)$;
(iii) $\left.\tau_{o}(\mathcal{M}, \preceq)\right|_{\mathcal{M}_{+}}=\left.\tau_{o}\left(\mathcal{M}_{s a}, \preceq\right)\right|_{\mathcal{M}_{+}}=\tau_{o}\left(\mathcal{M}_{+}, \preceq\right)$;
(iv) $\left.\tau_{o}(\mathcal{M}, \preceq)\right|_{P(\mathcal{M})}=\left.\tau_{o}\left(\mathcal{M}_{s a}, \preceq\right)\right|_{P(\mathcal{M})}=\left.\tau_{o}\left(\mathcal{M}_{+}, \preceq\right)\right|_{P(\mathcal{M})}=\tau_{o}(P(\mathcal{M}), \preceq)$.

## Chapter 4

## Plichko spaces

### 4.1 Some classes of Banach spaces

Let $X$ be a (real or complex) Banach space. A subspace $D \subseteq X^{*}$ is said to be norming if

$$
\|x\|_{D}=\sup \left\{\mid \varphi(x) \| \varphi \in D \cap B_{X^{*}}\right\}
$$

defines a norm on $X$ equivalent to the original norm $\|\cdot\|$ on $X$. If, in addition, $\|\cdot\|_{D}=\|\cdot\|, D$ is called 1-norming. We see that $X^{*}$ is clearly a 1 -norming subspace. A subspace $D \subseteq X^{*}$ is a $\Sigma$-subspace of $X^{*}$ if there is a set $M \subseteq X$ such that its linear span is dense in $X$ and

$$
D=\left\{\varphi \in X^{*} \mid\{x \in M \mid \varphi(x) \neq 0\} \text { is countable }\right\} .
$$

A Banach space $X$ is said to be Plichko if $X^{*}$ has a norming $\Sigma$-subspace $D$. If $D$ is even 1-norming, $X$ is called 1 -Plichko. It was proved by Kalenda in [46] that a Banach space $X$ is 1-Plichko if and only if $X$ has a countably 1-norming Markushevich bases. Kubiś showed in 48 that Plichko spaces can be alternatively characterized in terms of the so-called projectional skeleton.

There are many other significant classes of Banach spaces. We introduce only two of them. A Banach space $X$ is said to be weakly Lindelöf determined (shortly WLD) if the dual space $X^{*}$ itself is a $\Sigma$-subspace. Finally, a Banach space $X$ is called weakly compactly generated (shortly WCG) if there is a weakly compact subset of $X$ whose linear span is dense in $X$. Examples of WCG spaces include reflexive Banach spaces. This follows from the well-known fact that the unit ball of any reflexive Banach space is weakly compact. See [30] for more details on WCG spaces.

It is worth to note that we have the following hierarchy, where all inclisions are strict (see [47] and references therein):

Separable spaces $\subset$ WCG spaces $\subset$ WLD spaces
$\cap$
1-Plichko spaces
$\cap$
Plichko spaces.

### 4.2 Plichko spaces and preduals

In this section, we confine the discussion to our main results proved in [18]. They are nontrivial generalizations of our previous works on preduals of von Neumann algebras and $J B W^{*}$-algebras [16, 17].

Theorem 4.2.1 ([18]). The predual $\mathcal{M}_{*}$ of a $J B W^{*}$-triple $\mathcal{M}$ is a 1-Plichko space. Moreover, $\mathcal{M}_{*}$ is $W L D$ if and only if $\mathcal{M}$ is $\sigma$-finite. In this case, $\mathcal{M}_{*}$ is even $W C G$.

Since the second dual space of a $J B^{*}$-triple is a $J B W^{*}$-triple, we have the following corollary.

Corollary 4.2.2 ([18]). The dual space of a $J B^{*}$-triple is a 1-Plichko space.
Recall that a subspace $Y$ of a Banach space $X$ is called a 1-complemented subspace of $X$ if there exists the projection from $X$ onto $Y$ of norm one. We say that a Banach space $X$ has 1-separable complementation property if every separable subspace of $X$ is contained in a separable 1-complemented subspace of $X$. Haagerup proved by means of advanced tools in the theory of von Neumann algebras that the predual of every von Neumann algebra has 1 -separable complementation property (see [35, Theorem IX.1]). By Theorem 4.2.1, we obtain immediately a generalization of this statement to $J B W^{*}$-triples.

Corollary 4.2 .3 ([18]). Preduals of $J B W^{*}$-triple have the 1 -separable complementation property.
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#### Abstract

The goal of the paper is to extend the star order from associative algebras to nonassociative Jordan Banach structures. Let $\mathcal{A}$ be a JBW algebra. We define a relation on $\mathcal{A}$ as the set of all pairs $(a, b) \in \mathcal{A} \times \mathcal{A}$ such that the range projections of $a$ and $b-a$ are orthogonal. We show that this relation defines a partial order on $\mathcal{A}$ which, in the case of the self-adjoint part of a von Neumann algebra, gives the star order. After showing basic properties of this order we shall prove the following preserver theorem: Let $\mathcal{A}$ be a JBW algebra without Type $\mathrm{I}_{2}$ direct summand and let $\varphi$ be a continuous map from $\mathcal{A}$ to $\mathcal{B}$ preserving the star order in both directions. If for each scalar $\lambda$ one has $\varphi(\lambda \mathbf{1})=f(\lambda) z$, where $f$ is a (continuous) function and $z$ is a central invertible element, then there is a unique Jordan isomorphism $\psi: \mathcal{A} \rightarrow \mathcal{B}$ such that $\varphi(a)=\psi(f(a)) z$. Moreover, we show that if $\mathcal{A}$ is a Type $\mathrm{I}_{n}$ factor, where $n \neq 2$, then the equation above holds for all continuous maps preserving the star order in both directions.
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## 1. Introduction and preliminaries

There are various orders defined on matrices, operators, and abstract associative $*$-algebras which play an important role in matrix analysis, operator theory, and algebra. Study of these orders has attracted many researchers and there is a vast literature devoted to this topic (see [17] and the references therein). One of the most important orders that has been studied intensely is so-called star order. This interesting relation was first introduced by Drazin in [11] in the context of $*$-semigroups. It is defined as the set of all ordered pairs $(a, b)$ in a $*$-semigroup $\mathcal{A}$ satisfying the equalities

$$
\begin{equation*}
a^{*} a=a^{*} b \quad \text { and } \quad a a^{*}=b a^{*} . \tag{1}
\end{equation*}
$$

Drazin showed that this relation is really a partial order provided that $\mathcal{A}$ is a proper $*$-semigroup which means that $a^{*} a=a^{*} b=b^{*} a=b^{*} b$ implies $a=b$.

[^0]http://dx.doi.org/10.1016/j.jmaa.2014.03.054
0022-247X/© 2014 Elsevier Inc. All rights reserved.

When restricted to the self-adjoint part $\mathcal{A}_{s a}=\left\{a \in \mathcal{A} \mid a=a^{*}\right\}$ of $\mathcal{A}$, the algebraic condition (1) defining the star order takes little bit simpler form

$$
\begin{equation*}
a^{2}=a b \tag{2}
\end{equation*}
$$

In a special case, when $\mathcal{A}$ is the algebra $B(H)$ of all bounded operators acting on a given Hilbert space $H$, the star order on $\mathcal{A}_{s a}$ was introduced independently by Gudder in connection with logical foundations of quantum mechanics [13]. This order, known as the Gudder order today, was then studied in [19] and subsequently in the context of $C^{*}$-algebras and von Neumann algebras in [2,3,9,10]. Investigation in this area has shown that the star order as well as Gudder order, albeit defined purely algebraically, have interesting analytic characterizations and properties $[2,3,13,19]$ relevant to the theory of operators and operator algebras. All results obtained so far along this line concern the star order on associative algebras or on their self-adjoint parts. However, we showed in our previous paper [4] that an essential component of maps preserving Gudder order is given by Jordan isomorphisms. It indicates that Gudder order is connected with the Jordan structure rather than with the associative structure in which the self-adjoint part may sit. In this light it seems to be natural to study Gudder order in a non-associative framework of Jordan structures. It is the goal of this paper. In particular, we would like to focus on the star order on JBW algebras that are one of the most prominent functional analytic structures generalizing self-adjoint parts of von Neumann algebras.

Let us recall that given self-adjoint part $\mathcal{A}_{s a}$ of a $*$-algebra $\mathcal{A}$, the special Jordan product, $\circ$, on $\mathcal{A}_{s a}$ is defined as

$$
a \circ b=\frac{1}{2}(a b+b a) .
$$

This product organizes $\mathcal{A}_{s a}$ into a Jordan algebra. In this case, the star order relation (2) implies easily that

$$
\begin{equation*}
a^{2}=a \circ b . \tag{3}
\end{equation*}
$$

One may be tempted to adopt (3) for definition of the star order on general Jordan algebras. However, the condition (3) is not equivalent to (2) as we shall demonstrate by an easy example involving Pauli spin matrices. For this reason, a definition of the star order for Jordan algebras is not as straightforward. We shall define it at first for JBW algebras as follows. Let $\mathcal{A}$ be a JBW algebra. The star order on $\mathcal{A}$ is the relation consisting of all ordered pairs $(a, b) \in \mathcal{A} \times \mathcal{A}$ such that range projections $r(a)$ and $r(b-a)$ of $a$ and $b-a$, respectively, are orthogonal. We shall use notation $a \preccurlyeq b$ if $a$ and $b$ satisfy conditions above. In the first part of this work we demonstrate that this relation is really a partial order on $\mathcal{A}$. Let us remark that, unlike the associative case, the proof of this fact is not as easy and requires deeper Jordan identities and spectral properties of JBW algebras. In the course of the proof, we show that $a \preccurlyeq b$ if and only if $a^{2}=a \circ b$ and $a$ and $b$ operator commute. This allows one to obtain generalization of the star order not only for JBW but also for all Jordan $C^{*}$-algebras.

In order to understand given mathematical structure it is very useful to describe all transformations preserving it [18]. This applies to orders on matrices and operators in particular. There are many recent results in this directions (see e.g. [9,16,20]). In our previous paper, we characterized (non-linear) continuous bijective transformations between self-adjoint parts of von Neumann algebras preserving Gudder order in both directions that are well behaved with respect to scales [4]. In the second part of the paper, we shall extend this result to JBW algebras as follows: Every map $\varphi$ between JBW algebras $\mathcal{A}$ and $\mathcal{B}$, where $\mathcal{A}$ has no Type $\mathrm{I}_{2}$ direct summand, preserving the star order in both directions and such that it is deforming scales $\lambda \mathbf{1}$ into $f(\lambda) z$, where $f$ is a real function and $z$ an invertible central element in $\mathcal{B}$, has the form

$$
\varphi(x)=\psi(f(x)) z
$$

where $\psi$ is a unique Jordan isomorphism between $\mathcal{A}$ and $\mathcal{B}$. One of the essential ingredients of the proof is the generalization of celebrated Dye theorem [12] on orthoisomorphisms between projection lattices of von Neumann algebras and JBW algebras.

Our investigation of preservers of the star order was originally inspired by very interesting paper by Dolinar and Molnár [8] in which it was proved that any continuous map $\varphi$ between sets of self-adjoint operators acting on Hilbert spaces (of dimension at least three) preserving the Gudder order in both directions is given by functional calculus followed by Jordan *-isomorphism. More precisely,

$$
\varphi(x)=\psi(f(x))
$$

where $f$ is a continuous function and $\psi$ is a Jordan $*$-isomorphism. In the last part of the paper, we return to this case and prove that precisely the same conclusion holds for all Type $\mathrm{I}_{n}$ factorial JBW algebras, where $n \neq 2$, which generalizes [8]. Let us remark that our proof is different and simpler than in [8]. It is based on application of our main results on preservers of the star order. In fact, we show that in the case of atomic JBW factors (that are not Type $\mathrm{I}_{2}$ ) any continuous map preserving the star order in both directions must preserve the scales automatically. It allows one to simplify arguments in the original proof of Dolinar and Molnár. This result cannot be extended to non-factors as we shall demonstrate. Nevertheless, it is not known whether it holds also for non-atomic Jordan factors because all hitherto used arguments rest upon studying atoms with respect to the star order and employing their properties. As a byproduct of our results we obtain new characterization of Jordan isomorphisms among maps preserving the star order that are supposed to be linear only on the scales.

Let us now recall basic notions and fix the notation. (For details on Jordan Banach algebras we refer the reader to monographs [1,15].) A real algebra $\mathcal{A}$ with the product $(x, y) \mapsto x \circ y$ is called a Jordan algebra if $x \circ y=y \circ x$ and $x \circ\left(y \circ x^{2}\right)=(x \circ y) \circ x^{2}$ for all $x, y \in \mathcal{A}$. A Jordan algebra is said to be unital if it has the unit 1 with respect to the multiplication. The multiplication operator $T_{x}$ for $x \in \mathcal{A}$ is defined by $T_{x} y=x \circ y$. By the symbol $\left[T_{x}, T_{y}\right]$, we denote $T_{x} T_{y}-T_{y} T_{x}$. With this notation, the condition $x \circ\left(y \circ x^{2}\right)=(x \circ y) \circ x^{2}$ in the definition of Jordan algebra can be rewritten in the following equivalent form called linearized Jordan axiom:

$$
\left[T_{x}, T_{y \circ z}\right]+\left[T_{y}, T_{z \circ x}\right]+\left[T_{z}, T_{x \circ y}\right]=0
$$

for all $x, y, z \in \mathcal{A}$. We say that $x$ operator commutes with $y$ if $\left[T_{x}, T_{y}\right]=0$. By $U_{x}$ we denote an operator acting on a Jordan algebra defined by $U_{x}=2 T_{x}^{2}-T_{x^{2}}$. An element $p \in \mathcal{A}$ is called projection (or idempotent) if $p=p^{2}$. The set of all projections in $\mathcal{A}$ will be denoted by $P(\mathcal{A})$. An element $x \in \mathcal{A}$ of a Jordan algebra $\mathcal{A}$ operator commutes with $p \in P(\mathcal{A})$ if and only if $T_{p} x=U_{p} x$. Two projections $p, q \in \mathcal{A}$ are called orthogonal, written $p \perp q$, if $p \circ q=0$.

By $J B$ algebra we mean a Jordan algebra $\mathcal{A}$ which is a Banach space with a norm satisfying for all $x, y \in \mathcal{A}$ :
(i) $\|x \circ y\| \leqslant\|x\|\|y\|$;
(ii) $\left\|x^{2}\right\|=\|x\|^{2}$;
(iii) $\left\|x^{2}\right\| \leqslant\left\|x^{2}+y^{2}\right\|$.

A $J B W$ algebra $\mathcal{A}$ is a JB algebra that is a dual Banach space. Every JBW algebra is unital. The set $P(\mathcal{A})$ equipped with the standard partial order $\leqslant$ (given by $p \leqslant q$ if $p \circ q=p$ ) is a lattice called projection lattice. For every element $x$ of a JBW algebra $\mathcal{A}$, there is the smallest projection $r(x) \in \mathcal{A}$, called range projection, such that $r(x) \circ x=x$. Let $x$ be an element of a JBW algebra $\mathcal{A}$. By the symbol $W(x)$, we shall denote the JBW subalgebra of $\mathcal{A}$ generated by $x$.

## 2. Star order and JBW algebras

Definition 2.1. The star order is a binary relation $\preccurlyeq$ on a JBW algebra $\mathcal{A}$ defined by $x \preccurlyeq y$ if $r(x) \perp r(y-x)$.
Let us show that $\preccurlyeq$ is a partial order on a JBW algebra. Before doing this we prove some auxiliary lemmas.

Lemma 2.2. Let $\mathcal{A}$ be a JBW algebra. Suppose that $x$, $y$ are elements of $\mathcal{A}$.
(i) If $p$ is a projection in $\mathcal{A}$ such that $p \circ x=0$, then $\left[T_{p}, T_{x}\right]=0$.
(ii) $\left[T_{x}, T_{r(x)}\right]=0$.
(iii) If $r(x) \perp r(y)$, then $r(x) \circ y=r(y) \circ x=0$.
(iv) If $r(x) \perp r(y)$, then $x \circ y=0$.

## Proof.

(i) It is easy to show that $T_{p} x=0=U_{p} x$.
(ii) As $(\mathbf{1}-r(x)) \circ x=0$, it follows from (i) that $\left[T_{x}, T_{1-r(x)}\right]=0$. Hence $\left[T_{x}, T_{r(x)}\right]=0$.
(iii) By (i) and (ii), we have

$$
\begin{aligned}
r(x) \circ y & =T_{r(x)} y=T_{r(x)} T_{r(y)} y=T_{r(y)} T_{r(x)} y=T_{r(y)} T_{y} r(x)=T_{y} T_{r(y)} r(x) \\
& =y \circ(r(x) \circ r(y))=0 .
\end{aligned}
$$

Similarly, $r(y) \circ x=0$.
(iv) We infer from (iii) that $r(x) \circ y=0$. Applying (i), we obtain $\left[T_{r(x)}, T_{y}\right]=0$. Therefore,

$$
x \circ y=T_{y} T_{r(x)} x=T_{r(x)} T_{y} x=T_{r(x)} T_{x} y=T_{x} T_{r(x)} y=T_{x}(r(x) \circ y)=0 .
$$

Note that, by the previous lemma, condition $r(x) \perp r(y-x)$ implies $x^{2}=x \circ y$.
Lemma 2.3. Let $x$ and $y$ be elements of $J B W$ algebra $\mathcal{A}$ such that $r(x) \perp r(y-x)$. Then
(i) $\left[T_{r(x)}, T_{r(y)}\right]=0$.
(ii) $r(x) \leqslant r(y)$.

## Proof.

(i) It is easy to see that

$$
\left[T_{r(x)}, T_{y}\right]=\left[T_{r(x)}, T_{y-x+x}\right]=\left[T_{r(x)}, T_{x}\right]+\left[T_{r(x)}, T_{y-x}\right]=\left[T_{r(x)}, T_{y-x}\right] .
$$

Since $r(x) \perp r(y-x)$, it follows from Lemma 2.2(i) and Lemma 2.2(iii) that $\left[T_{r(x)}, T_{y-x}\right]=0$. Therefore, $r(x)$ operator commutes with $y$ and so $r(x)$ operator commutes with all elements of associative JBW algebra $W(y)$ generated by $y$ (see, for example, [15, Lemma 4.2.5]). In particular, $\left[T_{r(x)}, T_{r(y)}\right]=0$ because $r(y) \in W(y)$.
(ii) By Lemma 2.2(iii),

$$
r(x) \circ y=r(x) \circ x+r(x) \circ(y-x)=x .
$$

It follows from (i) that

$$
r(y) \circ x=T_{r(y)} T_{r(x)} y=T_{r(x)} T_{r(y)} y=r(x) \circ y=x
$$

Therefore, $r(x) \leqslant r(y)$ because $r(x)$ is the smallest projection with the property $r(x) \circ x=x$.

Proposition 2.4. The binary relation $\preccurlyeq$ on a $J B W$ algebra $\mathcal{A}$ is a partial order on $\mathcal{A}$.

Proof. It is clear that $\preccurlyeq$ is reflexive.
Suppose that $r(x) \perp r(y-x)$ and $r(y) \perp r(x-y)$. Then, by Lemma 2.2(iv), $x \circ(y-x)=y \circ(y-x)=0$. Therefore,

$$
\|x-y\|^{2}=\left\|(x-y)^{2}\right\|=\left\|x^{2}-2 x \circ y+y^{2}\right\|=0
$$

and so $x=y$. Thus $\preccurlyeq$ is antisymmetric.
Let us prove that $\preccurlyeq$ is transitive. Suppose that $r(x) \perp r(y-x)$ and $r(y) \perp r(z-y)$. We have to show that $r(x) \perp r(z-x)$. By Lemma 2.3(ii) and the fact that $r(y) \perp r(z-y)$,

$$
r(x) \leqslant r(y) \leqslant \mathbf{1}-r(z-y)
$$

This shows that $r(x) \perp r(z-y)$. Similarly, since $r(y-x) \perp r(y-(y-x))$, it follows from Lemma 2.3(ii) that

$$
r(y-x) \leqslant r(y) \leqslant \mathbf{1}-r(z-y)
$$

and so $r(y-x) \perp r(z-y)$. Therefore, $r(y-x)+r(z-y)$ is a projection and $r(x) \perp(r(y-x)+r(z-y))$. Thus

$$
r(z-y)+r(y-x) \leqslant \mathbf{1}-r(x)
$$

Using Lemma 2.2(iii), we obtain

$$
\begin{aligned}
(r(y-x)+r(z-y)) \circ(z-x)= & r(y-x) \circ(y-x)+r(y-x) \circ(z-y) \\
& +r(z-y) \circ(y-x)+r(z-y) \circ(z-y) \\
= & z-x
\end{aligned}
$$

Moreover, $r(z-x)$ is the smallest projection with the property $r(z-x) \circ(z-x)=z-x$ which ensures that

$$
r(z-x) \leqslant r(z-y)+r(y-x)
$$

Hence

$$
r(z-x) \leqslant r(z-y)+r(y-x) \leqslant \mathbf{1}-r(x)
$$

and so $r(x) \perp r(z-x)$.

Proposition 2.5. Let $x, y$ be elements of a $J B W$ algebra $\mathcal{A}$. Then the following conditions are equivalent
(i) $x \preccurlyeq y$.
(ii) $x^{2}=y \circ x$ and $x$ operator commutes with $y$.
(iii) There is $c \in \mathcal{A}$ such that $y=x+c, x \circ c=0$, and $x$ operator commutes with $c$.

Proof. (i) $\Rightarrow$ (ii). Let $c=y-x$. The linearized Jordan axiom gives

$$
\left[T_{c}, T_{x \circ r(x)}\right]=-\left[T_{x}, T_{r(x) \circ c}\right]-\left[T_{r(x)}, T_{c \circ x}\right]
$$

By Lemma 2.2, $r(x) \circ c=0$ and $x \circ c=0$. Using these relations we obtain $\left[T_{x}, T_{c}\right]=0$. As $c=y-x$, $\left[T_{x}, T_{y}\right]=0$. Moreover, it follows from $x \circ c=0$ that $x^{2}=y \circ x$.
(ii) $\Rightarrow$ (iii). If we set $c=y-x$, then the statement is clear.
(iii) $\Rightarrow$ (i). Let us prove that, for all positive integers $m$ and $n, x^{m} \circ c^{n}=0$. First, we show by induction that $x^{m} \circ c=0$. It is clear that the equation is satisfied for $m=1$. If $x^{m} \circ c=0$, then

$$
x^{m+1} \circ c=T_{c} T_{x} x^{m}=T_{x} T_{c} x^{m}=0
$$

We conclude that $x^{m} \circ c=0$ holds for all $m \geqslant 1$.
Further, if $m \geqslant 2$, then it follows from the linearized Jordan axiom that

$$
\left[T_{c}, T_{x^{m}}\right]=\left[T_{c}, T_{x^{m-1} \circ x}\right]=-\left[T_{x^{m-1}}, T_{x \circ c}\right]-\left[T_{x}, T_{x^{m-1} \circ c}\right]=0
$$

Hence $\left[T_{x^{m}}, T_{c}\right]=0$ for every $m \geqslant 1$. Now, the same argument as above ensures that $x^{m} \circ c^{n}=0$ holds for all positive integers $m, n$.

Thanks to this, the elements $\mathbf{1}, x$, and $c$ generate associative Jordan subalgebra. Its $\sigma$-weak closure is an associative JBW subalgebra $\mathcal{C}$ of $\mathcal{A}$. Since $r(x)$ and $r(c)$ are elements of $\mathcal{C}$, it follows from functional calculus that $r(x) \perp r(c)$.

Let $\mathcal{M}_{s a}$ be a self-adjoint part of a von Neumann algebra $\mathcal{M}$ equipped with the Jordan product $x \circ y=$ $\frac{1}{2}(x y+y x)$. It is easy to see that $x \preccurlyeq y$ if and only if $x^{2}=x y$. So Definition 2.1 is an extension of the star order for associative product. Let us remark that the condition $x^{2}=x \circ y$ itself restricted to $\mathcal{M}_{s a}$ does not guarantee that $x \preccurlyeq y$ in the previous sense. For this, take $\mathcal{M}=M_{2}(\mathbb{C})$ and $s_{1}, s_{2} \in \mathcal{M}_{s a}$, where $s_{1}, s_{2}$ are Pauli spin matrices. Then $s_{1} \circ s_{2}=0$ and $s_{1}^{2}=s_{2}^{2}=\mathbf{1}$ which gives

$$
s_{1} \circ\left(s_{1}+s_{2}\right)=s_{1}^{2}=\mathbf{1}
$$

But

$$
s_{1}\left(s_{1}+s_{2}\right)=\mathbf{1}+s_{1} s_{2} \neq \mathbf{1}=s_{1}^{2}
$$

This shows that, unlike the associative case, the algebraic condition $x \circ y=x^{2}$ itself is not suitable for defining the star order.

Note that one could generalize the star order to a JB algebra $\mathcal{A}$ by the condition (ii) (or by the condition (iii)) from the previous proposition. It follows from the structure theory of JB algebras that we obtain partial order in this case. Indeed, the condition (ii) defines a relation on $\mathcal{A}$ which is a restriction of the star order on the JBW algebra $\mathcal{A}^{* *}$ into which $\mathcal{A}$ embeds canonically.

## 3. Star order isomorphisms

Definition 3.1. Let $\mathcal{A}$ and $\mathcal{B}$ be JBW algebras. We say that $\varphi: \mathcal{A} \rightarrow \mathcal{B}$ is a star order isomorphism if $\varphi$ is a bijection satisfying

$$
x \preccurlyeq y \quad \Leftrightarrow \quad \varphi(x) \preccurlyeq \varphi(y)
$$

for all $x, y \in \mathcal{A}$. A star order isomorphism $\varphi: \mathcal{A} \rightarrow \mathcal{B}$ is said to be unital if $\varphi(\mathbf{1})=\mathbf{1}$.
A linear map $\varphi: \mathcal{A} \rightarrow \mathcal{B}$ between JBW algebras $\mathcal{A}$ and $\mathcal{B}$ is called Jordan homomorphism, if $\varphi(x \circ y)=$ $\varphi(x) \circ \varphi(y)$ for all $x, y \in \mathcal{A}$. A bijective Jordan homomorphism is called Jordan isomorphism. Note that it follows easily from Proposition 2.5 that if $x \preccurlyeq y$ in $\mathcal{A}$ and $\varphi: \mathcal{A} \rightarrow \mathcal{B}$ is a Jordan homomorphism, then $\varphi(x) \preccurlyeq \varphi(y)$. Hence a Jordan isomorphism is an example of a star order isomorphism.

Lemma 3.2. Let $x$ be an element of a JBW algebra $\mathcal{A}$ and $\lambda \in \mathbb{R}$. Then $x \preccurlyeq \lambda \mathbf{1}$ if and only if there is $p \in P(\mathcal{A})$ such that $x=\lambda p$.

Proof. If $x \preccurlyeq \lambda \mathbf{1}$, then, by Proposition 2.5, $x^{2}=\lambda x$. Let $x=\lambda y$, where $y \in \mathcal{A}$. Then $\lambda^{2} y^{2}=\lambda^{2} y$. If $\lambda \neq 0$, then $y^{2}=y$ and so $y$ is a projection. For $\lambda=0$, the statement is obvious.

Conversely, assume that there is $p \in P(\mathcal{A})$ such that $x=\lambda p$. Then $x^{2}=\lambda^{2} p=\lambda x$. Moreover, it is clear that $\left[T_{x}, T_{\lambda 1}\right]=0$. Hence, by Proposition 2.5, $x \preccurlyeq \lambda \mathbf{1}$.

Proposition 3.3. Let $p$ and $q$ be projections of a JBW algebra $\mathcal{A}$. The following statements are equivalent:
(i) For every $\lambda \in \mathbb{R} \backslash\{0,1\}$, there is $x \in \mathcal{A}$ such that $p, \lambda q \preccurlyeq x$.
(ii) There is $\lambda \in \mathbb{R} \backslash\{0,1\}$ and $x \in \mathcal{A}$ such that $p, \lambda q \preccurlyeq x$.
(iii) $p \perp q$.

Proof. (i) $\Rightarrow$ (ii). It is clear.
(ii) $\Rightarrow$ (iii). By Proposition 2.5, $p=x \circ p, \lambda^{2} q=x \circ \lambda q$, and $\left[T_{x}, T_{p}\right]=\left[T_{x}, T_{\lambda q}\right]=0$. Hence $p \circ q=$ $T_{q} T_{x} p=T_{x} T_{q} p=T_{x} T_{p} q=T_{p} T_{x} q=p \circ(x \circ q)=\lambda p \circ q$. As $\lambda \in \mathbb{R} \backslash\{0,1\}$, we obtain $p \circ q=0$.
(iii) $\Rightarrow$ (i). Take arbitrary $\lambda \in \mathbb{R} \backslash\{0,1\}$ and set $x=p+\lambda q$. Then $x \circ p=p^{2}$ and $x \circ \lambda q=\lambda^{2} q^{2}$. Further, by Lemma 2.2, $\left[T_{x}, T_{p}\right]=\left[T_{x}, T_{\lambda q}\right]=0$. Consequently, Proposition 2.5 gives $p, \lambda q \preccurlyeq x$.

In the sequel, $\varphi$ will denote a continuous star order isomorphism from a JBW algebra $\mathcal{A}$ onto JBW algebra $\mathcal{B}$ such that there is a function $f: \mathbb{R} \rightarrow \mathbb{R}$ with $f(0)=0$ and

$$
\varphi(\lambda \mathbf{1})=f(\lambda) z
$$

for all $\lambda \in \mathbb{R}$, where $z$ is a central invertible element. Moreover, we assume without loss of generality, that $f(1)=1$ and $z=\mathbf{1}$. (No loss of generality follows from the fact that multiplying by $z^{-1}$ gives an order isomorphism and from using appropriate scaling.)

## Lemma 3.4.

(i) If $p \in P(\mathcal{A})$ and $\lambda \in \mathbb{R}$, then there is a projection $q \in P(\mathcal{B})$ such that $\varphi(\lambda p)=f(\lambda) q$.
(ii) $\varphi$ maps $P(\mathcal{A})$ onto $P(\mathcal{B})$.

## Proof.

(i) As $\lambda p \preccurlyeq \lambda \mathbf{1}$, we have $\varphi(\lambda p) \preccurlyeq \varphi(\lambda \mathbf{1})=f(\lambda) \mathbf{1}$. By Lemma 3.2, there is $q \in P(\mathcal{B})$ such that $\varphi(\lambda p)=f(\lambda) q$.
(ii) Let $p \in P(\mathcal{A})$. It follows from (i) that $\varphi(p) \in P(\mathcal{B})$. Therefore, $\varphi$ maps $P(\mathcal{A})$ into $P(\mathcal{B})$. Let us show that $\varphi$ is onto. If $e \in P(\mathcal{B})$, then there is $x \in \mathcal{A}$ such that $\varphi(x)=e$ because $\varphi$ is a bijection. Moreover, $\varphi^{-1}$ is a unital star order isomorphism. Hence

$$
x=\varphi^{-1}(e) \preccurlyeq \varphi^{-1}(\mathbf{1})=\mathbf{1}
$$

and so, by Lemma 3.2, $x \in P(\mathcal{A})$.
Lemma 3.5. The supremum of two projections in $P(\mathcal{A})$ is equal to the supremum of these projections in $\mathcal{A}$ with respect to the star order. In particular, the supremum of two projections in $\mathcal{A}$ with respect to the star order exists.

Proof. Let $p, q \in P(\mathcal{A})$. Denote by $p \vee q$ the supremum of $p$ and $q$ in $P(\mathcal{A})$. It is clear that $p, q \preccurlyeq p \vee q$ because the star order on $P(\mathcal{A})$ restricts to the standard order. Now let $x$ be an element of $\mathcal{A}$ such that $p, q \preccurlyeq x$. We have to show that $p \vee q \preccurlyeq x$, i.e. $r(p \vee q) \perp r(x-p \vee q)$. By Proposition 2.5, $(x-p \vee q) \circ p=0$ and $(x-p \vee q) \circ q=0$. Hence $x-p \vee q$ is an element of $U_{1-p}(\mathcal{A})$ and also $U_{1-q}(\mathcal{A})$. Since $U_{1-p}(\mathcal{A})$ and $U_{1-q}(\mathcal{A})$ are JBW algebras (see [15, Lemma 4.1.13]), they contain $r(x-p \vee q)$. Now it follows from [15, Lemma 2.6.3] that $r(x-p \vee q)$ is orthogonal to both $p$ and $q$. Therefore, $p, q \leqslant \mathbf{1}-r(x-p \vee q)$ and so $p \vee q \leqslant \mathbf{1}-r(x-p \vee q)$. We conclude that $r(p \vee q)=p \vee q$ is orthogonal to $r(x-p \vee q)$.

In the sequel, we denote the supremum of $x, y \in \mathcal{A}$ in $\mathcal{A}$ (with respect to the star order) by the symbol $x \vee y$. Note that, by the previous lemma, we need not make a difference between the supremum of two projections in $P(\mathcal{A})$ and in $\mathcal{A}$.

Proposition 3.6. Let $p$ and $q$ be projections in $\mathcal{A}$. Then
(i) $\varphi(p \vee q)=\varphi(p) \vee \varphi(q)$.
(ii) If $p \perp q$, then $\varphi(p) \perp \varphi(q)$.

## Proof.

(i) It can be easily verified that $\varphi(p \vee q)=\varphi(p) \vee \varphi(q)$ because $\varphi$ is a star order isomorphism.
(ii) Let $p \perp q$. By Proposition 3.3, for every $\lambda \in \mathbb{R} \backslash\{0,1\}$, there is $x_{\lambda} \in \mathcal{A}$ such that $p, \lambda q \preccurlyeq x_{\lambda}$. Therefore, for every $\lambda \in \mathbb{R} \backslash\{0,1\}$, there is $y_{\lambda} \in \mathcal{B}$ such that $\varphi(p), \varphi(\lambda q) \preccurlyeq y_{\lambda}$. Furthermore, $\varphi(\lambda q)=f(\lambda) e_{\lambda}$, where $e_{\lambda} \in P(\mathcal{B})$. Applying Proposition 3.3, $\varphi(p) \perp e_{\lambda}$ and so

$$
\varphi(p) \circ \varphi(\lambda q)=\varphi(p) \circ\left(f(\lambda) e_{\lambda}\right)=f(\lambda)\left(\varphi(p) \circ e_{\lambda}\right)=0 .
$$

Using continuity of $\varphi$ and making the limit $\lambda \rightarrow 1$, we obtain $\varphi(p) \circ \varphi(q)=0$ which means that $\varphi(p) \perp \varphi(q)$.

In the sequel, we shall need the following concept. We say that $\mu: P(\mathcal{A}) \rightarrow P(\mathcal{B})$ is $P(\mathcal{B})$-valued measure if

$$
\begin{equation*}
\mu(p+q)=\mu(p)+\mu(q) \quad \text { whenever } p \perp q \text {. } \tag{4}
\end{equation*}
$$

By positive measure on $P(\mathcal{A})$ we mean a non-negative real valued function on $P(\mathcal{A})$ with the property (4).

Theorem 3.7. Let $\mathcal{A}$ be $J B W$ algebra with no Type $I_{2}$ direct summand and let $\mathcal{B}$ be a $J B W$ algebra. Then every $P(\mathcal{B})$-valued measure $\mu$ on $P(\mathcal{A})$ extends uniquely to a bounded linear operator $T$ from $\mathcal{A}$ to $\mathcal{B}$.

Proof. By deep results of Bunce and Wright [5,6] every positive measure on $P(\mathcal{A})$ extends to a bounded linear functional. Once we know this, we can extend every $P(\mathcal{B})$-valued measure to a bounded linear operator from $\mathcal{A}$ to $\mathcal{B}$ by a standard argument used e.g. in [14, Proposition 5.2.4] or in [7].

Corollary 3.8. Let $\mathcal{A}$ be without Type $I_{2}$ direct summand. Then there is a unique Jordan isomorphism $\psi: \mathcal{A} \rightarrow \mathcal{B}$ such that

$$
\left.\psi\right|_{P(\mathcal{A})}=\left.\varphi\right|_{P(\mathcal{A})} .
$$

Proof. By Proposition 3.6 and Theorem 3.7, we can extend $\left.\varphi\right|_{P(\mathcal{A})}$ to bounded linear map $\psi$.
Take $x=\sum_{i=1}^{n} \lambda_{i} p_{i}$, where $p_{i}$ are orthogonal projections in $\mathcal{A}$ and $\lambda_{i} \in \mathbb{R}$. It follows from Proposition 3.6 that $\psi\left(p_{i}\right)$ are also orthogonal projections. Simple computation gives

$$
\psi\left(x^{2}\right)=\psi\left(\sum_{i=1}^{n} \lambda_{i}^{2} p_{i}\right)=\sum_{i=1}^{n} \lambda_{i}^{2} \psi\left(p_{i}\right)=\left(\sum_{i=1}^{n} \lambda_{i} \psi\left(p_{i}\right)\right)^{2}=\psi(x)^{2} .
$$

The set of all elements with finite spectrum is dense in $\mathcal{A}$ which implies that $\psi$ is a Jordan homomorphism.
Let us prove that $\psi$ is injective. We have to show that $x=0$ whenever $\psi(x)=0$. First, take $x \in \mathcal{A}_{+}$ satisfying $\psi(x)=0$. We can assume without loss of generality that $0 \leqslant x \leqslant \mathbf{1}$ and so there is a sequence of projections $\left(p_{n}\right)_{n=1}^{\infty}$ such that $x=\sum_{n=1}^{\infty} \frac{1}{2^{n}} p_{n}$. As

$$
0 \leqslant \frac{1}{2^{n}} \psi\left(p_{n}\right) \leqslant \psi(x)=0
$$

for all $n$, we have $0=\psi\left(p_{n}\right)=\varphi\left(p_{n}\right)$ for all $n$. From the injectivity of $\varphi$ we obtain $p_{n}=0$ for all $n$ and so $x=0$. Finally, if $x \in \mathcal{A}$ with $\psi(x)=0$, then $0=\psi(x)^{2}=\psi\left(x^{2}\right)$. As $x^{2} \in \mathcal{A}_{+}$, we have from previous discussion that $x^{2}=0$. Therefore, $0=\left\|x^{2}\right\|=\|x\|^{2}$ and so $x=0$.

The map $\psi$ is injective and so it is an isometry (see [1, Proposition 1.35]). Hence $\psi$ is surjective because $\psi(P(\mathcal{A}))=\varphi(P(\mathcal{A}))=P(\mathcal{B})$, linear span of $P(\mathcal{B})$ is dense in $\mathcal{B}$, and $\psi$ is continuous.

In the sequel, we shall assume that the JBW algebra $\mathcal{A}$ is without direct summand of Type $\mathrm{I}_{2}$. Moreover, we shall denote

$$
\theta=\psi^{-1} \circ \varphi,
$$

where $\psi$ is a Jordan isomorphism specified in Corollary 3.8.
Lemma 3.9. The following statements hold:
(i) The map $\theta: \mathcal{A} \rightarrow \mathcal{A}$ is a continuous unital star order isomorphism.
(ii) $\theta(\lambda \mathbf{1})=f(\lambda) \mathbf{1}$ for all $\lambda \in \mathbb{R}$.
(iii) For each $p \in P(\mathcal{A})$ and $\lambda \in \mathbb{R}$ there is a projection $e_{\lambda} \in P(\mathcal{A})$ such that $\theta(\lambda p)=f(\lambda) e_{\lambda}$.
(iv) $\theta(p)=p$ for all $p \in P(\mathcal{A})$.

## Proof.

(i) The maps $\psi^{-1}: \mathcal{B} \rightarrow \mathcal{A}$ and $\varphi: \mathcal{A} \rightarrow \mathcal{B}$ are continuous unital star order isomorphisms. This shows that $\theta=\psi^{-1} \circ \varphi$ is a continuous unital star order isomorphism from $\mathcal{A}$ onto $\mathcal{A}$.
(ii) This follows immediately from the same property of $\varphi$ and the fact that $\psi^{-1}$ is a Jordan isomorphism.
(iii) This statement is a direct consequence of Lemma 3.4(i).
(iv) Since Jordan isomorphism $\psi$ extends $\left.\varphi\right|_{P(\mathcal{A})}$,

$$
p=\psi^{-1}(\psi(p))=\psi^{-1}(\varphi(p))=\theta(p)
$$

for all $p \in P(\mathcal{A})$.
Lemma 3.10. Let $\lambda \in \mathbb{R} \backslash\{0\}$ and $p \in P(\mathcal{A})$. Suppose that $e_{\lambda}$ and $q_{\lambda}$ are projections in $\mathcal{A}$ such that $\theta(\lambda p)=f(\lambda) e_{\lambda}$ and $\theta(\lambda(\mathbf{1}-p))=f(\lambda) q_{\lambda}$. Then $e_{\lambda} \perp q_{\lambda}$.

Proof. The case $\lambda=1$ is straightforward.
Let $\lambda \in \mathbb{R} \backslash\{0,1\}$. As $p \perp \mathbf{1}-p$, Proposition 3.3 gives that there are elements $x, y \in \mathcal{A}$ such that

$$
\lambda p, \mathbf{1}-p \preccurlyeq x \quad \text { and } \quad p, \lambda(\mathbf{1}-p) \preccurlyeq y .
$$

By properties of $\theta$, we obtain

$$
f(\lambda) e_{\lambda}, \mathbf{1}-p \preccurlyeq \theta(x) \quad \text { and } \quad p, f(\lambda) q_{\lambda} \preccurlyeq \theta(y) .
$$

Using Proposition 3.3, we see that $\mathbf{1}-p \perp e_{\lambda}$ and $p \perp q_{\lambda}$. Therefore, $e_{\lambda} \perp q_{\lambda}$.
Lemma 3.11. Let $p, q \in P(\mathcal{A})$ and $p \perp q$. Then, for each $\lambda, \mu \in \mathbb{R}$,

$$
(\lambda p) \vee(\mu q)=\lambda p+\mu q .
$$

Proof. It is clear that $\lambda p, \mu q \preccurlyeq \lambda p+\mu q$.
Let $x$ be an element of $\mathcal{A}$ such that $\lambda p, \mu q \preccurlyeq x$. By Proposition 2.5, $\lambda^{2} p=x \circ \lambda p, \mu^{2} q=x \circ \mu q$, and $\left[T_{x}, T_{\lambda_{p}}\right]=\left[T_{x}, T_{\mu q}\right]=0$. Hence

$$
(\lambda p+\mu q)^{2}=\lambda^{2} p+\mu^{2} q=x \circ \lambda p+x \circ \mu q=x \circ(\lambda p+\mu q)
$$

and

$$
\left[T_{x}, T_{\lambda p+\mu q}\right]=\left[T_{x}, T_{\lambda p}\right]+\left[T_{x}, T_{\mu q}\right]=0 .
$$

In other words, $\lambda p+\mu q \preccurlyeq x$.
Lemma 3.12. For every $p \in P(\mathcal{A})$ and $\lambda \in \mathbb{R}$ we have

$$
\theta(\lambda(\mathbf{1}-p))=\theta(\lambda \mathbf{1})-\theta(\lambda p)
$$

Proof. The case $\lambda=0$ is obvious.
Let $\lambda \neq 0$. It follows from Lemma 3.11 that $(\lambda p) \vee \lambda(\mathbf{1}-p)=\lambda \mathbf{1}$. Since $\theta$ is a star order isomorphism, we have

$$
\theta(\lambda \mathbf{1})=\theta((\lambda p) \vee \lambda(\mathbf{1}-p))=\theta(\lambda p) \vee \theta(\lambda(\mathbf{1}-p))
$$

We know that $\theta(\lambda p)=f(\lambda) e_{\lambda}$ and $\theta(\lambda(\mathbf{1}-p))=f(\lambda) q_{\lambda}$, where $e_{\lambda}, q_{\lambda} \in P(\mathcal{A})$. This ensures together with Lemma 3.10 and Lemma 3.11 that

$$
\theta(\lambda p) \vee \theta(\lambda(\mathbf{1}-p))=\left(f(\lambda) e_{\lambda}\right) \vee\left(f(\lambda) q_{\lambda}\right)=f(\lambda)\left(e_{\lambda}+q_{\lambda}\right)=\theta(\lambda p)+\theta(\lambda(\mathbf{1}-p)) .
$$

Hence

$$
\theta(\lambda(\mathbf{1}-p))=\theta(\lambda \mathbf{1})-\theta(\lambda p)
$$

Proposition 3.13. For each $p \in P(\mathcal{A})$ and $\lambda \in \mathbb{R}$ we have

$$
\theta(\lambda p)=f(\lambda) p .
$$

Proof. The cases $\lambda=0,1$ are straightforward.
Let $\lambda \in \mathbb{R} \backslash\{0,1\}$. We know that $\theta(\lambda p)=f(\lambda) e_{\lambda}$, where $e_{\lambda}$ is an element of $P(\mathcal{A})$. Moreover, by the properties of $\theta$ and Lemma 3.12, we have $\theta(\lambda(\mathbf{1}-p))=f(\lambda)\left(\mathbf{1}-e_{\lambda}\right)$. Let us prove that $e_{\lambda}=p$. Since $p \perp \mathbf{1}-p$, it follows from Proposition 3.3 that there are $x, y \in \mathcal{A}$ such that

$$
\lambda p, \mathbf{1}-p \preccurlyeq x \quad \text { and } \quad p, \lambda(\mathbf{1}-p) \preccurlyeq y .
$$

Therefore,

$$
f(\lambda) e_{\lambda}, \mathbf{1}-p \preccurlyeq \theta(x) \quad \text { and } \quad p, f(\lambda)\left(\mathbf{1}-e_{\lambda}\right) \preccurlyeq \theta(y) .
$$

By Proposition 3.3, $\mathbf{1}-p \perp e_{\lambda}$ and $p \perp \mathbf{1}-e_{\lambda}$. This means that $e_{\lambda} \leqslant p, p \leqslant e_{\lambda}$ and so $e_{\lambda}=p$.
Theorem 3.14. Let $\mathcal{A}$ be a $J B W$ algebra without Type $I_{2}$ direct summand and let $\mathcal{B}$ be a $J B W$ algebra. Let $\varphi: \mathcal{A} \rightarrow \mathcal{B}$ be a continuous star order isomorphism. Suppose that there is an invertible central element $z \in \mathcal{B}$ and a function $f: \mathbb{R} \rightarrow \mathbb{R}$ such that

$$
\varphi(\lambda \mathbf{1})=f(\lambda) z
$$

for all $\lambda \in \mathbb{R}$. Then $f$ is a continuous bijection with $f(0)=0$ and there is a unique Jordan isomorphism $\psi: \mathcal{A} \rightarrow \mathcal{B}$ such that

$$
\varphi(x)=\psi(f(x)) z
$$

for all $x \in \mathcal{A}$.
Proof. Recall that we can assume without loss of generality that $f(1)=1$ and $z=\mathbf{1}$. Following notation introduced in the text we shall prove at first that

$$
\theta(x)=f(x)
$$

for all $x \in \mathcal{A}$. We already know that

$$
\theta(\lambda p)=f(\lambda) p
$$

for all $\lambda \in \mathbb{R}$ and $p \in P(\mathcal{A})$. Suppose now that $p_{1}, \ldots, p_{n}$ are pairwise orthogonal projections and $\lambda_{i} \in \mathbb{R} \backslash\{0\}$, where $i=1, \ldots, n$. By Lemma 3.11,

$$
\theta\left(\sum_{j=1}^{n} \lambda_{j} p_{j}\right)=\theta\left(\bigvee_{j=1}^{n} \lambda_{j} p_{j}\right)=\bigvee_{j=1}^{n} \theta\left(\lambda_{j} p_{j}\right)=\bigvee_{j=1}^{n} f\left(\lambda_{j}\right) p_{j}=\sum_{j=1}^{n} f\left(\lambda_{j}\right) p_{j}
$$

In other words, $\theta(x)=f(x)$ for any element $x \in \mathcal{A}$ with finite spectrum. Now density of such elements in $\mathcal{A}$ and continuity of $\theta$ imply that $\theta(x)=f(x)$ for all $x \in \mathcal{A}$. Therefore,

$$
\varphi(x)=\psi(\theta(x))=\psi(f(x))
$$

for all $x \in \mathcal{A}$.
Injectivity of $f$ follows immediately from injectivity of $\varphi$.
It remains to prove that $f$ is necessarily surjective. By the surjectivity of $\theta$, for every $\lambda \in \mathbb{R}$, there exists $x \in \mathcal{A}$ such that $\theta(x)=\lambda \mathbf{1}$. Let $\sigma(\theta(x))$ denote the spectrum of $\theta(x)$. Since

$$
\{\lambda\}=\sigma(\theta(x))=\sigma(f(x))=f(\sigma(x)),
$$

we have the following: for every $\lambda \in \mathbb{R}$, there is $\mu \in \mathbb{R}$ such that $f(\mu)=\lambda$.

## 4. Star order isomorphisms on factors

Let us recall that a nonzero element $x$ in a poset $(P, \leqslant)$ is called atom if there is no nonzero element $y \in P$ such that $y \neq x$ and $y \leqslant x$. A projection $p$ in a JBW algebra $\mathcal{A}$ is said to be atomic, if it is an atom in the projection lattice $P(\mathcal{A})$. We denote the set of all atomic projections in $\mathcal{A}$ by $P_{a t}(\mathcal{A})$.

Lemma 4.1. An element $x \in \mathcal{A}$ is an atom in $(\mathcal{A}, \preccurlyeq)$ if and only if $x=\lambda p$, where $\lambda \in \mathbb{R} \backslash\{0\}$ and $p \in P_{a t}(\mathcal{A})$.
Proof. Suppose that $x \in \mathcal{A}$ is an atom. Let $W(x)$ be a JBW subalgebra generated by $x$. Since $W(x) \cong C(X)$, where $X$ is hyperstonean, one can represent $x$ by a function $g \in C(X)$. Assume that $g$ attains two different nonzero values $g\left(\xi_{1}\right)$ and $g\left(\xi_{2}\right)$. Take clopen set $\mathcal{O}$ such that $\xi_{1} \notin \mathcal{O}, \xi_{2} \in \mathcal{O}$ and set $h=g \chi_{\mathcal{O}}$, where $\chi_{\mathcal{O}}$ is a characteristic function of $\mathcal{O}$. Then, $0 \neq h \preccurlyeq g$ which is a contradiction with the fact that $g$ is an atom. So $g$ can attain only one nonzero value and so it must be of the form $x=\lambda p$, where $\lambda \neq 0$ and $p$ is a projection. The projection $p$ must be atomic for otherwise $x$ would not be an atom in $(\mathcal{A}, \preccurlyeq)$.

Now suppose that $x=\lambda p$, where $\lambda \in \mathbb{R} \backslash\{0\}$ and $p \in P_{a t}(\mathcal{A})$. Applying Lemma $3.2, x \preccurlyeq \lambda \mathbf{1}$. If there is $y \in \mathcal{A}$ such that $y \preccurlyeq x$, then $y \preccurlyeq \lambda \mathbf{1}$. By Lemma 3.2, we see that $y=\lambda q$ where $q \in P(\mathcal{A})$. Hence $q \preccurlyeq p$. As $p$ is an atomic projection, $q$ must be zero or equal to $p$. Therefore, $x$ is an atom.

Lemma 4.2. Let $p, q$ be projections and let $\lambda$ be a real number. Then $(\lambda p) \vee(\lambda q)=\lambda(p \vee q)$.
Proof. The case $\lambda=0$ is clear.
Suppose that $\lambda \neq 0$. It is easy to see from Proposition 2.5 that, for all $x, y \in \mathcal{A}, \lambda x \preccurlyeq \lambda y$ if and only if $x \preccurlyeq y$. Therefore, $x \mapsto \lambda x$ is a star order isomorphism and so $(\lambda p) \vee(\lambda q)=\lambda(p \vee q)$.

Lemma 4.3. Let $p, q \in P(\mathcal{A})$ and let $\lambda, \mu \in \mathbb{R} \backslash\{0\}$. Then there is $x \in \mathcal{A}$ such that $\lambda p, \mu q \preccurlyeq x$ if and only if $\lambda=\mu$ or $p \perp q$.

Proof. Assume that there is $x \in \mathcal{A}$ such that $\lambda p, \mu q \preccurlyeq x$. By Lemma 2.2(iv), $p \circ x=\lambda p$ and $q \circ x=\mu q$. It follows from this and Lemma 2.2(i) that $\left[T_{p}, T_{x}\right]=\left[T_{q}, T_{x}\right]=0$. Therefore,

$$
x \circ(p \circ q)=T_{x} T_{p} q=T_{p} T_{x} q=p \circ(x \circ q)=\mu p \circ q
$$

and

$$
x \circ(p \circ q)=T_{x} T_{q} p=T_{q} T_{x} p=q \circ(x \circ p)=\lambda p \circ q .
$$

Comparing the right sides of these equations, we obtain that $p \perp q$ or $\lambda=\mu$.

Suppose that $\lambda=\mu$ or $p \perp q$. By Lemma 3.11 and Lemma 4.2, we see that $(\lambda p) \vee(\mu q)$ exists whenever $\lambda=\mu$ or $p \perp q$. Set $x=(\lambda p) \vee(\mu q)$. Now it is obvious that $\lambda p, \mu q \preccurlyeq x$.

Lemma 4.4. Let $p_{1}$ and $p_{2}$ be atomic projections of $\mathcal{A}$ such that $p_{1} \perp p_{2}$. Assume that $x=\mu_{1} p_{1}+\mu_{2} p_{2}$, where $\mu_{1}, \mu_{2} \in \mathbb{R} \backslash\{0\}$ are different. Let

$$
M=\left\{\mu q \mid \mu q \preccurlyeq x, \mu \in \mathbb{R} \backslash\{0\}, q \in P_{a t}(\mathcal{A})\right\} .
$$

Then $M=\left\{\mu_{1} p_{1}, \mu_{2} p_{2}\right\}$.
Proof. It is clear that $\mu_{1} p_{1}, \mu_{2} p_{2} \preccurlyeq x$.
Suppose that there is a nonzero real number $\mu$ and atomic projection $q$ such that $\mu q \preccurlyeq x$. This means that

$$
\mu^{2} q=\mu q \circ x=\mu \mu_{1} q \circ p_{1}+\mu \mu_{2} p_{2} \circ q
$$

which implies

$$
\mu q=\mu_{1} p_{1} \circ q+\mu_{2} p_{2} \circ q .
$$

Moreover, $\left[T_{\mu q}, T_{x}\right]=0$ and so

$$
\begin{equation*}
\left[T_{q}, T_{\mu_{1} p_{1}}\right]+\left[T_{q}, T_{\mu_{2} p_{2}}\right]=0 . \tag{5}
\end{equation*}
$$

Therefore, applying the previous operator identity (5) to $p_{1}$, we obtain

$$
\mu_{1} p_{1} \circ\left(q \circ p_{1}\right)=q \circ\left(\mu_{1} p_{1} \circ p_{1}\right)+q \circ\left(\mu_{2} p_{2} \circ p_{1}\right)-\mu_{2} p_{2} \circ\left(q \circ p_{1}\right)=q \circ\left(\mu_{1} p_{1} \circ p_{1}\right)-\mu_{2} p_{2} \circ\left(q \circ p_{1}\right) .
$$

By this,

$$
\mu q \circ p_{1}=\mu_{1} q \circ p_{1}-\mu_{2} p_{2} \circ\left(q \circ p_{1}\right)+\mu_{2}\left(p_{2} \circ q\right) \circ p_{1}=\mu_{1} q \circ p_{1},
$$

where we have used the fact $\left[T_{p_{1}}, T_{p_{2}}\right]=0$. Consequently, $q \circ p_{1}=0$ or $\mu=\mu_{1}$. Similarly, we show that $q \circ p_{2}=0$ or $\mu=\mu_{2}$. Since $\mu_{1} \neq \mu_{2}$, we have only three possibilities. If $q \circ p_{1}=0$ and $q \circ p_{2}=0$, then

$$
\mu q=\mu_{1} p_{1} \circ q+\mu_{2} p_{2} \circ q=0
$$

and so $q=0$. If $q \circ p_{1}=0$ and $\mu=\mu_{2}$, then

$$
\mu q=\mu_{1} p_{1} \circ q+\mu_{2} p_{2} \circ q=\mu p_{2} \circ q .
$$

Therefore, $q \leqslant p_{2}$ which gives $q=p_{2}$ because $p_{2}$ and $q$ are atomic projections. Finally, if $q \circ p_{2}=0$ and $\mu=\mu_{1}$, then

$$
\mu q=\mu_{1} p_{1} \circ q+\mu_{2} p_{2} \circ q=\mu p_{1} \circ q
$$

and so $q=p_{1}$. This proves that $M=\left\{\mu_{1} p_{1}, \mu_{2} p_{2}\right\}$.

Lemma 4.5. Let $\Phi: \mathcal{A} \rightarrow \mathcal{B}$ be a star order isomorphism from a JBW factor $\mathcal{A}$ onto a JBW algebra $\mathcal{B}$.
(i) $\Phi$ maps the set $\left\{\lambda e \mid \lambda \in \mathbb{R} \backslash\{0\}, e \in P_{a t}(\mathcal{A})\right\}$ onto $\left\{\mu p \mid \mu \in \mathbb{R} \backslash\{0\}, p \in P_{a t}(\mathcal{B})\right\}$.
(ii) If $e_{1}$ and $e_{2}$ are two different atomic projections in $\mathcal{A}$ and $\lambda \in \mathbb{R} \backslash\{0\}$, then there are $p_{1}, p_{2} \in P_{\text {at }}(\mathcal{B})$ and $\mu \in \mathbb{R} \backslash\{0\}$ such that $\Phi\left(\lambda e_{1}\right)=\mu p_{1}$ and $\Phi\left(\lambda e_{2}\right)=\mu p_{2}$.

## Proof.

(i) This follows directly from Lemma 4.1 and the fact that $\Phi$ is a star order isomorphism.
(ii) By (i), there are atomic projections $p_{1}, p_{2}$ and nonzero real numbers $\mu_{1}, \mu_{2}$ such that $\Phi\left(\lambda e_{1}\right)=\mu_{1} p_{1}$ and $\Phi\left(\lambda e_{2}\right)=\mu_{2} p_{2}$. It remains to show that $\mu_{1}=\mu_{2}$. As $\Phi$ is a star order isomorphism, we obtain from Lemma 4.2 that

$$
\Phi\left(\lambda\left(e_{1} \vee e_{2}\right)\right)=\Phi\left(\lambda e_{1} \vee \lambda e_{2}\right)=\Phi\left(\lambda e_{1}\right) \vee \Phi\left(\lambda e_{2}\right)=\mu_{1} p_{1} \vee \mu_{2} p_{2}
$$

Consider

$$
M=\left\{\lambda q \mid \lambda q \preccurlyeq \lambda\left(e_{1} \vee e_{2}\right), q \in P_{a t}(\mathcal{A})\right\} .
$$

Let us show that $M$ is infinite. It is clear that $M \subseteq U_{e_{1} \vee e_{2}} \mathcal{A}$. Moreover, since $e_{1} \vee e_{2}$ is the unit in $U_{e_{1} \vee e_{2}} \mathcal{A}, U_{e_{1} \vee e_{2}} \mathcal{A}$ is a factor of Type $\mathrm{I}_{2}$. (The fact that $U_{e_{1} \vee e_{2}} \mathcal{A}$ is of Type $\mathrm{I}_{2}$ follows easily from [1, Proposition 3.51].) It is known that every JBW algebra of Type $\mathrm{I}_{2}$ is (up to a Jordan isomorphism) a spin factor. Recall that a spin factor is a direct sum $\mathscr{H} \oplus \mathbb{R} \mathbf{1}$, where $\mathscr{H}$ is a real Hilbert space with the inner product $(\cdot \mid \cdot)$ and $\operatorname{dim} \mathscr{H} \geqslant 2$, with the multiplication given by

$$
(x+\mu \mathbf{1}) \circ(y+\nu \mathbf{1})=\nu x+\mu y+((x \mid y)+\mu \nu) \mathbf{1}
$$

and the norm

$$
\|x+\mu \mathbf{1}\|=\sqrt{(x \mid x)}+|\mu| .
$$

Let $p=x+\mu \mathbf{1}$ be an element of a spin factor. It is easy to verify, that $p$ is a nonzero projection different from 1 if and only if $\sqrt{(x \mid x)}=\frac{1}{2}$ and $\mu=\frac{1}{2}$. Moreover, simple computation shows that two nonzero projections $p_{1}, p_{2} \neq \mathbf{1}$ in a spin factor satisfy $p_{1} \circ p_{2}=p_{1}$ if and only if $p_{1}=p_{2}$. (Thus every nonzero projection in a spin factor different from 1 must be an atomic projection.) Hence every spin factor contains infinite number of atomic projections and so $M$ is infinite.
As $M$ is infinite and $\Phi$ is a bijection, $\Phi(M)$ must be infinite. Since $\mu_{1} p_{1} \vee \mu_{2} p_{2}$ must exist, Lemma 4.3 gives $\mu_{1}=\mu_{2}$ or $p_{1} \perp p_{2}$. Suppose that $p_{1} \perp p_{2}$ and $\mu_{1} \neq \mu_{2}$. We conclude from Lemma 3.11 and Lemma 4.4 that the set of all atoms (with respect to the star order) under $\mu_{1} p_{1} \vee \mu_{2} p_{2}$ is finite. This is a contradiction with the fact that $\Phi(M)$ is infinite. Therefore, $\mu_{1}=\mu_{2}$.

Infiniteness of the set $M$ from the proof of Lemma 4.5(ii) essentially depends on the fact that $\mathcal{A}$ is a factor. Assume that an atomic JBW algebra $\mathcal{A}$ is not a factor. This means that there is a nonzero central projection $z_{1}$ different from $\mathbf{1}$. Hence $z_{2}=\mathbf{1}-z_{1}$ is also nonzero central projection different from $\mathbf{1}$. It is clear that $z_{1} \perp z_{2}$. Therefore, there are two different atomic projections $e_{1}, e_{2}$ such that $e_{1} \leqslant z_{1}$ and $e_{2} \leqslant z_{2}$. Set $e=e_{1} \vee e_{2}=e_{1}+e_{2}$. We shall show that atomic projections under $e$ are only $e_{1}$ and $e_{2}$. Let $p$ be a projection such that $p \leqslant e$. Since $z_{1}$ and $z_{2}$ are central, we have $p \circ z_{1} \leqslant e_{1}$ and $p \circ z_{2} \leqslant e_{2}$. Consequently, $p \circ z_{1} \in\left\{0, e_{1}\right\}$ and $p \circ z_{2} \in\left\{0, e_{2}\right\}$. As $p=p \circ z_{1}+p \circ z_{2}$, we have that $p \in\left\{0, e_{1}, e_{2}, e\right\}$.

Moreover, it can be shown easily that Lemma 4.5(ii) does not hold if $\mathcal{A}$ is not a factor. Suppose that $\mathcal{A}$ is a JBW algebra of Type I which is not a factor. Let $z_{1}$ and $z_{2}$ be nonzero central projections in $\mathcal{A}$ such that $z_{1}+z_{2}=1$. Define $\Phi: \mathcal{A} \rightarrow \mathcal{A}$ by $\Phi(x)=x \circ z_{1}+2 x \circ z_{2}$ for all $x \in \mathcal{A}$. It is easy to prove that $\Phi$ is a star order isomorphism. Now if we take two atomic projections $e_{1}$ and $e_{2}$ such that $e_{1} \leqslant z_{1}$ and $e_{2} \leqslant z_{2}$ then $\Phi\left(e_{1}\right)=e_{1}$ and $\Phi\left(e_{2}\right)=2 e_{2}$.

Lemma 4.6. Let $\mathcal{A}$ be atomic. Then

$$
\lambda \mathbf{1}=\sup \left\{\lambda e \mid e \in P_{a t}(\mathcal{A})\right\}
$$

for each $\lambda \in \mathbb{R} \backslash\{0\}$.
Proof. Let $\lambda \in \mathbb{R} \backslash\{0\}$. It is clear that $\lambda e \preccurlyeq \lambda \mathbf{1}$ for all $e \in P_{a t}(\mathcal{A})$. Suppose that there is $x \in \mathcal{A}$ such that $\lambda e \preccurlyeq x$ for all atomic projections $e$ in $\mathcal{A}$. We have to prove that $\lambda \mathbf{1} \preccurlyeq x$. As $\mathcal{A}$ is atomic, there is a family $\left\{e_{i}\right\}_{i \in I}$ of orthogonal atomic projections such that $\mathbf{1}=\sum_{i \in I} e_{i}$. By Proposition 2.5, we have $\lambda e_{i}=x \circ e_{i}$ and so

$$
x=x \circ \sum_{i \in I} e_{i}=\sum_{i \in I} x \circ e_{i}=\sum_{i \in I} \lambda e_{i}=\lambda \mathbf{1}
$$

This shows that $\lambda \mathbf{1} \preccurlyeq x$.

Theorem 4.7. Let $\mathcal{A}$ be a JBW factor of Type $I_{n}$, where $n \neq 2$. Let $\Phi: \mathcal{A} \rightarrow \mathcal{B}$ be a continuous star order isomorphism from $\mathcal{A}$ onto a JBW algebra $\mathcal{B}$. Then there are a continuous bijection $f: \mathbb{R} \rightarrow \mathbb{R}$ with $f(0)=0$ and a unique Jordan isomorphism $\psi: \mathcal{A} \rightarrow \mathcal{B}$ such that

$$
\Phi(x)=\psi(f(x))
$$

for all $x \in \mathcal{A}$.
Proof. If $\mathcal{A}$ is a JBW factor of Type $\mathrm{I}_{1}$, then the statement is clear.
Suppose that $\mathcal{A}$ is a JBW factor of Type $\mathrm{I}_{n}$, where $n>2$. Let $e$ be an atomic projection in $\mathcal{A}$. Define the function $f: \mathbb{R} \rightarrow \mathbb{R}$ by $\Phi(\lambda e)=f(\lambda) p_{\lambda}$, where $p_{\lambda} \in P_{a t}(\mathcal{B})$. We see from Lemma 4.5 that the function $f$ does not depend on a choice of atomic projection $e$ and so it is well defined. Since $\Phi$ is a star order isomorphism, it preserves suprema. Hence, by Lemma 4.5 and Lemma 4.6,

$$
\begin{aligned}
\Phi(\lambda \mathbf{1}) & =\Phi\left(\sup \left\{\lambda e \mid e \in P_{a t}(\mathcal{A})\right\}\right)=\sup \left\{\Phi(\lambda e) \mid e \in P_{a t}(\mathcal{A})\right\} \\
& =\sup \left\{f(\lambda) p \mid p \in P_{a t}(\mathcal{B})\right\}=f(\lambda) \mathbf{1}
\end{aligned}
$$

Applying Theorem 3.14, we obtain the required assertion.
Let us remark that when $\mathcal{A}$ is a JBW factor of Type $I_{2}$ then Theorem 4.7 does not hold as shown already in [8].

The following corollary characterizes Jordan isomorphisms among certain nonlinear maps. In particular, it shows that if a continuous star order isomorphism $\Phi$ from a JBW factor of Type $\mathrm{I}_{n}$, where $n \neq 2$, onto JBW algebra $\mathcal{B}$ is linear on a linear subspace generated by a nonzero projection, then $\Phi$ is automatically linear on the whole algebra $\mathcal{A}$. Moreover, if $\Phi$ is unital, then it must be a Jordan isomorphism.

Corollary 4.8. Let $\mathcal{A}$ be a $J B W$ factor of Type $I_{n}$, where $n \neq 2$. Let $\Phi: \mathcal{A} \rightarrow \mathcal{B}$ be a map from $\mathcal{A}$ onto a $J B W$ algebra $\mathcal{B}$. Then the following conditions are equivalent:
(i) $\Phi$ is a real nonzero multiple of Jordan isomorphism.
(ii) $\Phi$ is a continuous star order isomorphism that is linear on a one-dimensional linear subspace generated by a projection in $\mathcal{A}$.

Proof. The implication (i) $\Rightarrow$ (ii) is clear.
Conversely, assume that $\Phi$ is a continuous star order isomorphism that is linear on a one-dimensional linear subspace generated by a projection $e \in \mathcal{A}$. By Theorem 4.7, there is a continuous function $f: \mathbb{R} \rightarrow \mathbb{R}$ with $f(0)=0$ such that $\Phi(\lambda \mathbf{1})=f(\lambda) \mathbf{1}$ for all $\lambda \in \mathbb{R}$. Suppose that $\lambda \in \mathbb{R} \backslash\{0\}$. Since $\lambda e \preccurlyeq \lambda \mathbf{1}$, we have $\lambda \Phi(e) \preccurlyeq f(\lambda) \mathbf{1}$ and so $f(\lambda)=\lambda f(1)$.
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#### Abstract

The aim of this paper is to study the star order on operator and function algebras. It is shown that the infimum problem and the supremum problem on algebras of continuous functions have negative answer in general. Furthermore, we give a description of certain nonlinear star order isomorphisms between $A W^{*}$-algebras. Finally, we describe general star order isomorphisms on normal parts of matrix algebras and atomic von Neumann algebras.
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## 1. Introduction

Star order has its origin in matrix analysis.[1] Later, Drazin [2] introduced the star order on a proper *-semigroup and he showed that the star order is a partial order in this general context. In this note, we deal with various aspects of the star order on function algebras and operator algebras. In the first part, we present the solution to the infimum problem that reads as follows: Does every nonempty subset have infimum in the star order structure? Albeit partial positive results about existence of infima had been established, the question remained open. We answer this problem in the negative. In particular, we find certain algebra of continuous functions on a topological space that admits two elements that do not have star order infimum. Moreover, this algebra contains a sequence of functions bounded from above that do not have star order supremum. This is in contrast with the previous results on matrix algebras and full algebras of bounded operators, where these phenomena cannot happen.

In the second part, we study preservers of the star order on $A W^{*}$-algebras that are important algebraic generalizations of von Neumann algebras. Using recent generalization of Dye's Theorem,[3] we describe preservers of the star order well behaved with respect to a multiple of the unit. We show that they are precisely compositions of function

[^1]calculus and Jordan *-isomorphisms. As a corollary we obtain new characterizations of Jordan *-isomorphisms among nonlinear maps preserving the star order.

In the last part of this note, we turn to a difficult question of describing general preservers of the star order on normal parts of operator algebras. We solve completely this problem for matrix algebras. In particular, we prove that a bijection between normal parts of matrix algebras is a star order isomorphism if and only if it is a Jordan *-isomorphism composed with 'multivariable' function calculus performed on each factorial direct summand of the matrix algebra separately. Let us remark that this characterization concerns all star order preservers between normal parts of matrix algebras including discontinuous star order automorphisms not preserving scalar multiples of the unit. Under assumption of continuity of the star order preservers, we establish the same results for atomic von Neumann algebras. This extends hitherto known results on star order preservers on matrices or Hilbert space operators.[4-6]

Let us now recall basic facts and fix the notation. We say that *-algebra $\mathcal{A}$ is proper if $a^{*} a=0$ implies $a=0$ for every $a \in \mathcal{A}$. Typical examples of proper *-algebras are a *-algebra $C(X)$ of all continuous complex-valued functions on a Hausdorff topological space $X$ and a $C^{*}$-algebra $B(H)$ of all bounded linear operators on a Hilbert space $H$. The star order on a proper *-algebra $\mathcal{A}$ is a binary relation $\preceq$ on $\mathcal{A}$ defined by $a \preceq b$ if $a^{*} a=a^{*} b$ and $a a^{*}=b a^{*}$. Since every proper *-algebra is a proper *-semigroups, the star order on $\mathcal{A}$ is a partial order. Let $M$ and $N$ be subsets of proper *-algebras $\mathcal{A}$ and $\mathcal{B}$, respectively. We say that $\varphi: M \rightarrow N$ is a star order isomorphism if $\varphi$ is a bijection such that $a \preceq b$ if and only if $\varphi(a) \preceq \varphi(b)$ for all $a, b \in M$. In particular, we shall study the star order on $A W^{*}$-algebras that were introduced by Kaplansky [7] as an algebraic generalization of von Neumann algebras. An $A W^{*}$-algebra is a $C^{*}$-algebra $\mathcal{A}$ such that for any nonempty set $S \subset \mathcal{A}$ there is a projection (self-adjoint idempotent) $p \in \mathcal{A}$ such that right annihilator $S^{0}$ of $S$ equals $p \mathcal{A}$. (Right annihilator is defined as $S^{0}=\{a \in \mathcal{A}: s a=0$ for all $s \in S\}$.)

In the sequel, let $\mathcal{A}$ and $\mathcal{B}$ be $C^{*}$-algebras. By $N(\mathcal{A})$ we denote the set of all normal elements in $\mathcal{A}$. A Jordan ${ }^{*}$-isomorphism is a linear bijection $\psi: \mathcal{A} \rightarrow \mathcal{B}$ between two $C^{*}{ }_{-}$ algebras $\mathcal{A}$ and $\mathcal{B}$ such that $\psi\left(a^{2}\right)=\psi(a)^{2}$ and $\psi\left(a^{*}\right)=\psi(a)^{*}$ for all $a \in \mathcal{A}$. Projection in a *-algebra is a self-adjoint idempotent. By $P(\mathcal{A})$ we denote the set of all projections in $\mathcal{A}$. An orthoisomorphism is a bijection $\varphi: P(\mathcal{A}) \rightarrow P(\mathcal{B})$ between projection structures preserving orthogonality in both directions, that is, $p q=0$ if and only if $\varphi(p) \varphi(q)=0$. Let us remark that any orthoisomorphism preserves the order.

## 2. Infimum and supremum problem for function algebras

Having a family $\left(p_{\gamma}\right)_{\gamma \in \Gamma}$ of elements of a poset $(P, \leq)$, we shall denote by $\bigwedge_{\gamma \in \Gamma} p_{\gamma}$ (resp. $\bigvee_{\gamma \in \Gamma} p_{\gamma}$ ) the supremum (resp. the infimum) of the family $\left(p_{\gamma}\right)_{\gamma \in \Gamma}$ (if they exist). For two elements $a$ and $b$, we shall denote by $a \vee b$ and $a \wedge b$ their supremum and infimum, respectively. In every poset it is important to decide whether given subset has the supremum or the infimum. This problem is known as the supremum and the infimum problem, respectively. In the case of the star order, the infimum problem and the supremum problem were investigated in a number of papers. The existence of the infimum and the supremum in the poset $\left(B(H)_{s a}, \preceq\right)$, where $B(H)_{s a}$ is a self-adjoint part of $B(H)$, was solved in [8-12]. In particular, it was shown that a bounded (with respect to the star order) nonempty subset of $B(H)_{s a}$ has the supremum and the infimum in $\left(B(H)_{s a}, \preceq\right)$. Results concerning the supremum and the infimum of two elements with respect to the star order
on $B(H)$ and matrix algebras were proved in [13-15]. Moreover, the infimum problem and the supremum problem for the star order were also studied in the context of functions algebras [16] and Rickart *-rings.[17,18] In particular, it follows from [17,18] that in any $A W^{*}$-algebra nonempty sets bounded from above have the infimum and the supremum. We show that, in the abelian case, this result is a direct consequence of our discussion of the infimum problem and the supremum problem for function algebras.

In this section, $C(X)$ denotes a *-algebra of all continuous complex-valued functions on a Hausdorff topological space $X$. If $f \in C(X)$, we set

$$
\operatorname{Supp}(f)=\{x \in X: f(x) \neq 0\}
$$

The characteristic function of a set $M$ is denoted by $\chi_{M}$. Let us remark that, in the case of $C(X)$, the definition of $f \preceq g$ is reduced to only one equation $\bar{f} f=\bar{f} g$, where $\bar{f}$ is the complex conjugate of $f$. This definition can be expressed in useful equivalent way which is summarized in the following lemma (for the proof see [16]).

Proposition 2.1 If $f, g \in C(X)$, then the following conditions are equivalent:
(i) $f \preceq g$.
(ii) $f=g \chi_{\operatorname{Supp}(f)}$.

The next result proved in [16] says that the infimum exists provided that $X$ has a special property. The necessity of requirements on topological structure of $X$ will be discussed at the end of this section. Recall that $X$ is said to be extremely disconnected if closure of every open set is open. It is said to be locally connected if every point of $X$ admits a neighbourhood basis consisting entirely of open connected sets.

Theorem 2.2 Let $\left(f_{\alpha}\right)_{\alpha \in \Gamma}$ be a nonempty family of elements of $C(X)$. Then the infimum $\bigwedge_{\alpha \in \Gamma} f_{\alpha}$ exists whenever $X$ is locally connected or extremely disconnected.

Corollary 2.3 Let $\mathcal{A}$ be an abelian AW*-algebra or an abelian $C^{*}$-algebra whose spectrum is locally connected. If $\left(a_{\alpha}\right)_{\alpha \in \Gamma}$ is a nonempty family of elements of $\mathcal{A}$, then the infimum $\bigwedge_{\alpha \in \Gamma} a_{\alpha}$ exists.

Proof If $\mathcal{A}$ is an abelian $A W^{*}$-algebra, then it is *-isomorphic to a $C^{*}$-algebra $C(X)$, where $X$ is an extremely disconnected compact Hausdorff topological space. Since a *-isomorphism is a star order isomorphism (see [16]), the infimum exists by Theorem 2.2.

If $\mathcal{A}$ is an abelian $C^{*}$-algebra whose spectrum is locally connected, then it is *-isomorphic to a $C^{*}$-algebra $C_{0}(X)$ of all continuous complex-valued functions on $X$ vanishing at infinity, where $X$ is a locally connected and locally compact Hausdorff topological space. The algebra $C_{0}(X)$ can be considered as a *-subalgebra of the *-algebra $C(X)$. Let $\left(f_{\alpha}\right)_{\alpha \in \Gamma}$ be a nonempty family of elements of $C_{0}(X)$. By the preceding theorem, $\bigwedge_{\alpha \in \Gamma} f_{\alpha}$ exists in $C(X)$. Since $\bigwedge_{\beta \in \Gamma} f_{\beta} \preceq f_{\alpha}$ and $f_{\alpha} \in C_{0}(X)$ for all $\alpha \in \Gamma$, we obtain from Proposition 2.1 that $\bigwedge_{\alpha \in \Gamma} f_{\alpha} \in C_{0}(X)$. The required conclusion follows from the fact that ${ }^{*}$-isomorphism is a star order isomorphism.

It was shown in [16] that the supremum problem for an arbitrary bounded (with respect to the star order) nonempty subset of $C(X)$ has a positive answer if $X$ is locally connected. It was also noted that a similar result can be proved if $X$ is hyperstonean. We slightly generalize this result in the following theorem.

Corollary 2.4 Let $X$ be a locally connected or extremely disconnected Hausdorff topological space. Suppose that $\left(f_{\alpha}\right)_{\alpha \in \Gamma}$ is a nonempty family of elements of $C(X)$. Then the following conditions are equivalent:
(i) There exists $\bigvee_{\alpha \in \Gamma} f_{\alpha}$.
(ii) There is $h \in C(X)$ such that $f_{\alpha} \preceq h$ for any $\alpha \in \Gamma$.

Proof (i) $\Rightarrow$ (ii) is clear.
(ii) $\Rightarrow$ (i). By (ii), the set of all upper bounds of $\left(f_{\alpha}\right)_{\alpha \in \Gamma}$ is nonempty. Now the required assertion follows immediately from Theorem 2.2.

Note that the supremum of empty set is equal to zero function in every *-algebra $C(X)$ because this function is the least element of $C(X)$.

The proof of the next result is a direct consequence of Corollary 2.3, and therefore it will be omitted.

Corollary 2.5 Let $\mathcal{A}$ be an abelian AW*-algebra or an abelian $C^{*}$-algebra with a locally connected spectrum. Suppose that $\left(a_{\alpha}\right)_{\alpha \in \Gamma}$ is a nonempty family of elements of $\mathcal{A}$. Then the following conditions are equivalent:
(i) There exists $\bigvee_{\alpha \in \Gamma} a_{\alpha}$.
(ii) There is $b \in \mathcal{A}$ such that $a_{\alpha} \preceq b$ for any $\alpha \in \Gamma$.

It was not clear whether the topological restriction on $X$ in Theorem 2.2 and Corollary 2.4 is needed. This question was not solved in [16]. In the following example, we construct the topological space $X$ (which is neither locally connected or extremely disconnected) such that the existence of infimum in $C(X)$ fails even in the case of two elements. It was proved in [16] that there is no restriction on the topological space $X$ in the case of the supremum problem of two (and so finitely many) functions. However, we complete the previous investigation by finding an infinite family of functions in $C(X)$ bounded from above such that its supremum does not exist.

Example 2.6 Consider $X=[0,1]$ endowed with topology whose base is

$$
\mathscr{B}=\{(a, b) \cap[0,1]:-\infty<a<b<\infty\} \cup\left\{\left\{\frac{1}{n}\right\}: n \in \mathbb{N}\right\} .
$$

Put $A=\left\{\frac{1}{n}: n \in \mathbb{N}\right\}$ and $\Omega=X \backslash A$. Clearly, the set $A$ is open but not closed. Moreover, $\bar{A}=A \cup\{0\}$ is not open and so $X$ is not extremely disconnected. Since the component $\{0\}$ of 0 is not open, the space $X$ is not locally connected.

Let $M_{n}=\left[\frac{1}{n}, 1\right] \backslash A$, where $n \in \mathbb{N}$. The set $M_{n}$ is a clopen set for each $n \in \mathbb{N}$. This follows from the facts that $M_{1}=\emptyset$ and, for all $n \geq 2$,

$$
M_{n}=\bigcup_{k=1}^{n-1}\left(\frac{1}{k+1}, \frac{1}{k}\right)=\bigcup_{k=1}^{n-1} X \backslash U_{k},
$$

where $U_{k}=\left[0, \frac{1}{k+1}\right) \cup\left\{\frac{1}{k+1}\right\} \cup\left\{\frac{1}{k}\right\} \cup\left(\frac{1}{k}, 1\right]$. Let $f_{1}: X \rightarrow \mathbb{C}$ be the function given by

$$
f_{1}: x \mapsto \begin{cases}1 & \text { if } x \in \Omega \\ 1-x & \text { if } x \in A\end{cases}
$$

It is apparent that $f_{1} \in C(X)$. Consider the function $f_{2} \in C(X)$ such that $f_{2}: x \mapsto 1$. Set

$$
\mathcal{M}=\left\{M \subseteq \Omega: \chi_{M} f_{1} \in C(X)\right\}
$$

It follows from Proposition 2.1 (see also [16]) that there is an order preserving bijection from $\mathcal{M}$ (endowed by inclusion) onto the set of all common lower bounds of $f_{1}$ and $f_{2}$ (endowed by the star order). Therefore, $f_{1} \wedge f_{2}$ exist if and only if there is the greatest element of $\mathcal{M}$. We observe that $M_{n} \subseteq M_{n+1}$ and $M_{n} \in \mathcal{M}$ for all $n \in \mathbb{N}$. In order to show that $f_{1} \wedge f_{2}$ does not exist, it is sufficient to prove that there is no set $N \in \mathcal{M}$ such that $\bigcup_{n=1}^{\infty} M_{n} \subseteq N \subseteq \Omega$. Since $\bigcup_{n=1}^{\infty} M_{n}=\Omega \backslash\{0\}$, the only subsets of $\Omega$ containing $\bigcup_{n=1}^{\infty} M_{n}$ are $\Omega \backslash\{0\}$ and $\Omega$. It is easily seen that the sets

$$
\begin{aligned}
\left(\chi_{\Omega \backslash\{0\}} f_{1}\right)^{-1}(\mathbb{C} \backslash\{1\}) & =X \backslash(\Omega \backslash\{0\})=A \cup\{0\} \\
\left(\chi_{\Omega} f_{1}\right)^{-1}(\mathbb{C} \backslash\{0\}) & =\Omega
\end{aligned}
$$

are not open and so $\Omega \backslash\{0\} \notin \mathcal{M}$ and $\Omega \notin \mathcal{M}$. Therefore, $f_{1} \wedge f_{2}$ does not exist.
Now we construct an infinite family of functions in $C(X)$ bounded from above such that its supremum does not exist. Set $g_{n}=\chi_{M_{n}}$ for $n \in \mathbb{N}$. It is clear that $f_{1}$ and $f_{2}$ are upper bounds of $\left(g_{n}\right)_{n \in \mathbb{N}}$. Assume that there is the supremum of $\left(g_{n}\right)_{n \in \mathbb{N}}$, say $f \in C(X)$, with respect to the star order. This means that $g_{n} \preceq f \preceq f_{1}, f_{2}$ for all $n \in \mathbb{N}$. Hence

$$
\Omega \backslash\{0\}=\bigcup_{n=1}^{\infty} M_{n} \subseteq \operatorname{Supp}(f) \subseteq\left\{x \in X: f_{1}(x)=f_{2}(x)\right\}=\Omega
$$

By using what we have shown above, $f(x)=\chi_{\operatorname{Supp}(f)} f_{1}$ is not continuous which is a contradiction.

## 3. Preservers of the star order on $A W^{*}$-algebras

This part can be viewed as a generalization of hitherto known results about preservers of the star order on von Neumann algebras.[4,6] Crucial role in this generalization is played by the following Dye's Theorem [19] for $A W^{*}$-algebras proved in [3].

Theorem 3.1 Let $\mathcal{A}$ and $\mathcal{B}$ be $A W^{*}$-algebras such that $\mathcal{A}$ has no direct summand of Type $I_{2}$. Any orthoisomorphism $\psi: P(\mathcal{A}) \rightarrow P(\mathcal{B})$ extends to a Jordan *-isomorphism $\Psi: \mathcal{A} \rightarrow \mathcal{B}$.

We shall need the following lemma.
Lemma 3.2 Let $p_{1}$ and $p_{2}$ be projections in an $A W^{*}$-algebra $\mathcal{A}$.
(i) The supremum of $p_{1}$ and $p_{2}$ in $(\mathcal{A}, \preceq)$ exists and it is equal to the supremum of $p_{1}$ and $p_{2}$ in $P(\mathcal{A})$.
(ii) Let $\lambda_{1}, \lambda_{2} \in \mathbb{C} \backslash\{0\}$. Then the supremum $\lambda_{1} p_{1} \vee \lambda_{2} p_{2}$ exists in $(\mathcal{A}, \preceq)$ if and only if $\lambda_{1}=\lambda_{2}$ or $p_{1} \perp p_{2}$. Moreover,

$$
\lambda_{1} p_{1} \vee \lambda_{2} p_{2}= \begin{cases}\lambda_{1}\left(p_{1} \vee p_{2}\right) & \text { whenever } \lambda_{1}=\lambda_{2} \\ \lambda_{1} p_{1}+\lambda_{2} p_{2} & \text { whenever } p_{1} \perp p_{2}\end{cases}
$$

Proof
(i) It is easy to see that $p_{1}, p_{2} \preceq \mathbf{1}$. Now the statement follows directly from [17, Theorem 4.2].
(ii) Let $\lambda_{1} p_{1} \vee \lambda_{2} p_{2}$ exist. Set $x=\lambda_{1} p_{1} \vee \lambda_{2} p_{2}$. As $x$ is a common upper bound of $\lambda_{1} p_{1}$ and $\lambda_{2} p_{2}$, we have $\lambda_{1} p_{1}=p_{1} x=x p_{1}$ and $\lambda_{2} p_{2}=p_{2} x=x p_{2}$. Therefore, $\lambda_{1} p_{1} p_{2}=p_{1} x p_{2}=\lambda_{2} p_{1} p_{2}$. Hence $\lambda_{1}=\lambda_{2}$ or $p_{1} \perp p_{2}$.
Let us prove the converse. Since the map $x \mapsto \lambda_{1} x$ is a star order isomorphism, $\lambda_{1} p_{1} \vee \lambda_{2} p_{2}=\lambda_{1}\left(p_{1} \vee p_{2}\right)$ whenever $\lambda_{1}=\lambda_{2}$. Now assume that $p_{1} \perp p_{2}$. It is easily checked that $\lambda_{1} p_{1}, \lambda_{2} p_{2} \preceq \lambda_{1} p_{1}+\lambda_{2} p_{2}$. If $x$ is a common upper bound of $\lambda_{1} p_{1}$ and $\lambda_{2} p_{2}$, then a simple computation shows that $\lambda_{1} p_{1}+\lambda_{2} p_{2} \leq x$. This also proves the last part of (ii).

In the sequel we shall need more than once the following consequence of the foregoing lemma: If $p_{1}, \ldots, p_{n}$ is a sequence of mutually orthogonal projections in a $C^{*}$-algebra $\mathcal{A}$, and $\lambda_{1}, \ldots, \lambda_{n} \in \mathbb{C}$, then

$$
\left(\lambda_{1} p_{1}\right) \vee \cdots \vee\left(\lambda_{n} p_{n}\right)=\lambda_{1} p_{1}+\cdots+\lambda_{n} p_{n} .
$$

(Suprema are considered in the star order.)
Some arguments in the proof of the main theorem below are the same as in [4]. However, we state them here for making the presentation self-contained.

Theorem 3.3 Let $\mathcal{A}$ be an $A W^{*}$-algebra without Type $I_{2}$ direct summand and $\mathcal{B}$ be an AW*-algebra. Let $\varphi: N(\mathcal{A}) \rightarrow N(\mathcal{B})$ be a continuous star order isomorphism. Suppose that there is an invertible central element $c \in \mathcal{B}$ and a function $f: \mathbb{C} \rightarrow \mathbb{C}$ such that

$$
\varphi(\lambda \mathbf{1})=f(\lambda) c
$$

for all $\lambda \in \mathbb{C}$. Then $f$ is a continuous bijection with $f(0)=0$ and there is a unique Jordan *-isomorphism $\Psi: \mathcal{A} \rightarrow \mathcal{B}$ such that

$$
\varphi(a)=\Psi(f(a)) c
$$

for all $a \in N(\mathcal{A})$.

Proof Multiplying the values of $\varphi$ by $c^{-1}$ and rescaling the function $f$ appropriately, we can suppose without loss of generality that $\varphi(\lambda \mathbf{1})=f(\lambda) \mathbf{1}$, where $f: \mathbb{C} \rightarrow \mathbb{C}$ is an injective continuous function with $f(0)=0$ and $f(1)=1$. For $x \in \mathcal{A}$ we have that

$$
x \preceq \lambda \mathbf{1} \text { if and only if } x=\lambda p, \text { where } p \in P(\mathcal{A}) \text { and } \lambda \in \mathbb{C},
$$

as can be verified directly from definition of the star order. From this we can derive that for each $p \in P(\mathcal{A})$ there is $q \in P(\mathcal{B})$ such that

$$
\varphi(\lambda p)=f(\lambda) q,
$$

whenever $\lambda \in \mathbb{C}$. In particular, $\varphi(\mathbf{1})=\mathbf{1}$ and so $\varphi^{-1}(\mathbf{1})=\mathbf{1}$. Therefore, $\varphi$ maps $P(\mathcal{A})$ onto $P(\mathcal{B})$. We shall now prove that $\varphi$ preserves orthogonality of projections. For seeing that the following characterization of orthogonality of projections in terms of the star order will be handy: Let $p, q \in P(\mathcal{A})$, then

$$
p q=0 \Leftrightarrow \text { for some (any) } \lambda \in \mathbb{C} \backslash\{0,1\} \text { the set }\{p, \lambda q\} \text { is bounded in the star order. }
$$

This is a direct consequence of the definition of the star order. Having now two orthogonal projections, we can deduce from this, that for any $\lambda \in \mathbb{C} \backslash\{1\}$ we have $\varphi(p) \varphi(\lambda q)=0$. By continuity we then obtain that $\varphi(p) \varphi(q)=0$. Since the same can be shown for $\varphi^{-1}$, $\varphi$ restricts to an orthoisomorphism between $P(\mathcal{A})$ and $P(\mathcal{B})$. Now we employ generalized Dye's Theorem stated above and find a Jordan *-isomorphism $\Psi: \mathcal{A} \rightarrow \mathcal{B}$ extending $\left.\varphi\right|_{P(\mathcal{A})}$. Composing $\varphi$ with the inverse of $\Psi$ we obtain a star order isomorphism of $N(\mathcal{A})$ onto itself. This isomorphism fixes the projections. Therefore, in the next step we can (and will) suppose that $\varphi$ is the identity on $P(\mathcal{A})$. First we show that $\varphi(\lambda p)=f(\lambda) p$ for all scalar $\lambda$ and $p \in P(\mathcal{A})$. Fix $p \in P(\mathcal{A})$. We know that there are projections $e_{\lambda}$ and $q_{\lambda}$ such that $\varphi(\lambda p)=f(\lambda) e_{\lambda}$ and $\varphi(\lambda(\mathbf{1}-p))=f(\lambda) q_{\lambda}$. Suppose that $\lambda \notin\{0,1\}$. (The other cases are trivial.) As $\{\lambda p, \mathbf{1}-p\}$ is bounded, we obtain that $e_{\lambda}$ is orthogonal to $\mathbf{1}-p$, or equivalently, $e_{\lambda} \leq p$. The symmetric argument shows that $q_{\lambda}$ is orthogonal to $p$, that is $q_{\lambda} \leq \mathbf{1}-p$. Hence $e_{\lambda}$ is orthogonal to $q_{\lambda}$. By this

$$
f(\lambda) \mathbf{1}=\varphi(\lambda \mathbf{1})=\left(f(\lambda) e_{\lambda}\right) \vee\left(f(\lambda) q_{\lambda}\right)=f(\lambda) e_{\lambda}+f(\lambda) q_{\lambda} .
$$

Therefore, $e_{\lambda}+q_{\lambda}=\mathbf{1}$. Taking into account that, as we could see, $e_{\lambda} \leq p$ and $q_{\lambda} \leq \mathbf{1}-p$, we must have $e_{\lambda}=p$. In other words, $\varphi(\lambda p)=f(\lambda) p$.

Now we are going to prove that $\varphi$ reduces to function calculus, that is, $\varphi(a)=f(a)$ for every normal $a \in \mathcal{A}$. First we shall establish this equality for elements with finite spectrum, that is for elements $x$ of the form

$$
x=\lambda_{1} p_{1}+\lambda_{2} p_{2}+\cdots+\lambda_{n} p_{n}
$$

where $p_{1}, \ldots, p_{n}$ are mutually orthogonal projections and $\lambda_{1}, \ldots, \lambda_{n} \in \mathbb{C}$. However,

$$
x=\left(\lambda_{1} p_{1}\right) \vee\left(\lambda_{2} p_{2}\right) \vee \cdots \vee\left(\lambda_{n} p_{n}\right)
$$

and so

$$
\varphi(x)=f\left(\lambda_{1}\right) p_{1} \vee f\left(\lambda_{2}\right) p_{2} \vee \cdots \vee f\left(\lambda_{n}\right) p_{n}=f\left(\lambda_{1}\right) p_{1}+f\left(\lambda_{2}\right) p_{2}+\cdots+f\left(\lambda_{n}\right) p_{n}=f(x) .
$$

Any maximal abelian $A W^{*}$-subalgebra is the closed linear span of its elements with finite spectrum. Therefore, by continuity of $\varphi$, we see that

$$
\varphi(a)=f(a)
$$

for general $a \in N(\mathcal{A})$.
Finally, we show that $f$ is surjective. Let $\sigma(a)$ denote the spectrum of $a$. As $\varphi$ is surjective, for each $\lambda \in \mathbb{C}$ there is $a \in N(\mathcal{A})$ such that $\varphi(a)=\lambda \mathbf{1}$. Thus

$$
\{\lambda\}=\sigma(\varphi(a))=\sigma(f(a))=f(\sigma(a))
$$

This completes the proof.
It is worth emphasizing that Theorem 3.3 describes general continuous star order isomorphisms between abelian $A W^{*}$-algebras preserving the multiples of the unit.

Let us remark that condition on behaviour of $\varphi$ on scalar multiples of the unit in the foregoing theorem is not satisfied for all star order isomorphims as noticed in [4]. On the other hand, it holds automatically if $\mathcal{A}$ is a Type $I$ factor but not Type $I_{2}$.[5,6] We shall discuss this issue thoroughly in the next section.

As a corollary of our results we obtain new characterization of Jordan *-isomorphisms among nonlinear maps acting on $A W^{*}$-algebras as star order isomorphisms well behaved on scalar multiples of the identity.

Corollary 3.4 Let $\mathcal{A}$ be an $A W^{*}$-algebra without Type $I_{2}$ direct summand and $\mathcal{B}$ be another AW*-algebra. Let

$$
\varphi: N(\mathcal{A}) \rightarrow N(\mathcal{B})
$$

be a continuous bijection preserving the star order in both directions. If

$$
\varphi(\lambda \mathbf{1})=\lambda \mathbf{1} \quad \text { for all } \lambda \in \mathbb{C},
$$

then $\varphi$ extends to a Jordan ${ }^{*}$-isomorphism between $\mathcal{A}$ and $\mathcal{B}$.
Proof By the previous theorem $\varphi$ is of the form

$$
\varphi(a)=\Psi(f(a)) \quad a \in N(\mathcal{A}),
$$

where $\Psi$ is a Jordan ${ }^{*}$-isomorphism and $f$ is a continuous function on $\mathbb{C}$. However, it follows directly from the hypothesis of the theorem that $f$ must be identity.

We shall state yet another characterization of Jordan *-isomorphisms. In the previous result, we assumed continuity of the given transformation on the whole algebra and linearity only on one-dimensional space generated by the unit. In contrast to this, in the next corollary we do not suppose that transformation is continuous, but we do assume more about linearity. With the help of generalized Dye's Theorem (Theorem 3.1), the proof is straightforward and not requiring deeper study of the star order presented above.

Theorem 3.5 Let $\mathcal{A}$ be an $A W^{*}$-algebra without Type $I_{2}$ direct summand and $\mathcal{B}$ be an $A W^{*}$-algebra. Let $\varphi: \mathcal{A} \rightarrow \mathcal{B}$ be a map preserving the unit. Then $\varphi$ is a Jordan *-isomorphism if and only if the following three conditions hold:
(i) $\varphi$ restricts to a star order isomorphism between $N(\mathcal{A})$ and $N(\mathcal{B})$.
(ii) $\varphi$ is a bounded linear map on each abelian $A W^{*}$-subalgebra of $\mathcal{A}$.
(iii) $\varphi(a+i b)=\varphi(a)+i \varphi(b)$ for all self-adjoint elements $a$ and $b$ in $\mathcal{A}$.

Proof Suppose that (i) and (ii) holds. As $x \preceq \mathbf{1}$ if and only if $x$ is a projection, we can see that $\varphi$ maps $P(\mathcal{A})$ onto $P(\mathcal{B})$. Moreover, $\varphi$ preserves orthogonality in both directions. This is due to the fact that $\varphi$ is linear on abelian subalgebra generated by two mutually orthogonal projections and that every linear star order isomorphism preserves orthogonality (see e.g. $[4,16]$ ). Employing now generalization of Dye's Theorem, we can find a Jordan *-isomorphism $\Psi: \mathcal{A} \rightarrow \mathcal{B}$ that coincides with $\varphi$ on $P(\mathcal{A})$. The composition $\theta=\Psi^{-1} \circ \varphi$ satisfies the hypothesis of the present theorem and it is, moreover, identity on projections. Every maximal abelian subalgebra of $\mathcal{A}$ is a closed linear span of its projections. Condition (ii) now tells us that $\theta$ is fixing any normal element. By (iii), $\theta$ is the identity map on $\mathcal{A}$ and this completes the proof.

## 4. Preservers of the star order on atomic von Neumann algebras

A nonzero element $x$ in a poset $(P, \leq)$ is called atom if there is no nonzero element $y \in P$ such that $y \neq x$ and $y \leq x$. Let $\mathcal{M}$ be a von Neumann algebra. A projection in $\mathcal{M}$ is called atomic if it is an atom in the projection lattice $P(\mathcal{M})$. The set of all atomic projections in $\mathcal{M}$ will be denoted by $P_{a t}(\mathcal{M})$. A von Neumann algebra is said to be atomic if every nonzero projection dominates an atomic projection. It is well known that a von Neumann algebra is atomic if and only if it is a direct sum of Type I factors. In the sequel, we shall use the symbol $\delta_{j k}$ to denote the Kronecker delta.

Lemma 4.1 Let $\Phi: N(\mathcal{M}) \rightarrow N(\mathcal{N})$ be a star order isomorphism between normal parts of von Neumann algebras $\mathcal{M}$ and $\mathcal{N}$. Then $x$ is atom in $(N(\mathcal{M}), \preceq)$ if and only if $\Phi(x)$ is an atom in $(N(\mathcal{N}), \preceq)$.

Proof It follows easily from the definition of the star order isomorphism.
In the sequel, we shall work with the direct sum $\mathcal{M}=\bigoplus_{k \in \Lambda} \mathcal{M}_{k}$ of a family of von Neumann algebras $\left(\mathcal{M}_{k}\right)_{k \in \Lambda}$. Let us observe that, for all $\left(x_{k}\right)_{k \in \Lambda},\left(y_{k}\right)_{k \in \Lambda} \in \mathcal{M}$, $\left(x_{k}\right)_{k \in \Lambda} \preceq\left(y_{k}\right)_{k \in \Lambda}$ if and only if $x_{k} \preceq y_{k}$ for every $k \in \Lambda$.

Lemma 4.2 Let $\mathcal{M}_{k}$ be a von Neumann algebra for each $k \in \Lambda$ and $\mathcal{M}=\bigoplus_{k \in \Lambda} \mathcal{M}_{k}$.
(i) A projection $p=\left(p_{k}\right)_{k \in \Lambda} \in \mathcal{M}$ is atomic if and only if there is $k_{0} \in \Lambda$ such that $p_{k_{0}}$ is atomic projection in $\mathcal{M}_{k_{0}}$ an $p_{k}=0$ for all $k \neq k_{0}$.
(ii) An element $x$ is an atom in $(N(\mathcal{M}), \preceq)$ if and only if $x=\lambda p$, where $\lambda \in \mathbb{C} \backslash\{0\}$ and $p$ is an atomic projection in $\mathcal{M}$.
(iii) Suppose that $\Phi: N(\mathcal{M}) \rightarrow N(\mathcal{M})$ is a star order isomorphism. If $\left(x_{k}\right)_{k \in \Lambda} \in$ $N(\mathcal{M})$, then $\Phi\left(\left(x_{k}\right)_{k \in \Lambda}\right)=\bigvee_{j \in \Lambda} \Phi\left(\left(\delta_{j k} x_{k}\right)_{k \in \Lambda}\right)$.

Proof
(i) The statement follows directly from observation before this Lemma.
(ii) The proof is analogous to that of [5, Lemma 4.1].
(iii) It is obvious that $\left(\delta_{j k} x_{k}\right)_{k \in \Lambda} \preceq\left(x_{k}\right)_{k \in \Lambda}$ for every $j \in \Lambda$. If there exists $\left(y_{k}\right)_{k \in \Lambda} \in$ $\mathcal{M}$ such that $\left(\delta_{j k} x_{k}\right)_{k \in \Lambda} \preceq\left(y_{k}\right)_{k \in \Lambda}$ for each $j \in \Lambda$, then $x_{k} \preceq y_{k}$ for every $k \in \Lambda$. Hence $\left(x_{k}\right)_{k \in \Lambda} \preceq\left(y_{k}\right)_{k \in \Lambda}$. Therefore, $\left(x_{k}\right)_{k \in \Lambda}=\bigvee_{j \in \Lambda}\left(\delta_{j k} x_{k}\right)_{k \in \Lambda}$ and so $\Phi\left(\left(x_{k}\right)_{k \in \Lambda}\right)=\Phi\left(\bigvee_{j \in \Lambda}\left(\delta_{j k} x_{k}\right)_{k \in \Lambda}\right)=\bigvee_{j \in \Lambda} \Phi\left(\left(\delta_{j k} x_{k}\right)_{k \in \Lambda}\right)$.

In the sequel, we shall assume that $\left(\mathcal{M}_{k}\right)_{k \in \Lambda}$ is a (nonempty) family of Type I factors. Furthermore, for each $k \in \Lambda$, we shall denote

$$
A_{k}=\left\{\left(\lambda \delta_{k n} p\right)_{n \in \Lambda}: \lambda \in \mathbb{C} \backslash\{0\}, p \in P_{a t}\left(\mathcal{M}_{k}\right)\right\}
$$

It is clear from Lemma 4.2 that $\bigcup_{k \in \Lambda} A_{k}$ is the set of all atoms in $(N(\mathcal{M}), \preceq)$.
Proposition 4.3 Let $\Phi: N(\mathcal{M}) \rightarrow N(\mathcal{M})$ be a star order isomorphism. Then for every $k \in \Lambda$ there is $l \in \Lambda$ such that $\Phi\left(A_{k}\right)=A_{l}$.

Proof Suppose the contrary. By Lemma 4.1, we know that $\Phi\left(A_{k}\right) \subseteq \bigcup_{j \in \Lambda} A_{j}$. Hence there are $\lambda_{1}, \lambda_{2} \in \mathbb{C} \backslash\{0\}$ and $p_{1}, p_{2} \in P_{a t}\left(\mathcal{M}_{k}\right)$ such that $\Phi\left(\left(\lambda_{1} \delta_{j k} p_{1}\right)_{j \in \Lambda}\right) \in A_{l}$ and $\Phi\left(\left(\lambda_{2} \delta_{j k} p_{2}\right)_{j \in \Lambda}\right) \in A_{m}$, where $l \neq m$. This means that there exist $\mu_{1}, \mu_{2} \in \mathbb{C} \backslash\{0\}$, $e_{1} \in P_{a t}\left(\mathcal{M}_{l}\right)$, and $e_{2} \in P_{a t}\left(\mathcal{M}_{m}\right)$ satisfying

$$
\begin{aligned}
& \Phi\left(\left(\lambda_{1} \delta_{j k} p_{1}\right)_{j \in \Lambda}\right)=\left(\mu_{1} \delta_{j l} e_{1}\right)_{j \in \Lambda} \\
& \Phi\left(\left(\lambda_{2} \delta_{j k} p_{2}\right)_{j \in \Lambda}\right)=\left(\mu_{2} \delta_{j m} e_{2}\right)_{j \in \Lambda}
\end{aligned}
$$

It is clear that

$$
\left(\mu_{1} \delta_{j l} e_{1}\right)_{j \in \Lambda} \vee\left(\mu_{2} \delta_{j m} e_{2}\right)_{j \in \Lambda}=\left(\mu_{1} \delta_{j l} e_{1}+\mu_{2} \delta_{j m} e_{2}\right)_{j \in \Lambda}
$$

Since $\Phi$ is a star order isomorphism, the supremum

$$
\left(\lambda_{1} \delta_{j k} p_{1}\right)_{j \in \Lambda} \vee\left(\lambda_{2} \delta_{j k} p_{2}\right)_{j \in \Lambda}
$$

must exist and

$$
\Phi\left(\left(\lambda_{1} \delta_{j k} p_{1}\right)_{j \in \Lambda} \vee\left(\lambda_{2} \delta_{j k} p_{2}\right)_{j \in \Lambda}\right)=\left(\mu_{1} \delta_{j l} e_{1}+\mu_{2} \delta_{j m} e_{2}\right)_{j \in \Lambda} .
$$

However, it follows from Lemma 3.2(ii) that the supremum $\left(\lambda_{1} \delta_{j k} p_{1}\right)_{j \in \Lambda} \vee\left(\lambda_{2} \delta_{j k} p_{2}\right)_{j \in \Lambda}$ exists if and only if $\lambda_{1}=\lambda_{2}$ or $p_{1} \perp p_{2}$.

Let $\lambda=\lambda_{1}=\lambda_{2}$. Then

$$
\left(\lambda \delta_{j k} p_{1}\right)_{j \in \Lambda} \vee\left(\lambda \delta_{j k} p_{2}\right)_{j \in \Lambda}=\lambda\left(\delta_{j k}\left(p_{1} \vee p_{2}\right)\right)_{j \in \Lambda}
$$

In this case, we can suppose that $p_{1} \neq p_{2}$. Set

$$
M=\left\{x \in N(\mathcal{M}): x \leq \lambda\left(\delta_{j k}\left(p_{1} \vee p_{2}\right)\right)_{j \in \Lambda}\right\} .
$$

As $\mathcal{M}_{k}$ is a factor, there is a $*$-isomorphism $\psi: \mathcal{M}_{k} \rightarrow B\left(H_{k}\right)$. The element $\psi\left(p_{1} \vee p_{2}\right)=$ $\psi\left(p_{1}\right) \vee \psi\left(p_{2}\right)$ is a projection on a two-dimensional subspace of $H_{k}$. Therefore, there are
infinitely many nonzero subprojections of $\psi\left(p_{1} \vee p_{2}\right)$ and so $p_{1} \vee p_{2}$ has infinite number of nonzero subprojections as well. Thus $M$ is infinite because $\lambda\left(\delta_{j k} p\right)_{j \in \Lambda} \in M$ for every projection $p \leq p_{1} \vee p_{2}$. Since $\Phi$ is a bijection, $\Phi(M)$ is also infinite. However, this is a contradiction with the fact that

$$
\begin{aligned}
\Phi(M) & =\left\{x \in N(\mathcal{M}): x \preceq\left(\mu_{1} \delta_{j l} e_{1}+\mu_{2} \delta_{j m} e_{2}\right)_{j \in \Lambda}\right\} \\
& =\left\{0,\left(\mu_{1} \delta_{j l} e_{1}\right)_{j \in \Lambda},\left(\mu_{2} \delta_{j m} e_{2}\right)_{j \in \Lambda},\left(\mu_{1} \delta_{j l} e_{1}+\mu_{2} \delta_{j m} e_{2}\right)_{j \in \Lambda}\right\} .
\end{aligned}
$$

Now suppose that $\lambda_{1} \neq \lambda_{2}$ and $p_{1} \perp p_{2}$. Take an atomic projection $p_{3} \in \mathcal{M}_{k}$ different from $p_{1}$ and $p_{2}$ such that $p_{3} \leq p_{1} \vee p_{2}$. By the first part of the proof, where we have considered the case $\lambda_{1}=\lambda_{2}$, we deduce that there are $\mu_{3} \in \mathbb{C} \backslash\{0\}$ and an atomic projection $e_{3} \in \mathcal{M}_{l}$ such that

$$
\Phi\left(\left(\lambda_{1} \delta_{j k} p_{3}\right)_{j \in \Lambda}\right)=\left(\mu_{3} \delta_{j l} e_{3}\right)_{j \in \Lambda}
$$

As $\left(\mu_{3} \delta_{j l} e_{3}\right)_{j \in \Lambda} \vee\left(\mu_{2} \delta_{j m} e_{2}\right)_{j \in \Lambda}$ exists, there must exist $\left(\lambda_{1} \delta_{j k} p_{3}\right)_{j \in \Lambda} \vee\left(\lambda_{2} \delta_{j k} p_{2}\right)_{j \in \Lambda}$. This is impossible because $\lambda_{1} \neq \lambda_{2}$ and $p_{3} \not \perp p_{2}$.

We have proved that $\Phi\left(A_{k}\right) \subseteq A_{l}$ for some $l \in \Lambda$. It remains to show that $A_{l} \subseteq \Phi\left(A_{k}\right)$. As $\Phi$ is a star order isomorphism, its inverse $\Phi^{-1}$ is also a star order isomorphism. From what we have proved, $\Phi^{-1}\left(A_{l}\right) \subseteq A_{m}$ for some $m \in \Lambda$. It follows from $\Phi\left(A_{k}\right) \subseteq A_{l}$ that $A_{k} \subseteq \Phi^{-1}\left(A_{l}\right)$. Hence $A_{k} \subseteq \Phi^{-1}\left(A_{l}\right) \subseteq A_{m}$ and so $A_{k}=A_{m}$. This leads to the required inclusion $A_{l} \subseteq \Phi\left(A_{k}\right)$.

We shall now introduce a notation that will be useful in the sequel. Let $\mathbf{f}=\left(f_{j}\right)_{j \in \Lambda}$ be a collection of continuous bijections $f_{j}: \mathbb{C} \rightarrow \mathbb{C}$ with $f_{j}(0)=0$ and such that

$$
\sup _{j \in \Lambda}\left\|f_{j}\left(x_{j}\right)\right\|<\infty \text { whenever }\left(x_{j}\right)_{j \in \Lambda} \in N(\mathcal{M}) .
$$

The function $\mathbf{f}$ will be called admissible. It can be viewed as a function from $\mathbb{C}$ to $\mathbb{C}^{\Lambda}$ that enables one to extend function calculus from each direct summand to the global algebra in the following way. If $x=\left(x_{j}\right)_{j \in \Lambda} \in N(\mathcal{M})$ we put

$$
\mathbf{f}(x)=\left(f_{j}\left(x_{j}\right)\right)_{j \in \Lambda} .
$$

Theorem 4.4 Let $\mathcal{M}=\bigoplus_{j \in \Lambda} \mathcal{M}_{j}$, where $\mathcal{M}_{j}$ is a Type I factors not of Type $I_{2}$. Let $\Phi: N(\mathcal{M}) \rightarrow N(\mathcal{M})$ be a continuous star order isomorphism. Then there is an admissible function $\mathbf{f}=\left(f_{j}\right)_{j \in \Lambda}$ and a Jordan $*$-isomorphism $\Psi$ such that

$$
\begin{equation*}
\Phi(x)=\Psi(\mathbf{f}(x)) \tag{1}
\end{equation*}
$$

for all $x \in \mathcal{M}$.
Proof Given a bijection $\pi: \Lambda \rightarrow \Lambda$, we denote by $\Pi$ a map from $N(\mathcal{M})$ onto $N(\mathcal{M})$ such that $\Pi\left(\left(x_{j}\right)_{j \in \Lambda}\right)=\left(x_{\pi(j)}\right)_{j \in \Lambda}$. Note that $\Pi$ is a $*_{\text {-isomorphism and thereby continuous }}$ star order isomorphism as well.

Let $\Phi: N(\mathcal{M}) \rightarrow N(\mathcal{M})$ be a continuous star order isomorphism. Then, by Proposition 4.3, there are a bijection $\pi: \Lambda \rightarrow \Lambda$ and a continuous star order isomorphism $\varphi: N(\mathcal{M}) \rightarrow$ $N(\mathcal{M})$ such that $\Phi=\Pi \circ \varphi$ and $\varphi\left(A_{j}\right)=A_{j}$ for all $j \in \Lambda$. Let $k \in \Lambda$ and let $\mathbf{1}_{k}$ be the unit
of $\mathcal{M}_{k}$. By a similar justification as in [5, Theorem 4.2], there is a bijection $f_{k}: \mathbb{C} \rightarrow \mathbb{C}$, with $f_{k}(0)=0$, such that

$$
\varphi\left(\left(\lambda \delta_{j k} \mathbf{1}_{k}\right)_{j \in \Lambda}\right)=\left(f_{k}(\lambda) \delta_{j k} \mathbf{1}_{k}\right)_{j \in \Lambda} .
$$

The same arguments as in the proof of Theorem 3.3 show that, for each $k \in \Lambda$, there is a Jordan *-isomorphism $\psi_{k}: \mathcal{M}_{k} \rightarrow \mathcal{M}_{k}$ such that

$$
\varphi\left(\left(\delta_{j k} x\right)_{j \in \Lambda}\right)=\left(\delta_{j k} \psi_{k}\left(f_{k}(x)\right)\right)_{j \in \Lambda}
$$

for all $x \in N\left(\mathcal{M}_{k}\right)$. Applying Lemma 4.2, we obtain that

$$
\Phi\left(\left(x_{j}\right)_{j \in \Lambda}\right)=\left(\psi_{\pi(j)}\left(f_{\pi(j)}\left(x_{\pi(j)}\right)\right)\right)_{j \in \Lambda}
$$

for all $\left(x_{j}\right)_{j \in \Lambda} \in N(\mathcal{M})$. Moreover, as $\Phi\left(\left(x_{j}\right)_{j \in \Lambda}\right)$ is an element of $\mathcal{M}$, we have

$$
\sup _{j \in \Lambda}\left\|f_{j}\left(x_{j}\right)\right\|=\sup _{j \in \Lambda}\left\|f_{\pi(j)}\left(x_{\pi(j)}\right)\right\|=\sup _{j \in \Lambda}\left\|\psi_{\pi(j)}\left(f_{\pi(j)}\left(x_{\pi(j)}\right)\right)\right\|<\infty
$$

whenever $\left(x_{j}\right)_{j \in \Lambda} \in N(\mathcal{M})$. Let us now set $\mathbf{f}=\left(f_{j}\right)_{j \in \Lambda}$. Further, let $\tilde{\Psi}$ be a Jordan *-isomorphism acting on $\mathcal{M}$ as

$$
\tilde{\Psi}\left(x_{j}\right)_{j \in \Lambda}=\left(\psi_{j}\left(x_{j}\right)\right)_{j \in \Lambda} .
$$

Finally, define a Jordan *-isomorphism

$$
\Psi=\Pi \circ \tilde{\Psi}
$$

It is straightforward to verify that (1) holds.
To prove the previous theorem one can also use Proposition 4.3 together with a direct modification of ideas from.[6] Namely, it was proved in [6] that any star order isomorphism on the self-adjoint part of a factorial matrix algebra is a composition of a function calculus with a Jordan *-isomorphism. Therefore, this approach has an advantage that the assumption of continuity can be omitted sometimes. Especially, it can be relaxed for any finite atomic von Neumann algebra. Such algebras are direct sums of Type $I_{n}$ factors with $n<\infty$. It is worth to note that such factors are (up to *-isomorphism) full matrix algebras. This leads to the following theorem. (Let us remark in passing that any complex function, continuous or not, defines a function calculus on normal operators with finite spectrum.)

Theorem 4.5 Let $\mathcal{M}=\bigoplus_{j \in \Lambda} \mathcal{M}_{j}$, where $\mathcal{M}_{j}$ are full matrix algebras $\mathbb{M}_{n}(\mathbb{C})$ with $n \neq 2$. Let $\Phi: N(\mathcal{M}) \rightarrow N(\mathcal{M})$ be a star order isomorphism. Then there are bijections $f_{j}: \mathbb{C} \rightarrow \mathbb{C}$ with $f_{j}(0)=0$ and $\sup _{j \in \Lambda}\left\|f_{j}\left(x_{j}\right)\right\|<\infty$ whenever $\left(x_{j}\right)_{j \in \Lambda} \in N(\mathcal{M})$, Jordan ${ }^{*}$-isomorphisms $\psi_{j}: \mathcal{M}_{j} \rightarrow \mathcal{M}_{j}$ and a bijection $\pi: \Lambda \rightarrow \Lambda$ such that

$$
\Phi\left(\left(x_{j}\right)_{j \in \Lambda}\right)=\left(\psi_{\pi(j)}\left(f_{\pi(j)}\left(x_{\pi(j)}\right)\right)\right)_{j \in \Lambda}
$$

for all $\left(x_{j}\right)_{j \in \Lambda} \in \mathcal{M}$.
There is striking consequence of the previous theorem for matrix algebras allowing to describe all star order isomorphisms between normal parts. They result as composi-
tions of Jordan *-isomorphisms (continuous linear part) and function calculus (possibly discontinuous and nonlinear part). Thanks to the fact that any Jordan *-isomorphism between Type $I$ factors is implemented either by a unitary or antiunitary map we obtain a lucid characterization of star order automorphisms of matrix algebras.

Corollary 4.6 Let $\mathcal{M}$ be a matrix algebra not containing any direct summand isomorphic to two by two matrices. Let $A=\left\{z_{1}, \ldots, z_{l}\right\}$ be the set of all atomic central projections in $\mathcal{M}$. We introduce equivalence relation on $A$ by declaring two elements equivalent if they have the same rank. A bijection $\Phi: N(\mathcal{M}) \rightarrow N(\mathcal{M})$ is a star order isomorphism if and only if the following holds: There are
(i) a bijection $\pi: A \rightarrow$ A preserving equivalence classes (by the same symbol we denote the corresponding bijection on $\{1, \ldots, l\}$ );
(ii) linear or conjugate linear partial isometries $v_{1}, \ldots, v_{l}$ with initial projections $z_{1}, \ldots, z_{l}$;
(iii) bijections $f_{1}, \ldots, f_{l}$ acting on $\mathbb{C}$ and vanishing at zero;
such that, for all normal $x \in \mathcal{M}$,

$$
\Phi(x)=\sum_{i=1}^{l} v_{\pi(i)} f_{\pi(i)}\left(z_{\pi(i)} x\right) v_{\pi(i)}^{*} .
$$
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#### Abstract

The goal of this paper is to study a topology generated by the star order on von Neumann algebras. In particular, it is proved that the order topology under investigation is finer than $\sigma$-strong* topology. On the other hand, we show that it is comparable with the norm topology if and only if the von Neumann algebra is finite-dimensional.
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## 1. Introduction

In the order-theoretical setting, the notion of convergence of a net was introduced by Birkhoff $[3,4]$. Let $(P, \leq)$ be a poset and let $x \in P$. If $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is an increasing net in $(P, \leq)$ with the supremum $x$, we write $x_{\alpha} \uparrow x$. Similarly, $x_{\alpha} \downarrow x$ means that $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is a decreasing net in $(P, \leq)$ with the infimum $x$. We say that a net $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is order convergent to $x$ in $(P, \leq)$ if there are nets $\left(y_{\alpha}\right)_{\alpha \in \Gamma}$ and $\left(z_{\alpha}\right)_{\alpha \in \Gamma}$ in $(P, \leq)$, such that $y_{\alpha} \leq x_{\alpha} \leq z_{\alpha}$ for all $\alpha \in \Gamma, y_{\alpha} \uparrow x$, and $z_{\alpha} \downarrow x$. If $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is order convergent to $x$, we write $x_{\alpha} \xrightarrow{o} x$. It is easy to see that every net is order convergent to at most one point.

The order convergence determines a natural topology on a poset $(P, \leq)$ as follows. A subset $C$ of $P$ is said to be order closed if no net in $C$ is order convergent to a point in $P \backslash C$. The topology on a poset is called order topology if the family of all closed sets coincides with the family of all order closed sets. We shall denote the order topology of a poset $(P, \leq)$ by the symbol $\tau_{o}(P, \leq)$. It is easy to see that the order topology is the finest topology preserving order convergence (i.e., if $\tau$ is a topology on $(P, \leq)$ such that $x_{\alpha} \xrightarrow{o} x$ implies $x_{\alpha} \xrightarrow{\tau} x$, then $\left.\tau \subseteq \tau_{o}(P, \leq)\right)$. Since every one-point set is closed in $\tau_{o}(P, \leq)$, the topological space $\left(P, \tau_{o}(P, \leq)\right)$ is $T_{1}$-space.

There are a number of papers dealing with the order topology, in particular on lattices. Lattices with the property that the order convergence coincides with the convergence in the order topology were studied, for example, in $[10,13]$. It was shown in [12] that a normed linear space is reflexive if
and only if the lattice of all its closed linear subspaces is Hausdorff (in the corresponding order topology). This interesting result has a direct consequence that the order topology is not, in general, Hausdorff.

The order topology on the complete lattice of all projections on a Hilbert space was investigated in $[6,20]$. A great progress in understanding of the order topologies on projection lattice and self-adjoint part of a von Neumann algebra (endowed with the standard order) was done in [7]. It was shown that there is a strong connection between these topologies and locally convex topologies on von Neumann algebras. Motivated by this research, we shall study the order topology on various subsets of a von Neumann algebra endowed with the star order.

The rest of this paper is organized as follows. In the second section, we collect some basic facts on von Neumann algebras, star order, order convergence, and order topology. The third section deals with the existence of the suprema and infima in several subsets of a von Neumann algebra with respect to the star order. Moreover, we examine a relationship between suprema and infima of monotone nets and the strong operator limit of these nets. In the last section, we prove that if a net $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ order converges (with respect to the star order) to $x$, then it also converges to $x$ in $\sigma$-strong* topology. Thus, the order topology is finer than $\sigma$-strong* topology. This result seems to be surprising, because the star order is not translation invariant, and so, the order topology is far from being linear. Moreover, we show that the order topology is not comparable with norm topology unless the von Neumann algebra is finitedimensional. Among other things, we also prove that, for every von Neumann algebra, the restriction $\left.\tau_{o}\left(\mathcal{M}_{\mathrm{sa}}, \preceq\right)\right|_{P(\mathcal{M})}$ of the order topology on self-adjoint part of a von Neumann algebra $\mathcal{M}$ to projection lattice coincides with the order topology $\tau_{o}(P(\mathcal{M}), \preceq)$ on the projection lattice. This is in the contrast with the case of the order topology with respect to the standard order. It was shown in [7, Proposition 2.9] that $\left.\tau_{o}\left(\mathcal{M}_{\mathrm{sa}}, \leq\right)\right|_{P(\mathcal{M})}=\tau_{o}(P(\mathcal{M}), \leq)$ if and only if the von Neumann algebra $\mathcal{M}$ is abelian.

## 2. Preliminaries

We say that a poset $(P, \leq)$ is Dedekind complete if every nonempty subset of $P$ that is bounded above has the supremum. A poset $(P, \leq)$ is Dedekind complete if and only if every nonempty subset of $P$ that is bounded below has the infimum. In the following lemma and proposition, we summarize the well-known facts about the order convergence and order topology. We prove these results for convenience of the reader.

Lemma 2.1. Let $(P, \leq)$ be a poset. Assume that $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is a net in $P$ and $x \in P$.
(i) If $\alpha_{0} \in \Gamma$ is an arbitrary fixed element, $\Lambda=\left\{\alpha \in \Gamma \mid \alpha_{0} \leq \alpha\right\}$, and $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is order convergent to $x$ in $(P, \leq)$, then $\left(x_{\alpha}\right)_{\alpha \in \Lambda}$ is (order) bounded and order convergent to $x$ in $(P, \leq)$.
(ii) If $\liminf { }_{\alpha} x_{\alpha}=\limsup \sup _{\alpha}=x$, then $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is order convergent to $x$ in $(P, \leq)$.
(iii) If $(P, \leq)$ is Dedekind complete and $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is (order) bounded and order convergent to $x$ in $(P, \leq)$, then $\lim \inf _{\alpha} x_{\alpha}=\lim \sup _{\alpha} x_{\alpha}=x$.

Proof. (i) Suppose that $\alpha_{0} \in \Gamma$ is an arbitrary fixed element and $\Lambda=\{\alpha \in$ $\left.\Gamma \mid \alpha_{0} \leq \alpha\right\}$. If $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is order convergent to $x$ in $(P, \leq)$, then there are nets $\left(y_{\alpha}\right)_{\alpha \in \Gamma}$ and $\left(z_{\alpha}\right)_{\alpha \in \Gamma}$, such that $y_{\alpha} \leq x_{\alpha} \leq z_{\alpha}$ for all $\alpha \in \Gamma$, $y_{\alpha} \uparrow x$, and $z_{\alpha} \downarrow x$. Hence, $y_{\alpha} \leq x_{\alpha} \leq z_{\alpha}$ for all $\alpha \in \Lambda$. Moreover, since $u \in P$ is an upper bound of $\left(y_{\alpha}\right)_{\alpha \in \Gamma}$ if and only if $u$ is an upper bound of $\left(y_{\alpha}\right)_{\alpha \in \Lambda}$, we see that the net $\left(y_{\alpha}\right)_{\alpha \in \Lambda}$ satisfies $y_{\alpha} \uparrow x$. Similarly, we prove that the net $\left(z_{\alpha}\right)_{\alpha \in \Lambda}$ satisfies $z_{\alpha} \downarrow x$. Therefore, the net $\left(x_{\alpha}\right)_{\alpha \in \Lambda}$ is order convergent to $x$ in $(P, \leq)$. Since $y_{\alpha_{0}} \leq y_{\alpha} \leq x_{\alpha} \leq z_{\alpha} \leq z_{\alpha_{0}}$ for all $\alpha \in \Lambda$, the net $\left(x_{\alpha}\right)_{\alpha \in \Lambda}$ is bounded.
(ii) If $\lim \inf _{\alpha} x_{\alpha}=\limsup \sup _{\alpha} x_{\alpha}=x$, then we set $z_{\alpha}=\sup _{\alpha \leq \beta} x_{\beta}$ and $y_{\alpha}=\inf _{\alpha \leq \beta} x_{\beta}$ for all $\alpha \in \Gamma$. It is obvious that $y_{\alpha} \leq x_{\alpha} \leq z_{\alpha}$ for all $\alpha \in \Gamma, y_{\alpha} \uparrow x$, and $z_{\alpha} \downarrow x$ which shows that $x_{\alpha} \xrightarrow{o} x$.
(iii) If $x_{\alpha} \xrightarrow{o} x$, then $y_{\alpha} \leq x_{\alpha} \leq z_{\alpha}$ for all $\alpha \in \Gamma, y_{\alpha} \uparrow x$, and $z_{\alpha} \downarrow x$. We observe that $\inf _{\alpha \leq \beta} x_{\beta}$ and $\sup _{\alpha \leq \beta} x_{\beta}$ exist for all $\alpha \in \Gamma$ because $(P, \leq)$ is Dedekind complete. By the boundedness of $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$, the nets $\left(\sup _{\alpha \leq \beta} x_{\beta}\right)_{\alpha \in \Gamma}$ and $\left(\inf _{\alpha \leq \beta} x_{\beta}\right)_{\alpha \in \Gamma}$ are bounded. The Dedekind completeness of $(P, \leq)$ ensures that $\sup _{\alpha \in \Gamma} \inf _{\alpha \leq \beta} x_{\beta}$ and $\inf _{\alpha \in \Gamma} \sup _{\alpha \leq \beta} x_{\beta}$ exist. As

$$
y_{\alpha} \leq \inf _{\alpha \leq \beta} x_{\beta} \leq x_{\alpha} \leq \sup _{\alpha \leq \beta} x_{\beta} \leq z_{\alpha},
$$

for all $\alpha \in \Gamma$, we have

$$
x=\sup _{\alpha \in \Gamma} y_{\alpha} \leq \sup _{\alpha \in \Gamma} \inf _{\alpha \leq \beta} x_{\beta} \leq \inf _{\alpha \in \Gamma} \sup _{\alpha \leq \beta} x_{\beta} \leq \inf _{\alpha \in \Gamma} z_{\alpha}=x .
$$

This means that $\liminf _{\alpha} x_{\alpha}=\lim \sup _{\alpha} x_{\alpha}=x$.

Proposition 2.2. ([7, Proposition 2.3]) Let $(P, \leq)$ be a Dedekind complete poset and let $P_{0} \subseteq P$ be closed in $\tau_{o}(P, \leq)$. If the supremum of every nonempty subset of $P_{0}$ with an upper bound in $P$ belongs to $P_{0}$, then $\left.\tau_{o}(P, \leq)\right|_{P_{0}}=$ $\tau_{o}\left(P_{0}, \leq\right)$.

Proof. Let $M \subseteq P_{0}$. Since $M$ is closed in $\left.\tau_{o}(P, \leq)\right|_{P_{0}}$ if and only if $M$ is closed in $\tau_{o}(P, \leq)$, it is sufficient to show that $M$ is closed in $\tau_{o}(P, \leq)$ if and only if $M$ is closed in $\tau_{o}\left(P_{0}, \leq\right)$.

Let $M$ be closed in $\tau_{o}(P, \leq)$ and let $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ be a net in $M$ order converging to $x \in P_{0}$ in $\left(P_{0}, \leq\right)$. Then, there are nets $\left(y_{\alpha}\right)_{\alpha \in \Gamma}$ and $\left(z_{\alpha}\right)_{\alpha \in \Gamma}$ in $\left(P_{0}, \leq\right)$ such that $y_{\alpha} \leq x_{\alpha} \leq z_{\alpha}$ for all $\alpha \in \Gamma, y_{\alpha} \uparrow x$, and $z_{\alpha} \downarrow x$ (where the supremum of $\left(y_{\alpha}\right)_{\alpha \in \Gamma}$ and the infimum of $\left(z_{\alpha}\right)_{\alpha \in \Gamma}$ are taken in $\left.\left(P_{0}, \leq\right)\right)$. Because $x$ is an upper bound of $\left(y_{\alpha}\right)_{\alpha \in \Gamma}, \sup _{\alpha \in \Gamma} y_{\alpha}$ exists in $(P, \leq)$ and belongs to $P_{0}$. Hence, $\sup _{\alpha \in \Gamma} y_{\alpha}=x$ in $(P, \leq)$. Similarly, $\inf _{\alpha \in \Gamma} z_{\alpha}=x$ in $(P, \leq)$. Therefore, $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is order convergent to $x$ in $(P, \leq)$. As $M$ is closed in $\tau_{o}(P, \leq), x \in M$.

Conversely, let $M$ be closed in $\tau_{o}\left(P_{0}, \leq\right)$ and let $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ be a net in $M$ order converging to $x \in P$ in $(P, \leq)$. Without loss of generality, we can
assume that $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is bounded (see Lemma 2.1) in ( $P, \leq$ ). By Lemma 2.1, $x=\liminf _{\alpha} x_{\alpha}=\lim \sup _{\alpha} x_{\alpha}$. Using the boundedness of $\left(x_{\alpha}\right)_{\alpha \in \Gamma}, x \in P_{0}$. It follows from Lemma 2.1 that $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is order convergent to $x$ in $\left(P_{0}, \leq\right)$. As $M$ is closed in $\tau_{o}\left(P_{0}, \leq\right), x \in M$.

The $C^{*}$-algebra $\mathscr{B}(\mathscr{H})$ of all bounded operators on a complex Hilbert space $\mathscr{H}$ is rich on the interesting topologies. One of them is the strong (operator) topology which is a locally convex topology on $\mathscr{B}(\mathscr{H})$ generated by semi-norms:

$$
p_{\xi}: x \mapsto\|x \xi\|, \quad \xi \in \mathscr{H}, x \in \mathscr{B}(\mathscr{H}) .
$$

Another topology is the strong* (operator) topology which is a locally convex topology on $\mathscr{B}(\mathscr{H})$ generated by semi-norms:

$$
p_{\xi}: x \mapsto \sqrt{\|x \xi\|^{2}+\left\|x^{*} \xi\right\|^{2}}, \quad \xi \in \mathscr{H}, x \in \mathscr{B}(\mathscr{H})
$$

We denote the strong topology and strong* topology by $\tau_{s}$ and $\tau_{s^{*}}$, respectively. By a von Neumann algebra, we shall mean a strongly closed $C^{*}$ subalgebra of the $C^{*}$-algebra $\mathscr{B}(\mathscr{H})$. Every von Neumann algebra $\mathcal{M}$ has the predual $\mathcal{M}_{*}$ which consists of normal linear functionals in $\mathcal{M}^{*}$. Using the predual, one can define the $\sigma$-strong* topology $s^{*}\left(\mathcal{M}, \mathcal{M}_{*}\right)$ by the family of semi-norms:

$$
p_{\varphi}: x \mapsto \sqrt{\varphi\left(x^{*} x\right)+\varphi\left(x x^{*}\right)}, \quad \varphi \in \mathcal{M}_{*} \text { is positive. }
$$

There are the following relationships between topologies on $\mathcal{M}$ :

$$
\left.\left.\tau_{s}\right|_{\mathcal{M}} \subseteq \tau_{s^{*}}\right|_{\mathcal{M}} \subseteq s^{*}\left(\mathcal{M}, \mathcal{M}_{*}\right) \subseteq \tau_{u}(\mathcal{M})
$$

where $\tau_{u}(\mathcal{M})$ denotes the norm topology on a von Neumann Algebra $\mathcal{M}$. Moreover, $\tau_{s^{*}}$ and $s^{*}\left(\mathcal{M}, \mathcal{M}_{*}\right)$ coincide on every norm bounded subset of $\mathcal{M}$.

Let $x$ and $y$ be elements of a von Neumann algebra $\mathcal{M}$. We write $x \preceq y$ if $x^{*} x=x^{*} y$ and $x x^{*}=y x^{*}$. The binary relation $\preceq$ on $\mathcal{M}$ is a partial order called star order. Elements $x$ and $y$ are said to be *-orthogonal if $x^{*} y=y x^{*}=$ 0 . A simple observation shows [5] that $x \preceq y$ if and only if there is $z \in \mathcal{M}$, such that $x$ and $z$ are ${ }^{*}$-orthogonal and $y=x+z$. Thus, the star order can be regarded as a partial order induced by orthogonality. It was pointed out in [9] that there is a connection of the star order with the Moore-Penrose inverse. The star order is also a natural partial order on partial isometries (see, for example, $[11,15]$ ).

By $l(x)$, we denote the left support of $x$ which is the smallest projection $p \in \mathcal{M}$ satisfying $p x=x$. The left support of $x$ is the projection onto the closure of the range of $x$, and so, it is sometimes called the range projection of $x$. It is well known that a von Neumann algebra contains the left supports of all its elements. The set of all projections in $\mathcal{M}$ is denoted by $P(\mathcal{M})$. It forms a complete lattice under the standard order $\leq$ called projection lattice of $\mathcal{M}$. We denote the projection lattice simply by the symbol $P(\mathcal{M})$ (instead of using a more correct symbol $(P(\mathcal{M}), \leq))$. Recall that the standard order $\leq$ coincides with the star order $\preceq$ on $P(\mathcal{M})$. The self-adjoint part of $\mathcal{M}$, the positive part of $\mathcal{M}$, the set of all invertible elements in $\mathcal{M}$, and the set
of all partial isometries in $\mathcal{M}$ are denoted by $\mathcal{M}_{\mathrm{sa}}, \mathcal{M}_{+}, \mathcal{M}_{\mathrm{inv}}$, and $\mathcal{M}_{\mathrm{pi}}$, respectively.

Lemma 2.3. Let $\mathcal{M}$ be a von Neumann algebra and let $x \in \mathcal{M}$. If $y \in \mathcal{M}_{+}$ (resp. $y \in \mathcal{M}_{p i}$ ) and $x \preceq y$, then $x \in \mathcal{M}_{+}\left(\right.$resp. $\left.x \in \mathcal{M}_{p i}\right)$.

Proof. It was proved in [1, Corollary 2.9] and [5, Proposition 3.1].
The previous lemma is no longer true for self-adjoint operators. Indeed, it was pointed out in [2] that

$$
\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) \preceq\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) .
$$

## 3. Infimum and Supremum

Let us recall a useful result proved in [1].
Proposition 3.1. ([1, Theorem 2.7]) Let $x, y \in \mathscr{B}(\mathscr{H})$. Then $x \preceq y$ if and only if $x=l(x) y, l(x) \leq l(y)$, and $l(x)$ commutes with $y y^{*}$.

Let us note that we can omit the condition $l(x) \leq l(y)$ in the previous proposition. Indeed, if $x=l(x) y$ and $l(x)$ commutes with $y y^{*}$, then $x^{*} x=$ $x^{*} l(x) y=(l(x) x)^{*} y=x^{*} y$ and $x x^{*}=l(x) y y^{*} l(x)=y y^{*} l(x)=y(l(x) y)^{*}=$ $y x^{*}$.

The following proposition is a special case of Theorem 4.4 in [8] (see also [16, Theorem 7]). Because the proof was omitted in [8], we prove this result for convenience of the reader.

Proposition 3.2. Let $M$ be a nonempty subset of a von Neumann algebra $\mathcal{M}$ and let $y \in \mathcal{M}$ be an upper bound of $M$ (with respect to the star order).
(i) $\left(\sup _{x \in M} l(x)\right) y$, where $\sup _{x \in M} l(x)$ is considered in $P(\mathcal{M})$, is the supremum of $M$ in $(\mathcal{M}, \preceq)$.
(ii) $\left(\inf _{x \in M} l(x)\right) y$, where $\inf _{x \in M} l(x)$ is considered in $P(\mathcal{M})$, is the infimum of $M$ in $(\mathcal{M}, \preceq)$.

Proof. (i) Let $p$ be the supremum of $\{l(x) \mid x \in M\}$ in $P(\mathcal{M})$ and let $y$ be an upper bound of $M$. It is easy to verify that $p y$ is an upper bound of $M$.
Let $u \in \mathcal{M}$ be an upper bound of $M$. We have to show that $p y \preceq u$. Applying Proposition 3.1, we see that, for all $x \in M, l(x) \leq l(u)$ and $l(x)$ commutes with $u u^{*}$. Hence, $p \leq l(u)$ and $p$ commutes with $u u^{*}$. Moreover, $l(p u) u=p u$, because $l(p u)=p$. By Proposition 3.1, $p u \preceq u$. As $l(x)(y-u)=0$ for all $x \in M$, we have $l(x) l(y-u)=0$ for all $x \in M$, and so, $p l(y-u)=0$. It follows from this that $p(y-u)=$ $p l(y-u)(y-u)=0$. Therefore, $p y=p u \preceq u$.
(ii) Let $p$ be the infimum of $\{l(x) \mid x \in M\}$ in $P(\mathcal{M})$ and let $y$ be an upper bound of $M$. It follows from Proposition 3.1 that, for each $x \in M$,
$x=l(x) y$ and $y y^{*}$ commutes with $l(x)$. Moreover, $p$ commutes with $y y^{*}$ because $p$ is an element of the von Neumann algebra $\left\{y y^{*}\right\}^{\prime}$. Therefore

$$
\begin{aligned}
x x^{*} p & =l(x) y y^{*} l(x) p=y y^{*} l(x) p=y y^{*} p=p y y^{*}=p l(x) y y^{*} \\
& =p l(x) y y^{*} l(x)=p x x^{*},
\end{aligned}
$$

holds for all $x \in M$. By Proposition 3.1, we obtain that $p y$ is a lower bound of $M$.
If $u \in \mathcal{M}$ is a lower bound of $M$, then $l(u) \leq p$. Since $u \preceq y, u=l(u) y=$ $l(u) p y$ and $l(u)$ commutes with $y y^{*}$. Furthermore, $l(u) \leq p$ ensures that $l(u)$ commutes with $p$. Hence $l(u)$ commutes with $p y y^{*} p=p y(p y)^{*}$. Applying Proposition 3.1, $u \preceq p y$.

Let us note that if $M$ is the empty subset of a von Neumann algebra $\mathcal{M}$, then the supremum of $M$ in $(\mathcal{M}, \preceq)$ is 0 and the infimum of $M$ in $(\mathcal{M}, \preceq)$ does not exist.

The statement (iii) in the following corollary is easily seen from [8, Theorem 4.4] and the fact that bounded (with respect to the star order) set of self-adjoint elements has a self-adjoint upper bound (for this, see the proof of the statement).

Corollary 3.3. Let $\mathcal{M}$ be a von Neumann algebra. Then, the following statements hold:
(i) The poset $(\mathcal{M}, \preceq)$ is Dedekind complete.
(ii) The supremum of every subset of $P(\mathcal{M})$ in $(\mathcal{M}, \preceq)$ is a projection. The infimum of every nonempty subset of $P(\mathcal{M})$ in $(\mathcal{M}, \preceq)$ is a projection.
(iii) The supremum of every bounded set $M \subseteq \mathcal{M}_{\text {sa }}$ in $(\mathcal{M}, \preceq)$ is a selfadjoint element. The infimum of every nonempty set $M \subseteq \mathcal{M}_{\text {sa }}$ in $(\mathcal{M}, \preceq)$ is a self-adjoint element.
(iv) The supremum of every bounded set $M \subseteq \mathcal{M}_{+}$in $(\mathcal{M}, \preceq)$ is a positive element. The infimum of every nonempty set $M \subseteq \mathcal{M}_{+}$in $(\mathcal{M}, \preceq)$ is a positive element.

Proof. (i) The statement follows directly from Proposition 3.2.
(ii) It is clear that $\mathbf{1} \in P(\mathcal{M})$ is an upper bound of every subset $M$ of $P(\mathcal{M})$. If $M \subseteq P(\mathcal{M})$ is nonempty, then Proposition 3.2 implies that the supremum and the infimum of $M$ in $(\mathcal{M}, \preceq)$ are projections. Moreover, the supremum of the empty set in $(\mathcal{M}, \preceq)$ is equal to the infimum of $\mathcal{M}$ which is 0 .
(iii) Let $M \subseteq \mathcal{M}_{\mathrm{sa}}$ be a nonempty and let $y \in \mathcal{M}$ be an upper bound of $M$. It is easy to see that $y^{*}$ is also upper bound of $M$. It follows from [5, Proposition 2.4] that $u=\frac{y+y^{*}}{2}$ is an upper bound of $M$. According to Proposition 3.2, $s=\left(\sup _{x \in M} l(x)\right) u$ is the supremum of $M$. Since $x=l(x) u$ for each $x \in M, l(x)$ commutes with $u$ for every $x \in M$. Thus, $\left(\sup _{x \in M} l(x)\right) \in\{u\}^{\prime}$ and so $\left(\sup _{x \in M} l(x)\right)$ commutes with $u$. Therefore, $s=\left(\sup _{x \in M} l(x)\right) u$ is self-adjoint. If $M$ is empty, then the supremum of $M$ is 0 .

Let $M$ be a nonempty subset of $\mathcal{M}_{\text {sa }}$ and let

$$
L_{M}=\{u \in \mathcal{M} \mid u \preceq x \text { for all } x \in M\} .
$$

The set $L_{M}$ is nonempty and bounded above. Therefore, $L_{M}$ has the supremum $s$ of the form $s=\left(\sup _{x \in L_{M}} l(x)\right) y$, where $y \in M$ is an arbitrary fixed element. Let us show that $s$ is self-adjoint. Obviously, $s \in$ $L_{M}$. As $M$ is a set of self-adjoint elements and the involution preserves the star order, we have $s^{*} \in L_{M}$ which gives $s^{*} \preceq s$. It follows from this that $s \preceq s^{*}$, and therefore, $s=s^{*}$.
(iv) Since $x \preceq y$ implies $|x| \preceq|y|$ (see [1, Corollary 2.13] or [5, Corollary 2.9]), we can assume without loss of generality that an upper bound $u$ of a nonempty set $M \subseteq \mathcal{M}_{+}$is positive. According to Lemma 2.3, $s=$ $\left(\sup _{x \in M} l(x)\right) u$ is positive. If $M$ is empty, then the supremum of $M$ is 0 in ( $\mathcal{M}, \preceq)$.
Let $M$ be a nonempty subset of $\mathcal{M}_{+}$and let

$$
L_{M}=\{u \in \mathcal{M} \mid u \preceq x \text { for all } x \in M\} .
$$

The set $L_{M}$ is nonempty and bounded above by a positive element. Therefore, $L_{M}$ contains only positive elements (see Lemma 2.3). Since $\inf _{x \in M} x=\sup _{x \in L_{M}} x \inf _{x \in M} x$ has to be positive.

It follows directly from the previous corollary that posets $\left(\mathcal{M}_{\mathrm{sa}}, \preceq\right)$ and $\left(\mathcal{M}_{+}, \preceq\right)$ are Dedekind complete. Furthermore, if $M$ is a bounded subset of $\mathcal{M}_{\mathrm{sa}}\left(\operatorname{resp} . \mathcal{M}_{+}\right)$, then the supremum of $M$ in $\left(\mathcal{M}_{\mathrm{sa}}, \preceq\right)\left(\operatorname{resp} .\left(\mathcal{M}_{+}, \preceq\right)\right)$ coincides with the supremum of $M$ in $(\mathcal{M}, \preceq)$. Similarly, we have the equality of the infima of $M$ in $\left(\mathcal{M}_{\mathrm{sa}}, \preceq\right)\left(\operatorname{resp} .\left(\mathcal{M}_{+}, \preceq\right)\right)$ and in $(\mathcal{M}, \preceq)$ whenever $M$ is a nonempty subset of $\mathcal{M}_{\mathrm{sa}}$ (resp. $\mathcal{M}_{+}$).

In the same spirit as before, we can prove that the supremum and the infimum of a set of partial isometries are again partial isometries. The case of the supremum can also be found in [16, Theorem 12].

Corollary 3.4. Let $\mathcal{M}_{p i}$ be the set of all partial isometries in a von Neumann algebra $\mathcal{M}$. The supremum of every bounded subset of $\mathcal{M}_{p i}$ in $(\mathcal{M}, \preceq)$ is a partial isometry. The infimum of every nonempty subset of $\mathcal{M}_{p i}$ in $(\mathcal{M}, \preceq)$ is a partial isometry.

Proof. Let $M \subseteq \mathcal{M}_{\text {pi }}$ be bounded and nonempty. By [1, Theorem 2.15], there is a partial isometry $u$ such that it is an upper bound of $M$. Set $p=$ $\sup _{x \in M} l(x)$. It follows from Proposition 3.2 that $p u$ is the supremum of $M$. By Lemma 2.3, we see that $p u$ is a partial isometry. If $M$ is empty, then the supremum of $M$ is 0 in $(\mathcal{M}, \preceq)$.

Let $M$ be a nonempty subset of $\mathcal{M}_{\text {pi }}$ and let

$$
L_{M}=\{u \in \mathcal{M} \mid u \preceq x \text { for all } x \in M\} .
$$

The set $L_{M}$ is nonempty and bounded above by a partial isometry. Using Lemma 2.3, we obtain that $L_{M}$ contains only partial isometries. Since $\inf _{x \in M} x=\sup _{x \in L_{M}} x, \inf _{x \in M} x$ has to be a partial isometry.

The strong operator limit of monotone nets in $(\mathscr{B}(\mathscr{H}), \preceq)$ was studied in [1]. Furthermore, a connection between suprema of increasing nets in $\left(\mathscr{B}(\mathscr{H})_{\mathrm{sa}}, \preceq\right)$ and the strong operator limit was shown in [14,21]. We prove a similar result to that of [21, Theorem 4.5].

Theorem 3.5. Let $\mathcal{M}$ be a von Neumann algebra.
(i) If $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is an increasing net in $(\mathcal{M}, \preceq)$ and bounded above, then the strong (operator) limit of $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ exists and is equal to the supremum of $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$.
(ii) If $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is a decreasing net in $(\mathcal{M}, \preceq)$, then the strong (operator) limit of $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ exists and is equal to the infimum of $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$.
Proof. (i) By Proposition 3.1, $\left(l\left(x_{\alpha}\right)\right)_{\alpha \in \Gamma}$ is an increasing net of projections and so it has the strong limit, say $p$, which is the supremum of $\left(l\left(x_{\alpha}\right)\right)_{\alpha \in \Gamma}$ in $P(\mathcal{M})$ (see [17, Proposition 2.5.6]). Let $y$ be an upper bound of $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$. We infer from Proposition 3.2 that the supremum of $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is $p y$. Applying Proposition 3.1, $x_{\alpha}=l\left(x_{\alpha}\right) y$ for all $\alpha \in \Gamma$. Since multiplication is separately continuous in the strong (operator) topology, we see that the net $\left(l\left(x_{\alpha}\right) y\right)_{\alpha \in \Gamma}=\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is strongly convergent to $p y$.
(ii) We can assume without loss of generality that $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is bounded above. If $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is not bounded above, we take an fixed element $\alpha_{0} \in \Gamma$ and consider $\left(x_{\alpha}\right)_{\alpha \in \Lambda}$, where $\Lambda=\left\{\alpha \in \Gamma \mid \alpha_{0} \leq \alpha\right\}$. The net $\left(x_{\alpha}\right)_{\alpha \in \Lambda}$ is bounded above by $x_{\alpha_{0}}$ because $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is decreasing. It is easy to see that $\left(x_{\alpha}\right)_{\alpha \in \Lambda}$ has the same set of all lower bounds as the net $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$. Moreover, $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is strongly convergent to $x$ if and only if $\left(x_{\alpha}\right)_{\alpha \in \Lambda}$ is strongly convergent to $x$.
The following discussion is analogous to that of the proof of (i). By Proposition 3.1, $\left(l\left(x_{\alpha}\right)\right)_{\alpha \in \Gamma}$ is a decreasing net of projections, and so, it has the strong limit, say $p$, which is the infimum of $\left(l\left(x_{\alpha}\right)\right)_{\alpha \in \Gamma}$ in $P(\mathcal{M})$ (see [17, Corollary 2.5.7]). Let $y$ be an upper bound of $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$. We infer from Proposition 3.2 that the infimum of $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is $p y$. Applying Proposition 3.1, $x_{\alpha}=l\left(x_{\alpha}\right) y$ for all $\alpha \in \Gamma$. Since multiplication is separately continuous in the strong (operator) topology, we see that the net $\left(l\left(x_{\alpha}\right) y\right)_{\alpha \in \Gamma}=\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is strongly convergent to $p y$.

## 4. Comparison of Topologies

Lemma 4.1. Let $x$ and $y$ be elements of a von Neumann algebra $\mathcal{M}$. If $x \preceq y$, then $\|x\| \leq\|y\|$.
Proof. If $x \preceq y$, then $x^{*} x=x^{*} y$. Thus, $\|x\|^{2}=\left\|x^{*} y\right\| \leq\left\|x^{*}\right\|\|y\|=\|x\|\|y\|$. It follows from this that $\|x\| \leq\|y\|$.

The previous lemma shows that every bounded subset of a von Neumann algebra with respect to the star order is necessarily norm bounded. The converse is clearly not true because, for example, the set $\{\mathbf{1}, 2 \mathbf{1}\}$ is norm bounded, but it is not bounded above with respect to the star order.

We have seen that there is a close relationship between strong topology and (star) order convergence. This motivates the question whether the relative topology $\left.\tau_{s}\right|_{\mathcal{M}}$ on a von Neumann algebra $\mathcal{M}$ is comparable with the order topology $\tau_{o}(\mathcal{M}, \preceq)$.

Proposition 4.2. Let $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ be a net in a von Neumann algebra $\mathcal{M}$ and let $x \in \mathcal{M}$. If $x_{\alpha} \xrightarrow{o} x$ in $(\mathcal{M}, \preceq)$, then $x_{\alpha} \xrightarrow{\tau_{S}} x$. In particular, $\left.\tau_{s}\right|_{\mathcal{M}} \subseteq \tau_{o}(\mathcal{M}, \preceq)$.

Proof. Let $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ be a net in $\mathcal{M}$ such that $x_{\alpha} \xrightarrow{o} x$ in $(\mathcal{M}, \preceq)$. Then, there are nets $\left(y_{\alpha}\right)_{\alpha \in \Gamma}$ and $\left(z_{\alpha}\right)_{\alpha \in \Gamma}$ in $(\mathcal{M}, \preceq)$ such that $y_{\alpha} \preceq x_{\alpha} \preceq z_{\alpha}$ for all $\alpha \in \Gamma, y_{\alpha} \uparrow x$, and $z_{\alpha} \downarrow x$. Let $\alpha_{0}$ be an fixed element of $\Gamma$ and let $\Lambda=\left\{\alpha \in \Gamma \mid \alpha_{0} \leq \alpha\right\}$. To investigate strong convergence of $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$, it is sufficient to consider the net $\left(x_{\alpha}\right)_{\alpha \in \Lambda}$ in place of $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$. Because $\left(y_{\alpha}\right)_{\alpha \in \Lambda}$ is increasing and bounded above by $x$ in $(\mathcal{M}, \preceq)$ and $\left(z_{\alpha}\right)_{\alpha \in \Lambda}$ is decreasing in $(\mathcal{M}, \preceq)$, we obtain from Theorem 3.5 that $y_{\alpha} \xrightarrow{\tau_{\S}} x$ and $z_{\alpha} \xrightarrow{\tau_{s}} x$. Let $\xi$ be an element of the underlying Hilbert space. Clearly

$$
\left\|x_{\alpha} \xi-x \xi\right\|=\left\|x_{\alpha} \xi-y_{\alpha} \xi+y_{\alpha} \xi-x \xi\right\| \leq\left\|x_{\alpha} \xi-y_{\alpha} \xi\right\|+\left\|y_{\alpha} \xi-x \xi\right\| .
$$

Since $y_{\alpha} \xrightarrow{\tau_{s}} x$, it is sufficient to prove that $\left\|x_{\alpha} \xi-y_{\alpha} \xi\right\| \rightarrow 0$. One can easily verify that $y_{\alpha} \preceq x_{\alpha}$ implies $x_{\alpha}-y_{\alpha} \preceq x_{\alpha}$, and so, $x_{\alpha}-y_{\alpha} \preceq z_{\alpha}$. Hence, $\left(x_{\alpha}-y_{\alpha}\right)^{*}\left(x_{\alpha}-y_{\alpha}\right)=\left(x_{\alpha}-y_{\alpha}\right)^{*} z_{\alpha}$. By this and Cauchy-Schwarz inequality

$$
\begin{aligned}
\left\|x_{\alpha} \xi-y_{\alpha} \xi\right\|^{2} & =\left\langle x_{\alpha} \xi-y_{\alpha} \xi, x_{\alpha} \xi-y_{\alpha} \xi\right\rangle=\left\langle\left(x_{\alpha}-y_{\alpha}\right)^{*}\left(x_{\alpha}-y_{\alpha}\right) \xi, \xi\right\rangle \\
& \leq\left\|\left(x_{\alpha}-y_{\alpha}\right)^{*}\left(x_{\alpha}-y_{\alpha}\right) \xi\right\|\|\xi\|=\left\|\left(x_{\alpha}-y_{\alpha}\right)^{*} z_{\alpha} \xi\right\|\|\xi\| \\
& =\left\|\left(x_{\alpha}-y_{\alpha}\right)^{*}\left(z_{\alpha}-y_{\alpha}+y_{\alpha}\right) \xi\right\|\|\xi\| \\
& =\left\|\left(x_{\alpha}-y_{\alpha}\right)^{*}\left(z_{\alpha}-y_{\alpha}\right) \xi+\left(x_{\alpha}-y_{\alpha}\right)^{*} y_{\alpha} \xi\right\|\|\xi\| \\
& =\left\|\left(x_{\alpha}-y_{\alpha}\right)^{*}\left(z_{\alpha}-y_{\alpha}\right) \xi\right\|\|\xi\| \leq\left\|x_{\alpha}-y_{\alpha}\right\|\left\|z_{\alpha} \xi-y_{\alpha} \xi\right\|\|\xi\|,
\end{aligned}
$$

where we have used the equality $y_{\alpha}^{*} y_{\alpha}=x_{\alpha}^{*} y_{\alpha}$ which follows directly from $y_{\alpha} \preceq x_{\alpha}$. Moreover, since $x_{\alpha}-y_{\alpha} \preceq z_{\alpha} \preceq z_{\alpha_{0}}$ for all $\alpha \in \Lambda$, we obtain from Lemma 4.1 that $\left\|x_{\alpha}-y_{\alpha}\right\| \leq\left\|z_{\alpha}\right\| \leq\left\|z_{\alpha_{0}}\right\|$ for all $\alpha \in \Lambda$. Applying what we have just shown
$\left\|x_{\alpha} \xi-y_{\alpha} \xi\right\| \leq\left\|x_{\alpha}-y_{\alpha}\right\|^{\frac{1}{2}}\left\|z_{\alpha} \xi-y_{\alpha} \xi\right\|^{\frac{1}{2}}\|\xi\|^{\frac{1}{2}} \leq\left\|z_{\alpha_{0}}\right\|^{\frac{1}{2}}\left\|z_{\alpha} \xi-y_{\alpha} \xi\right\|^{\frac{1}{2}}\|\xi\|^{\frac{1}{2}} \rightarrow 0$.
Accordingly, $\left(x_{\alpha}\right)_{\alpha \in \Lambda}$ converges strongly to $x$, whence $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ converges strongly to $x$.

The inclusion $\left.\tau_{s}\right|_{\mathcal{M}} \subseteq \tau_{o}(\mathcal{M}, \preceq)$ is an immediate consequence of the statement just proved.

The fact that the order topology $\tau_{o}(\mathcal{M}, \preceq)$ on a von Neumann algebra $\mathcal{M}$ is finer than the relative strong topology on $\mathcal{M}$ immediately implies that $\tau_{o}(\mathcal{M}, \preceq)$ is Hausdorff.

Lemma 4.3. The involution on a von Neumann algebra $\mathcal{M}$ is order continuous [i.e., $x_{\alpha}^{*} \xrightarrow{o} x^{*}$ in $(\mathcal{M}, \preceq)$ whenever $x_{\alpha} \xrightarrow{o} x$ in $(\mathcal{M}, \preceq)$ ].

Proof. Let $x_{\alpha} \xrightarrow{o} x$ in $(\mathcal{M}, \preceq)$. This means that there are nets $\left(y_{\alpha}\right)_{\alpha \in \Gamma}$ and $\left(z_{\alpha}\right)_{\alpha \in \Gamma}$ in $(\mathcal{M}, \preceq)$, such that $y_{\alpha} \preceq x_{\alpha} \preceq z_{\alpha}$ for all $\alpha \in \Gamma, y_{\alpha} \uparrow x$, and $z_{\alpha} \downarrow x$. Since the involution preserves the star order, we have $y_{\alpha}^{*} \preceq x_{\alpha}^{*} \preceq z_{\alpha}^{*}$ for all
$\alpha \in \Gamma, y_{\alpha}^{*} \uparrow x^{*}$, and $z_{\alpha}^{*} \downarrow x^{*}$. It follows from definition of order convergence that $x_{\alpha}^{*} \xrightarrow{o} x^{*}$.

We have seen in Proposition 4.2 that the (star) order topology is finer than relative strong topology. We observe, by Lemma 4.3, that if $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is order convergent to $x$, then $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ and $\left(x_{\alpha}^{*}\right)_{\alpha \in \Gamma}$ are $\tau_{s}$-convergent to $x$ and $x^{*}$, respectively. Using this very restrictive (the involution is not continuous in $\left.\tau_{s}\right)$ necessary condition for order convergence in $(\mathcal{M}, \preceq)$, we obtain a stronger result than Proposition 4.2. We prove that $\tau_{o}(\mathcal{M}, \preceq)$ is finer than $\sigma$-strong* topology $s^{*}\left(\mathcal{M}, \mathcal{M}_{*}\right)$.

Theorem 4.4. Let $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ be a net in a von Neumann algebra $\mathcal{M}$ and let $x \in$ $\mathcal{M}$. If $x_{\alpha} \xrightarrow{o} x$ in $(\mathcal{M}, \preceq)$, then $x_{\alpha}{ }^{s^{*}\left(\mathcal{M}^{\prime} \mathcal{M}_{*}\right)} x$. In particular, $s^{*}\left(\mathcal{M}, \mathcal{M}_{*}\right) \subseteq$ $\tau_{o}(\mathcal{M}, \preceq)$.

Proof. Suppose that $x_{\alpha} \xrightarrow{0} x$ in $(\mathcal{M}, \preceq)$. By Lemma 2.1, we can assume without loss of generality that $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is bounded in $(\mathcal{M}, \preceq)$. Proposition 4.2 yields $x_{\alpha} \xrightarrow{\tau_{s}} x$. Combining Proposition 4.2 with Lemma 4.3 , we see that $x_{\alpha}^{*} \xrightarrow{\tau_{s}} x^{*}$. Hence

$$
\left(\left\|x_{\alpha} \xi-x \xi\right\|^{2}+\left\|x_{\alpha}^{*} \xi-x^{*} \xi\right\|^{2}\right)^{\frac{1}{2}} \rightarrow 0
$$

for all $\xi \in \mathscr{H}$, where $\mathscr{H}$ is the underlying Hilbert space. Thus $x_{\alpha} \xrightarrow{\tau_{s *}^{*}} x$.
According to Lemma 4.1, the net $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is norm bounded. Moreover, it is well known that topologies $\tau_{s^{*}}$ and $s^{*}\left(\mathcal{M}, \mathcal{M}_{*}\right)$ coincide on every norm bounded subset of $\mathcal{M}$. Hence, $x_{\alpha} \xrightarrow{s^{*}\left(\underset{\sim}{\mathcal{M}} \mathcal{M}_{*}\right)} x$.

The fact $s^{*}\left(\mathcal{M}, \mathcal{M}_{*}\right) \subseteq \tau_{o}(\mathcal{M}, \preceq)$ follows directly from what we have just proved.

Proposition 4.5. Let $x$ and $y$ be elements of a von Neumann algebra $\mathcal{M}$. If $x$ is invertible and $x \preceq y$, then $x=y$. Consequently, every order convergent net in $\mathcal{M}_{\text {inv }}$ is constant.

Proof. It follows directly from the definition of the star order that $x=y$ whenever $x$ is invertible and $x \preceq y$.

Let $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ be an order convergent net of invertible elements of $\mathcal{M}$. Then, there is a decreasing net $\left(z_{\alpha}\right)_{\alpha \in \Gamma}$ in $(\mathcal{M}, \preceq)$ such that $x_{\alpha} \preceq z_{\alpha}$ for all $\alpha \in \Gamma$. The invertibility of elements $x_{\alpha}$ ensures that $x_{\alpha}=z_{\alpha}$ for all $\alpha \in \Gamma$. Therefore, $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is decreasing in $(\mathcal{M}, \preceq)$. Let $\alpha, \beta \in \Gamma$ be arbitrary. Then, there is $\gamma \in \Gamma$ such that $\alpha, \beta \leq \gamma$. Hence $x_{\gamma} \preceq x_{\alpha}, x_{\beta}$, and so, $x_{\alpha}=x_{\gamma}=x_{\beta}$ because of invertibility of $x_{\gamma}$.

Corollary 4.6. Let $\mathcal{M}$ be a von Neumann algebra.
(i) The set $\mathcal{M}_{\text {inv }}$ is closed in $\tau_{o}(\mathcal{M}, \preceq)$.
(ii) Topology $\tau_{o}\left(\mathcal{M}_{\text {inv }}, \preceq\right)$ is discrete and $\tau_{o}\left(\mathcal{M}_{\text {inv }}, \preceq\right)=\left.\tau_{o}(\mathcal{M}, \preceq)\right|_{\mathcal{M}_{\text {inv }}}$.

Proof. (i) The fact that $\mathcal{M}_{\text {inv }}$ is closed in $\tau_{o}(\mathcal{M}, \preceq)$ is a direct consequence of Proposition 4.5.
(ii) If $M \subseteq \mathcal{M}_{\text {inv }}$, then $M$ is closed in $\tau_{o}\left(\mathcal{M}_{\mathrm{inv}}, \preceq\right)$ because of Proposition 4.5. This proves that $\tau_{o}\left(\mathcal{M}_{\mathrm{inv}}, \preceq\right)$ is discrete.
Every nonempty subset of $\mathcal{M}_{\text {inv }}$ which has an upper bound in $(\mathcal{M}, \preceq)$ contains only one element. Therefore, the supremum of every nonempty subset of $\mathcal{M}_{\text {inv }}$ with an upper bound in $(\mathcal{M}, \preceq)$ belongs to $\mathcal{M}_{\text {inv }}$. Combining (i), Corollary 3.3(i), and Proposition 2.2, we obtain $\tau_{o}\left(\mathcal{M}_{\text {inv }}, \preceq\right)$ $=\left.\tau_{o}(\mathcal{M}, \preceq)\right|_{\mathcal{M}_{\mathrm{inv}}}$.

Corollary 4.7. The norm topology $\tau_{u}$ on a von Neumann algebra $\mathcal{M}$ is not finer than $\tau_{o}(\mathcal{M}, \preceq)$.

Proof. Consider the set $M=\left\{\left.\frac{1}{n} \mathbf{1} \right\rvert\, n \in \mathbb{N}\right\}$. Since $M$ is a set of invertible elements, it is closed in $\tau_{o}(\mathcal{M}, \preceq)$. However, $M$ is not closed in $\tau_{u}$.

We have seen that the norm topology is not finer than the order topology. Now, let us concentrate on the converse question whether the order topology is finer than the norm topology.

Lemma 4.8. Let $\mathcal{M}$ be a von Neumann algebra. The following statements are equivalent:
(i) $\mathcal{M}$ admits no infinite family $\left(p_{\alpha}\right)_{\alpha \in I}$ of mutually orthogonal nonzero projections with $\sup _{\alpha \in I} p_{\alpha}=1$.
(ii) $\mathcal{M}$ is finite-dimensional.
(iii) $\mathcal{M}$ is (isomorphic to) a finite direct sum of full matrix algebras.

Proof. From [19, Exercise 5.7.39], we have $(i) \Rightarrow$ (ii). It follows from [18, Proposition 6.6.6] and [18, Theorem 6.6.1] that $($ ii $) \Rightarrow$ (iii). The statement $(i i i) \Rightarrow(i)$ is clear.

Theorem 4.9. If a von Neumann algebra $\mathcal{M}$ is infinite-dimensional, then the set $\mathcal{M} \backslash \mathcal{M}_{\text {inv }}$ of all noninvertible elements in $\mathcal{M}$ is not order closed. In this case, the topology $\tau_{o}(\mathcal{M}, \preceq)$ is not comparable with the norm topology $\tau_{u}(\mathcal{M})$.

Proof. It follows from Lemma 4.8 that there is an infinite family $\left(p_{\alpha}\right)_{\alpha \in I}$ of mutually orthogonal nonzero projections in $\mathcal{M}$ satisfying $\sup _{\alpha \in I} p_{\alpha}=\mathbf{1}$. The set $\Gamma$ consisting of all finite subsets of $I$ is directed by the inclusion relation. Consider the net $\left(x_{F}\right)_{F \in \Gamma}$ of projections:

$$
x_{F}=\sup _{\alpha \in F} p_{\alpha}=\sum_{\alpha \in F} p_{\alpha} .
$$

It is easy to see that $\left(x_{F}\right)_{F \in \Gamma}$ is increasing. Moreover, if $F \in \Gamma$ and $\beta \in I \backslash F$, then

$$
p_{\beta} x_{F}=p_{\beta} \sum_{\alpha \in F} p_{\alpha}=\sum_{\alpha \in F} p_{\beta} p_{\alpha}=0 .
$$

Thus, $x_{F}$ is not invertible for each $F \in \Gamma$. Furthermore, $x_{F} \preceq x_{F} \preceq \mathbf{1}$ for every $F \in \Gamma$ and $\sup _{F \in \Gamma} x_{F}=1$. This shows that the net $\left(x_{F}\right)_{F \in \Gamma}$ of noninvertible projections order converges to $\mathbf{1}$ in $(\mathcal{M}, \preceq)$. Hence, $\mathcal{M} \backslash \mathcal{M}_{\text {inv }}$ is not order closed in $(\mathcal{M}, \preceq)$.

It remains to show that $\tau_{o}(\mathcal{M}, \preceq)$ is not comparable with the norm topology $\tau_{u}(\mathcal{M})$. It follows from what we have proved above that $\tau_{o}(\mathcal{M}, \preceq)$ is not finer than the norm topology $\tau_{u}(\mathcal{M})$, because the set $\mathcal{M} \backslash \mathcal{M}_{\text {inv }}$ is closed in the norm topology [17, Proposition 3.1.6]. In addition, by Corollary 4.7, $\tau_{u}(\mathcal{M})$ is not finer than $\tau_{o}(\mathcal{M}, \preceq)$.

To complete our discussion about comparison of the order topology $\tau_{o}(\mathcal{M}, \preceq)$ on a von Neumann algebra $\mathcal{M}$ with the norm topology, we shall prove that if $\mathcal{M}$ is finite-dimensional, then the order topology $\tau_{o}(\mathcal{M}, \preceq)$ is necessarily discrete, and so, it is strictly finer than the norm topology.

Theorem 4.10. If a von Neumann algebra $\mathcal{M}$ is finite-dimensional, then the order topology $\tau_{o}(\mathcal{M}, \preceq)$ is discrete.

Proof. Since $\mathcal{M}$ is finite-dimensional, we see from Lemma 4.8 that there is no infinite family of mutually orthogonal nonzero projections. Then, every projection in $\mathcal{M}$ has only a finite number of mutually orthogonal nonzero subprojections.

We now prove that every increasing net of projections in $(\mathcal{M}, \preceq)$ is eventually constant. Let $\left(p_{\alpha}\right)_{\alpha \in \Gamma}$ be an increasing net of projections $(\mathcal{M}, \preceq)$. Suppose that $\left(p_{\alpha}\right)_{\alpha \in \Gamma}$ is not eventually constant. Then there is $\alpha_{0} \in \Gamma$ such that $p_{\alpha_{0}} \neq 0$. Since $\left(p_{\alpha}\right)_{\alpha \in \Gamma}$ is increasing and is not eventually constant, there is $\alpha_{1} \in \Gamma$ such that $\alpha_{0} \leq \alpha_{1}$ and $p_{\alpha_{0}}<p_{\alpha_{1}}$. Proceeding by induction, we obtain an increasing sequence $\left(\alpha_{n}\right)_{n \in \mathbb{N}_{0}}$ in $\Gamma$ such that $p_{\alpha_{m}}<p_{\alpha_{n}}$ whenever $m, n \in \mathbb{N}_{0}$ satisfy $m<n$. Set $e_{0}=p_{\alpha_{0}}$ and $e_{n+1}=p_{\alpha_{n+1}}-p_{\alpha_{n}}$ for all $n \in \mathbb{N}_{0}$. Clearly, $\left(e_{n}\right)_{n \in \mathbb{N}_{0}}$ is a sequence of mutually orthogonal nonzero projections. Thus, the projection $\sup _{n \in \mathbb{N}_{0}} e_{n}$ in $\mathcal{M}$ has infinite number of mutually orthogonal nonzero subprojections which is a contradiction. This proves that every increasing net of projections in $(\mathcal{M}, \preceq)$ is eventually constant.

Let us show that every decreasing or increasing net in $(\mathcal{M}, \preceq)$ is necessarily eventually constant. Assume that $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is an increasing net in $(\mathcal{M}, \preceq)$. By Proposition 3.1, $\left(l\left(x_{\alpha}\right)\right)_{\alpha \in \Gamma}$ is an increasing net of projections in $(\mathcal{M}, \preceq)$, and so, it is eventually constant. This means that there is $\alpha_{0} \in \Gamma$, such that $l\left(x_{\alpha}\right)=l\left(x_{\alpha_{0}}\right)$ whenever $\alpha \in \Gamma$ is such that $\alpha_{0} \leq \alpha$. Employing Proposition 3.1

$$
x_{\alpha_{0}}=l\left(x_{\alpha_{0}}\right) x_{\alpha}=l\left(x_{\alpha}\right) x_{\alpha}=x_{\alpha},
$$

for every $\alpha \in \Gamma$ satisfying $\alpha_{0} \leq \alpha$. Now, suppose that $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is a decreasing net in $(\mathcal{M}, \preceq)$. By Proposition 3.1, $\left(\mathbf{1}-l\left(x_{\alpha}\right)\right)_{\alpha \in \Gamma}$ is an increasing net of projections in $(\mathcal{M}, \preceq)$. Hence, $\left(\mathbf{1}-l\left(x_{\alpha}\right)\right)_{\alpha \in \Gamma}$ is eventually constant which implies that $\left(l\left(x_{\alpha}\right)\right)_{\alpha \in \Gamma}$ is eventually constant. Now, it follows from a similar argument as in the case of an increasing net that $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ is eventually constant.

Let a net $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ in $M \subseteq \mathcal{M}$ be order convergent to $x$ in $(\mathcal{M}, \preceq)$. Then, there are nets $\left(y_{\alpha}\right)_{\alpha \in \Gamma}$ and $\left(z_{\alpha}\right)_{\alpha \in \Gamma}$ in $(\mathcal{M}, \preceq)$, such that $y_{\alpha} \preceq x_{\alpha} \preceq z_{\alpha}$ for every $\alpha \in \Gamma, y_{\alpha} \uparrow x$, and $z_{\alpha} \downarrow x$. By the previous part of the proof, $\left(y_{\alpha}\right)_{\alpha \in \Gamma}$ and $\left(z_{\alpha}\right)_{\alpha \in \Gamma}$ are eventually constant. Hence, there is $\beta \in \Gamma$, such that $\left(y_{\alpha}\right)_{\alpha \in \Lambda}$ and $\left(z_{\alpha}\right)_{\alpha \in \Lambda}$, where $\Lambda=\{\alpha \in \Gamma \mid \beta \leq \alpha\}$, are constant nets. It follows from the arguments used in the proof of Lemma 2.1 that the supremum of $\left(y_{\alpha}\right)_{\alpha \in \Lambda}$ and
the infimum of $\left(z_{\alpha}\right)_{\alpha \in \Lambda}$ are equal to $x$. We infer from this that $y_{\beta}=z_{\beta}=x$. Accordingly, $x_{\beta}=x$ because

$$
x=y_{\beta} \preceq x_{\beta} \preceq z_{\beta}=x .
$$

We have proved that $x$ has to be an element of $M$. Thus, every subset of $\mathcal{M}$ is order closed and so $\tau_{o}(\mathcal{M}, \preceq)$ is discrete.

At the end of this section, we discuss relationships between topologies $\tau_{o}(\mathcal{M}, \preceq), \tau_{o}\left(\mathcal{M}_{\mathrm{pi}}, \preceq\right), \tau_{o}\left(\mathcal{M}_{\mathrm{sa}}, \preceq\right), \tau_{o}\left(\mathcal{M}_{+}, \preceq\right)$, and $\tau_{o}(P(\mathcal{M}), \preceq)$. We shall see in Corollary 4.12 that a relation between $\tau_{o}\left(\mathcal{M}_{\mathrm{sa}}, \preceq\right)$ and $\tau_{o}(P(\mathcal{M}), \preceq)$ is very different from order topologies generated by the standard order (see [7, Proposition 2.9]).

Proposition 4.11. Let $\mathcal{M}$ be a von Neumann algebra. The sets $P(\mathcal{M}), \mathcal{M}_{+}$, $\mathcal{M}_{p i}$, and $\mathcal{M}_{\text {sa }}$ are closed in $\tau_{o}(\mathcal{M}, \preceq)$.

Proof. As $P(\mathcal{M}), \mathcal{M}_{+}$, and $\mathcal{M}_{\mathrm{sa}}$ are strongly operator closed, it follows from Proposition 4.2 that they are closed in $\tau_{o}(\mathcal{M}, \preceq)$.

Assume that $\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ be a net of partial isometries such that $x_{\alpha} \xrightarrow{0}$ $x \in \mathcal{M}$ in $(\mathcal{M}, \preceq)$. Then, there is a net $\left(y_{\alpha}\right)_{\alpha \in \Gamma}$ satisfying $y_{\alpha} \preceq x_{\alpha}$ for all $\alpha \in \Gamma$ and $y_{\alpha} \uparrow x$. By Lemma 2.3, $\left(y_{\alpha}\right)_{\alpha \in \Gamma}$ is a net of partial isometries. According to Corollary 3.4, $x$ is a partial isometry in $\mathcal{M}$. Thus, $\mathcal{M}_{p i}$ is closed in $\tau_{o}(\mathcal{M}, \preceq)$.

Corollary 4.12. Let $\mathcal{M}$ be a von Neumann algebra. Then
(i) $\left.\tau_{o}(\mathcal{M}, \preceq)\right|_{\mathcal{M}_{p i}}=\tau_{o}\left(\mathcal{M}_{p i}, \preceq\right)$.
(ii) $\left.\tau_{o}(\mathcal{M}, \preceq)\right|_{\mathcal{M}_{s a}}=\tau_{o}\left(\mathcal{M}_{s a}, \preceq\right)$.
(iii) $\left.\tau_{o}(\mathcal{M}, \preceq)\right|_{\mathcal{M}_{+}}=\left.\tau_{o}\left(\mathcal{M}_{s a}, \preceq\right)\right|_{\mathcal{M}_{+}}=\tau_{o}\left(\mathcal{M}_{+}, \preceq\right)$.
(iv) $\left.\tau_{o}(\mathcal{M}, \preceq)\right|_{P(\mathcal{M})}=\left.\tau_{o}\left(\mathcal{M}_{s a}, \preceq\right)\right|_{P(\mathcal{M})}=\left.\tau_{o}\left(\mathcal{M}_{+}, \preceq\right)\right|_{P(\mathcal{M})}=$ $\tau_{o}(P(\mathcal{M}), \preceq)$.

Proof. The statements (i)-(iv) follow directly from Proposition 2.2, Corollary 3.3, Corollary 3.4, and the previous proposition.
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#### Abstract

We prove that the predual of any von Neumann algebra is 1-Plichko, i.e., it has a countably 1-norming Markushevich basis. This answers a question of the third author who proved the same for preduals of semifinite von Neumann algebras. As a corollary we obtain an easier proof of a result of U. Haagerup that the predual of any von Neumann algebra enjoys the separable complementation property. We further prove that the selfadjoint part of the predual is 1-Plichko as well.


## 1. Introduction and main results

An important tool for the study of nonseparable Banach spaces is a decomposition of the space to some smaller pieces, for example separable subspaces. A decomposition of this type can be done using various kinds of bases or systems

[^2]of projections. One of the largest classes of Banach spaces admitting a reasonable decomposition is that of Plichko spaces. The study of this class was initiated by A. Plichko [16]; later it was investigated using different definitions, for example in $[19,20,4]$. It appeared to be a common roof for the previous search for decompositions of nonseparable spaces in $[12,13,1,14,2]$ and elsewhere. A detailed survey on this class and some related classes can be found in [7]. It turned out that this class has several equivalent characterizations. Let us name some of them. We will use the following theorem.

Theorem A: Let $X$ be a (real or complex) Banach space and let $D \subset X^{*}$ be a norming linear subspace. Then the following assertions are equivalent.
(1) There is a linearly dense set $M \subset X$ such that

$$
D=\left\{x^{*} \in X^{*}:\left\{m \in M: x^{*}(m) \neq 0\right\} \text { is countable }\right\} .
$$

(2) There is a Markushevich basis $\left(x_{\alpha}, x_{\alpha}^{*}\right)_{\alpha \in \Gamma} \subset X \times X^{*}$ such that

$$
D=\left\{x^{*} \in X^{*}:\left\{\alpha \in \Gamma: x^{*}\left(x_{\alpha}\right) \neq 0\right\} \text { is countable }\right\} .
$$

(3) There is a system of bounded linear projections $\left(P_{\lambda}\right)_{\lambda \in \Lambda}$ where $\Lambda$ is an up-directed set such that the following conditions are satisfied:
(i) $P_{\lambda} X$ is separable for each $\lambda$ and $X=\bigcup_{\lambda \in \Lambda} P_{\lambda} X$,
(ii) $P_{\lambda} P_{\mu}=P_{\mu} P_{\lambda}=P_{\lambda}$ whenever $\lambda \leq \mu$,
(iii) if ( $\lambda_{n}$ ) is an increasing sequence in $\Lambda$, it has a supremum $\lambda \in \Lambda$ and $P_{\lambda} X=\overline{\bigcup_{n} P_{\lambda_{n}} X}$,
(iv) $P_{\lambda} P_{\mu}=P_{\mu} P_{\lambda}$ for $\lambda, \mu \in \Lambda$,
(v) $D=\bigcup_{\lambda \in \Lambda} P_{\lambda}^{*} X^{*}$.

Recall that a subspace $D \subset X^{*}$ is norming if

$$
\|x\|_{D}=\sup \left\{\left|x^{*}(x)\right|: x^{*} \in D \cap B_{X^{*}}\right\}
$$

defines an equivalent norm on $X$. If $\|\cdot\|_{D}=\|\cdot\|$, the subspace $D$ is called 1-norming. A subspace $D$ satisfying one of the equivalent conditions from Theorem A is called a $\Sigma$-subspace of $X^{*}$. A Banach space admitting a norming $\Sigma$-subspace is said to be $\mathbf{P l i c h k o . ~ I f ~ i t ~ a d m i t s ~ e v e n ~ a ~ 1 - n o r m i n g ~ s u b s p a c e , ~ i t ~ i s ~}$ called 1-Plichko. If the dual $X^{*}$ itself is a $\Sigma$-subspace, $X$ is weakly Lindelöf determined (or, briefly, WLD).

Let us comment on Theorem A and its proof. The condition (1) is used as a definition of a $\Sigma$-subspace, for example in [10]; the definition used in [7] is easily
seen to be equivalent. The implication $(2) \Rightarrow(1)$ follows from the definition of a Markushevich basis; the implication $(1) \Rightarrow(2)$ is proved in [7, Lemma 4.19]. The Markushevich basis from the condition (2) is called countably norming (countably 1-norming if $D$ is 1 -norming). This kind of bases was studied among others by A. Plichko in [16].

A family of projections satisfying the conditions (i)-(iii) from (3) is called a projectional skeleton. This notion was introduced by W. Kubiś in [11]. A projectional skeleton fulfilling moreover the condition (iv) is said to be commutative. The condition (v) says that $D$ is the subspace induced by the respective projectional skeleton. The implication $(1) \Rightarrow(3)$ is proved in [11, Proposition 21]; the converse implication follows from [11, Theorem 27]. There are Banach spaces with a projectional skeleton but without a commutative one; see [11, 3].

1-Plichko spaces naturally appear in many branches of analysis. Some examples were collected in [10]. They include spaces $L^{1}(\mu)$ for an arbitrary nonnegative $\sigma$-additive measure $\mu$, order-continuous Banach lattices, the spaces $C(G)$ where $G$ is a compact abelian group and preduals of semifinite von Neumann algebras. It was asked in [10, Question 7.5] whether the semifiniteness assumption can be omitted. We prove that it is the case. It is the content of the following theorem.

Theorem 1.1: Let $\mathscr{M}$ be any von Neumann algebra. Its predual $\mathscr{M}_{*}$ is then 1-Plichko. Moreover, $\mathscr{M}_{*}$ is weakly Lindelöf determined if and only if $\mathscr{M}$ is $\sigma$-finite. In this case $\mathscr{M}_{*}$ is even weakly compactly generated.

Recall that a von Neumann algebra is $\sigma$-finite if any orthogonal family of its projections is countable. The basic setting of von Neumann algebras is recalled in Section 3. As a corollary we get an alternative proof of the following result.

Corollary 1.2 (U. Haagerup, Theorem IX. 1 of [5]): The predual of any von Neumann algebra enjoys the 1-separable complementation property, i.e., any separable subspace is contained in a 1-complemented separable superspace.

Let us remark that the original proof used very advanced areas of the theory of von Neumann algebras. Our proof is more elementary; it follows immediately from the characterization of 1-Plichko spaces using the condition (3) of Theorem A, together with the observation that the projections can have norm one if $D$ is 1 -norming [11, Theorem 27].

Since the dual of any $C^{*}$-algebra is a predual of a von Neumann algebra by [18, Theorem III.2.4], we get also positive answers to [10, Questions 7.6 and 7.7] contained in the following corollary.

Corollary 1.3: The dual of any $C^{*}$-algebra is 1-Plichko.
Further, the following theorem gives a positive answer to [10, Question 7.3].
Theorem 1.4: Let $\mathscr{M}$ be any von Neumann algebra and denote by $\mathscr{M}_{* s a}$ the self-adjoint part of its predual. Then $\mathscr{M}_{* s a}$ is 1-Plichko. Moreover, $\mathscr{M}_{* s a}$ is weakly Lindelöf determined if and only if $\mathscr{M}$ is $\sigma$-finite. In this case $\mathscr{M}_{* s a}$ is even weakly compactly generated.

The paper is organized as follows. In Section 2 we collect some facts on Plichko spaces and related classes of Banach spaces (WLD spaces, weakly compactly generated spaces). Section 3 contains basic facts on von Neumann algebras and their preduals and, moreover, several auxiliary results used in the proof of the main theorems. The final section contains the proofs of the main results and some remarks.

## 2. Some facts on Plichko spaces

In this section we collect several facts on Plichko spaces and related classes of Banach spaces which will be needed to prove our main results.

The key tool is a result on 1-unconditional sums of WLD spaces. Let us first define this kind of sums. Let $X$ be a Banach space and $\left(X_{\lambda}\right)_{\lambda \in \Lambda}$ be an indexed family of closed subsets of $X$. The space $X$ is said to be the 1 -unconditional sum of the family $\left(X_{\lambda}\right)_{\lambda \in \Lambda}$ if the following three conditions are satisfied:
(1) $X_{\lambda} \cap X_{\mu}=\{0\}$ whenever $\lambda, \mu \in \Lambda$ are distinct;
(2) $\left\|\sum_{\lambda \in F} x_{\lambda}\right\| \leq\left\|\sum_{\lambda \in G} x_{\lambda}\right\|$ whenever $F \subset G$ are finite subsets of $\Lambda$ and $x_{\lambda} \in X_{\lambda}$ for $\lambda \in G ;$
(3) the linear span of $\bigcup_{\lambda \in \Lambda} X_{\lambda}$ is dense in $X$.

Note that the condition (1) follows from the condition (2). However, we prefer to formulate it explicitly, as usually the validity of (1) is used in the proof of (2). The promised result is the following one.

Proposition 2.1: Let $X$ be a Banach space which is the 1-unconditional sum of a family $\left(X_{\lambda}\right)_{\lambda \in \Lambda}$ of its closed subspaces. If each $X_{\lambda}$ is $W L D$, then $X$ is

1-Plichko. Moreover,

$$
\left\{x^{*} \in X^{*}:\left\{\lambda \in \Lambda:\left.x^{*}\right|_{X_{\lambda}} \neq 0\right\} \text { is countable }\right\}
$$

is a 1 -norming $\Sigma$-subspace of $X^{*}$.
Proof. This result is due to A. Plichko [15]. A proof can be found in [10, Step 3 of the proof of Theorem 6.3].

An important subclass of Plichko spaces is that of weakly compactly generated spaces. Let us recall that a Banach space $X$ is said to be weakly compactly generated (or, briefly, WCG) if there is a weakly compact subset of $X$ whose linear span is dense in $X$. The following proposition summarizes some properties of WCG spaces which we will use in the sequel.

## Proposition 2.2:

(i) Any reflexive space (in particular, any Hilbert space) is WCG.
(ii) Let $X$ be a complex Banach space. Then $X$ is $W C G$ if and only if the real version of $X$ (i.e., the same space considered as a real space) is WCG.
(iii) Let $X$ and $Y$ be two Banach spaces. Suppose that $X$ is $W C G$ and that there is a continuous real-linear operator $T: X \rightarrow Y$ with dense range. Then $Y$ is WCG.
(iv) Let $X$ be a Banach space and $Y_{n}, n \in \mathbb{N}$, a sequence of closed subspaces of $X$. If each $Y_{n}$ is $W C G$ and the linear span of $\bigcup_{n \in \mathbb{N}} Y_{n}$ is dense in $X$, then $X$ is $W C G$ as well.
(v) Any WCG space is WLD.

Proof. The assertion (i) is well known and trivial. The assertion (ii) easily follows from the well-known fact that the weak topology of $X$ as a complex space coincides with the weak topology of $X$ as a real space. The assertion (iii) is then a consequence of (ii).
(iv) This is well known and easy to see. We include an easy proof for completeness. Let $K_{n}$ be a weakly compact subset of $Y_{n}$ whose linear span is dense in $Y_{n}$. By the uniform boundedness principle the set $K_{n}$ is bounded, hence we can fix $C_{n}>0$ such that $\|x\| \leq C_{n}$ for $x \in K_{n}$. Set $K=\{0\} \cup \bigcup_{n \in \mathbb{N}} \frac{1}{n C_{n}} K_{n}$. Then $K$ is weakly compact in $X$ and its linear span is dense in $X$.

The assertion (v) is nontrivial but well known. It follows from [1, Proposition 2].

The following proposition is a special case of the assertion (v) of the previous proposition (due to assertions (i) and (iii)). But we include it since its proof is short and elementary (unlike the proof of (v)) and we will need only this case.

Proposition 2.3: Let $X$ be a Hilbert space, $Y$ a Banach space and $T: X \rightarrow Y$ a bounded real-linear operator with dense range. Then $Y$ is $W L D$.

Proof. Let us first suppose that $T$ is linear. Fix an orthonormal basis $\left(e_{\lambda}\right)_{\lambda \in \Lambda}$ of $X$ and set

$$
M=\left\{T\left(e_{\lambda}\right): \lambda \in \Lambda\right\} .
$$

Then $M$ is clearly linearly dense in $Y$. Moreover, let $y^{*} \in Y^{*}$ be arbitrary. For each $\lambda \in \Lambda$ we have $y^{*}\left(T e_{\lambda}\right)=T^{*} y^{*}\left(e_{\lambda}\right)$. Hence

$$
\left\{\lambda \in \Lambda: y^{*}\left(T e_{\lambda}\right) \neq 0\right\}=\left\{\lambda \in \Lambda: T^{*} y^{*}\left(e_{\lambda}\right) \neq 0\right\}
$$

is countable. This shows that $Y^{*}$ is a $\Sigma$-subspace of itself (it satisfies the condition (1) from Theorem A).

Now, suppose that $T$ is just real-linear. Consider $X$ and $Y$ as real spaces. Since the real version of a complex Hilbert space is a real Hilbert space, by the linear case we get that $Y$ is WLD as a real space. Fix a set $M$ witnessing the validity of condition (1) from Theorem A. If $Y$ is complex, the same set $M$ witnesses that it is WLD also as a complex space. Indeed, for any $y^{*} \in Y^{*}$ we have

$$
\left\{m \in M: y^{*}(m) \neq 0\right\} \subset\left\{m \in M: \operatorname{Re} y^{*}(m) \neq 0 \text { or } \operatorname{Im} y^{*}(m) \neq 0\right\}
$$

which is a countable set.

## 3. Auxilliary results on von Neumann algebras

In this section we collect basic definitions and some results on von Neumann algebras and their preduals which we will use in the proof of the main results. We start by fixing the basic notation.

Let $H$ be a complex Hilbert space. By $\mathscr{B}(H)$ we denote the algebra of all bounded linear operators on $H$. For a subset $\mathscr{A} \subset \mathscr{B}(H)$ we denote by $\mathscr{A}^{\prime}$ its commutant, i.e., the set of all the operators commuting with all the elements of $\mathscr{A}$. Further, $\mathscr{M} \subset \mathscr{B}(H)$ is a von Neumann algebra if it is a *-subalgebra (i.e., a linear subspace which is closed with respect to composition and taking the adjoint) which is equal to its double-commutant $\mathscr{M}^{\prime \prime}$. Any von

Neumann algebra $\mathscr{M}$ admits a unique predual (see, e.g., [18, Theorem II.2.6(iii) and Corollary III.3.9]) which we denote by $\mathscr{M}_{*}$.

In the sequel we suppose that $H$ is a fixed complex Hilbert space and $\mathscr{M} \subset \mathscr{B}(H)$ a fixed von Neumann algebra.

We will need certain standard operators on $\mathscr{M}^{*}$ (the Banach-space dual of $\mathscr{M})$ which we will denote $A, S, L_{a}$ and $R_{a}$ for $a \in \mathscr{M}$. They are defined as follows:

$$
\begin{aligned}
A \varphi(x) & =\overline{\varphi\left(x^{*}\right)} \\
S \varphi(x) & =\frac{1}{2}(\varphi(x)+A \varphi(x))=\frac{1}{2}\left(\varphi(x)+\overline{\varphi\left(x^{*}\right)}\right) \\
L_{a} \varphi(x) & =\varphi(a x) \\
R_{a} \varphi(x) & =\varphi(x a)
\end{aligned}
$$

for $\varphi \in \mathscr{M}^{*}$ and $x \in \mathscr{M}$. Note that $A \varphi=\varphi$ if and only if $S \varphi=\varphi$. Such functionals are called self-adjoint (or hermitian). The real Banach space of all the self-adjoint functionals on $\mathscr{M}$ is denoted by $\mathscr{M}_{s a}^{*}$; the self-adjoint part of $\mathscr{M}_{*}$ is denoted by $\mathscr{M}_{* s a}$.

The following lemma summarizes the basic properties of the above-defined operators:

Lemma 3.1:
(i) The operator $A$ is a conjugate-linear isometry; the operator $S$ is a real-linear projection of norm one.
(ii) The operators $L_{a}$ and $R_{a}$ are linear and $\left\|L_{a}\right\| \leq\|a\|,\left\|R_{a}\right\| \leq\|a\|$ for any $a \in \mathscr{M}$.
(iii) $L_{a} R_{b}=R_{b} L_{a}, L_{a} L_{b}=L_{a b}, R_{a} R_{b}=R_{b a}$ for each $a, b \in \mathscr{M}$.
(iv) $A L_{a}=R_{a^{*}} A$ and $A R_{a}=L_{a^{*}} A$ for each $a \in \mathscr{M}$.
(v) The predual $\mathscr{M}_{*}$ is invariant for operators $A, S, L_{a}$ and $R_{a}, a \in \mathscr{M}$.

Proof. The assertions (i)-(iii) are trivial. Let us prove the first equality from assertion (iv). So, for any $a \in \mathscr{M}, \varphi \in \mathscr{M}^{*}$ and $x \in \mathscr{M}$ we have

$$
\begin{aligned}
A L_{a} \varphi(x) & =\overline{L_{a} \varphi\left(x^{*}\right)}=\overline{\varphi\left(a x^{*}\right)}=\overline{\varphi\left(\left(x a^{*}\right)^{*}\right)} \\
& =A \varphi\left(x a^{*}\right)=R_{a^{*}} A \varphi(x) .
\end{aligned}
$$

The second equality is analogous.
Finally, the assertion (v) follows directly from [17, Theorem 1.7.8].

An element $p$ of a von Neumann algebra $\mathscr{M}$ is said to be a projection if $p=p^{*}$ and $p^{2}=p$. It is the case if and only if $p$ is an orthogonal projection. If $p \in \mathscr{M}$ is a projection, then the operators $L_{p}$ and $R_{p}$ are clearly linear projections of norm one.

Following [6, Definition 5.5.8] we call a projection $p \in \mathscr{M}$ cyclic if there is $\xi \in H$ such that $\mathscr{M}^{\prime} \xi=\left\{a \xi: a \in \mathscr{M}^{\prime}\right\}$ is dense in $p H$. Such a vector $\xi$ is then said to be a generating vector for $p$.

Lemma 3.2: Let $\mathscr{M}$ be a von Neumann algebra and $p \in \mathscr{M}$ be a cyclic projection with generating vector $\xi$. If $x \in \mathscr{M}$ is such that $x \xi=0$, then $x p=0$.

Proof. For any $a \in \mathscr{M}^{\prime}$ we have $0=a x \xi=x a \xi$. Since $\mathscr{M}^{\prime} \xi$ is dense in $p H$, we get that $\left.x\right|_{p H}=0$, i.e., $x p=0$.

Lemma 3.3: Let $\mathscr{M}$ be a von Neumann algebra and $p \in \mathscr{M}$ be a cyclic projection. Then the spaces $L_{p} \mathscr{M}_{*}$ and $R_{p} \mathscr{M}_{*}$ are weakly compactly generated.

Proof. We will prove the statement for $L_{p}$. Note that $L_{p}$ is a linear projection of norm one. Fix a generating vector $\xi \in H$ for $p$ and define $\omega(x)=\langle x \xi, \xi\rangle$ for $x \in \mathscr{M}$. Then clearly $\omega \in \mathscr{M}_{*}$ and, moreover, $\omega \in L_{p} \mathscr{M}_{*}$. Indeed,

$$
L_{p} \omega(x)=\omega(p x)=\langle p x \xi, \xi\rangle=\langle x \xi, \xi\rangle=\omega(x)
$$

where we used that $p^{*}=p$ and $p \xi=\xi$.
Further, for $a, b \in M$ set $[[a, b]]=\omega\left(b^{*} a\right)$, the semi-inner product from the GNS construction. Let $H_{\xi}$ be the resulting Hilbert space (after factorization and completion). Due to Proposition 2.2(iii), to show that $L_{p} \mathscr{M}_{*}$ is WCG, it suffices to prove that there exists a bounded linear mapping $T: H_{\xi} \rightarrow L_{p} \mathscr{M}_{*}$ with dense range; and for this, it suffices to construct a linear map $\Phi: \mathscr{M} \rightarrow L_{p} \mathscr{M}_{*}$ with dense range such that $\|\Phi(a)\| \leq[[a, a]]^{1 / 2}$ for $a \in \mathscr{M}$.

The operator $\Phi$ will be defined by the formula

$$
\Phi(a)=R_{a} \omega, \quad a \in \mathscr{M} .
$$

Then $\Phi(a) \in \mathscr{M}_{*}$ for any $a \in \mathscr{M}$. Moreover, $\Phi(a) \in L_{p} \mathscr{M}_{*}$. Indeed,

$$
L_{p} \Phi(a)=L_{p} R_{a} \omega=R_{a} L_{p} \omega=R_{a} \omega=\Phi(a) .
$$

It is hence clear that $\Phi$ is a linear mapping from $\mathscr{M}$ to $L_{p} \mathscr{M}_{*}$. Further, for any $a, x \in \mathscr{M}$ we have

$$
|\Phi(a)(x)|^{2}=\left|R_{a} \omega(x)\right|^{2}=|\omega(x a)|^{2} \leq\left|\omega\left(x x^{*}\right)\right| \cdot\left|\omega\left(a^{*} a\right)\right| \leq\|x\|^{2} \cdot[[a, a]] .
$$

Hence $\|\Phi(a)\| \leq[[a, a]]^{1 / 2}$.

It remains to show that the range of $\Phi$ is dense in $L_{p} \mathscr{M}_{*}$. We use the HahnBanach theorem. Suppose that $x \in \mathscr{M}$ is such that $x$ restricted to the range of $\Phi$ is zero. It means that for each $a \in \mathscr{M}$ we have

$$
0=\Phi(a)(x)=R_{a} \omega(x)=\omega(x a)=\langle x a \xi, \xi\rangle
$$

In particular, by setting $a=x^{*}$ we get

$$
0=\left\langle x x^{*} \xi, \xi\right\rangle=\left\langle x^{*} \xi, x^{*} \xi\right\rangle=\left\|x^{*} \xi\right\|^{2}
$$

Hence $x^{*} \xi=0$, so by Lemma $3.2, x^{*} p=0$, hence $p x=\left(x^{*} p\right)^{*}=0$. Hence, given any $\varphi \in L_{p} \mathscr{M}_{*}$ we have

$$
\varphi(x)=L_{p} \varphi(x)=\varphi(p x)=0
$$

Hence $x$ restricted to $L_{p} \mathscr{M}_{*}$ is zero. This completes the proof.
The proof that $R_{p} \mathscr{M}_{*}$ is WCG is analogous. Or, alternatively, it follows using Proposition 2.2 (iii) from the fact that the operator $A$ is a real-linear isometry which maps $L_{p} \mathscr{M}_{*}$ onto $R_{p} \mathscr{M}_{*}$. Indeed, for any $\varphi \in L_{p} \mathscr{M}_{*}$ we have

$$
R_{p} A \varphi=A L_{p} \varphi=A \varphi
$$

hence $A \varphi \in R_{p} \mathscr{M}_{*}$ and, similarly, $A \varphi \in L_{p} \mathscr{M}_{*}$ whenever $\varphi \in R_{p} \mathscr{M}_{*}$.
We will use the following known result several times.
Proposition 3.4 ([6], Proposition 5.5.9): Let $\mathscr{M}$ be a von Neumann algebra and $q \in \mathscr{M}$ be a projection. Then there is a family $\left(p_{\lambda}\right)_{\lambda \in \Lambda}$ of mutually orthogonal cyclic projections such that $\sum_{\lambda \in \Lambda} p_{\lambda}=q$. In particular, there is such a family with sum equal to 1 (the unit of $\mathscr{M}$ ).

Lemma 3.5: Let $\left(p_{\lambda}\right)_{\lambda \in \Lambda}$ be a family of mutually orthogonal cyclic projection in $\mathscr{M}$. Then for each $x \in \mathscr{M}$ and $\lambda \in \Lambda$ the sets

$$
\left\{\mu \in \Lambda: p_{\lambda} x p_{\mu} \neq 0\right\} \quad \text { and } \quad\left\{\mu \in \Lambda: p_{\mu} x p_{\lambda} \neq 0\right\}
$$

are countable.
Proof. Since $\left(p_{\mu} x p_{\lambda}\right)^{*}=p_{\lambda} x^{*} p_{\mu}$, it is enough to prove that the first set is countable for each $x \in \mathscr{M}$ and each $\lambda \in \Lambda$. So, fix $x \in \mathscr{M}$ and $\lambda \in \Lambda$. Let $\xi_{\lambda}$ be a generating vector for $p_{\lambda}$ such that $\left\|\xi_{\lambda}\right\|=1$. Suppose that

$$
A=\left\{\mu \in \Lambda: p_{\lambda} x p_{\mu} \neq 0\right\}
$$

is uncountable. Let $\mu \in A$ be arbitrary; then there is $\eta_{\mu} \in p_{\mu} H$ such that $p_{\lambda} x \eta_{\mu} \neq 0$. Since this vector belongs to $p_{\lambda} H$ and $\mathscr{M}^{\prime} \xi_{\lambda}$ is dense in $p_{\lambda} H$, there is $a_{\mu} \in \mathscr{M}^{\prime}$ with $\left\langle p_{\lambda} x \eta_{\mu}, a_{\mu} \xi_{\lambda}\right\rangle \neq 0$. Hence

$$
0 \neq\left\langle p_{\lambda} x \eta_{\mu}, a_{\mu} \xi_{\lambda}\right\rangle=\left\langle a_{\mu}^{*} p_{\lambda} x \eta_{\mu}, \xi_{\lambda}\right\rangle=\left\langle p_{\lambda} x a_{\mu}^{*} \eta_{\mu}, \xi_{\lambda}\right\rangle
$$

Since $a_{\mu}^{*} \eta_{\mu} \in p_{\mu} H$ (as $p_{\mu} H$ is invariant for any element of $\mathscr{M}^{\prime}$ ) and it is a nonzero vector, one can find $\theta_{\mu} \in p_{\mu} H$ such that $\left\|\theta_{\mu}\right\|=1$ and $\left\langle p_{\lambda} x \theta_{\mu}, \xi_{\lambda}\right\rangle>0$. Hence there is $\delta>0$ such that

$$
A_{1}=\left\{\mu \in A:\left\langle p_{\lambda} x \theta_{\mu}, \xi_{\lambda}\right\rangle>\delta\right\}
$$

is uncountable. Let $n \in \mathbb{N}$ be arbitrary and $\mu_{1}, \ldots, \mu_{n} \in A_{1}$ be distinct. Then

$$
n \delta \leq\left\langle p_{\lambda} x\left(\sum_{j=1}^{n} \theta_{\mu_{j}}\right), \xi_{\lambda}\right\rangle \leq\left\|p_{\lambda} x\right\| \cdot\left\|\sum_{j=1}^{n} \theta_{\mu_{j}}\right\|=\left\|p_{\lambda} x\right\| \cdot \sqrt{n}
$$

Since $n \in \mathbb{N}$ is arbitrary it is a contradiction, completing the proof.
A projection $q \in \mathscr{M}$ is called $\sigma$-finite if the algebra $q \mathscr{M} q$ is $\sigma$-finite, i.e., if any orthogonal family of projections smaller that $q$ is countable. (In [6] such projections are called countably decomposable.)

Proposition 3.6: Let $x \in \mathscr{M}$. Then there is an orthogonal family of $\sigma$-finite projections $\left(q_{j}\right)_{j \in J}$ such that

$$
x=\sum_{j \in J} q_{j} x q_{j}
$$

in the strong operator topology.
Proof. Let $\left(p_{\lambda}\right)_{\lambda \in \Lambda}$ be a family of mutually orthogonal cyclic projections in $\mathscr{M}$ with sum equal to 1 provided by Proposition 3.4. For any $\lambda \in \Lambda$ let

$$
A_{1}(\lambda)=\{\lambda\} \cup\left\{\mu \in \Lambda: p_{\lambda} x p_{\mu} \neq 0 \text { or } p_{\mu} x p_{\lambda} \neq 0\right\}
$$

By Lemma 3.5 this set is countable. Further, define for $n \in \mathbb{N}$ by induction sets

$$
A_{n+1}(\lambda)=A_{n}(\lambda) \cup \bigcup\left\{A_{1}(\mu): \mu \in A_{n}(\lambda)\right\}
$$

and, finally,

$$
A(\lambda)=\bigcup_{n \in \mathbb{N}} A_{n}(\lambda)
$$

Then $A(\lambda)$ is countable. Moreover, $\lambda \in A(\lambda)$ and for $\lambda_{1}, \lambda_{2} \in \Lambda$ either $A\left(\lambda_{1}\right)=A\left(\lambda_{2}\right)$ or $A\left(\lambda_{1}\right) \cap A\left(\lambda_{2}\right)=\emptyset$. Let us introduce on $\Lambda$ the equivalence $\lambda_{1} \sim \lambda_{2}$ if $A\left(\lambda_{1}\right)=A\left(\lambda_{2}\right)$ and let $J$ be the set of all the equivalence classes. For
$j \in J$ fix $\lambda \in j$ and set $q_{j}=\sum_{\mu \in A(\lambda)} p_{\mu}$. Then $\left(q_{j}\right)_{j \in J}$ is a family of mutually orthogonal projections with sum equal to 1 . Moreover, each $q_{j}$ is $\sigma$-finite by [6, Proposition 5.5.19]. Hence $x=\sum_{j \in J} q_{j} x$. Further, $q_{j} x=q_{j} x q_{j}$ by the construction. This completes the proof.

## 4. Proofs of the main results

In this section we give the proofs of Theorems 1.1 and 1.4 using the results of the previous two sections.

Proof of Theorem 1.1. Let $\mathscr{M}$ be any von Neumann algebra. By Proposition 3.4 there is a family $\left(p_{\lambda}\right)_{\lambda \in \Lambda}$ of mutually orthogonal cyclic projections with sum equal to 1 (the unit of $\mathscr{M}$ ). By Lemma 3.3 we know that $L_{p_{\lambda}} \mathscr{M}_{*}$ is WCG for each $\lambda \in \Lambda$. We claim that $\mathscr{M}_{*}$ is the 1-unconditional sum of the family $L_{p_{\lambda}} \mathscr{M}_{*}$, $\lambda \in \Lambda$. This fact will be proved in three steps:

1. If $\lambda \neq \mu$, then $L_{p_{\lambda}} \mathscr{M}_{*} \cap L_{p_{\mu}} \mathscr{M}_{*}=\{0\}$. Indeed, if $\varphi$ is in the intersection, then

$$
\varphi=L_{p_{\lambda}} \varphi=L_{p_{\lambda}} L_{p_{\mu}} \varphi=0 .
$$

2. Let $F_{1}$ and $F_{2}$ be finite subsets of $\Lambda$ such that $F_{1} \subset F_{2}$ and $\omega_{\lambda} \in L_{p_{\lambda}} \mathscr{M}_{*}$ for $\lambda \in F_{2}$. Then

$$
\begin{aligned}
\left\|\sum_{\lambda \in F_{1}} \omega_{\lambda}\right\| & =\left\|\sum_{\lambda \in F_{1}} L_{p_{\lambda}}\left(\sum_{\mu \in F_{2}} \omega_{\mu}\right)\right\|=\left\|\left(\sum_{\lambda \in F_{1}} L_{p_{\lambda}}\right)\left(\sum_{\mu \in F_{2}} \omega_{\mu}\right)\right\| \\
& =\left\|L_{\sum_{\lambda \in F_{1}} p_{\lambda}}\left(\sum_{\mu \in F_{2}} \omega_{\mu}\right)\right\| \leq\left\|L_{\sum_{\lambda \in F_{1}} p_{\lambda}}\right\| \cdot\left\|\sum_{\mu \in F_{2}} \omega_{\mu}\right\|=\left\|\sum_{\mu \in F_{2}} \omega_{\mu}\right\| .
\end{aligned}
$$

3. The linear span of $\bigcup_{\lambda \in \Lambda} L_{p_{\lambda}} \mathscr{M}_{*}$ is dense in $\mathscr{M}_{*}$. This follows from the Hahn-Banach theorem since, given any nonzero element $x \in \mathscr{M}$, we can find $\lambda \in \Lambda$ such that $p_{\lambda} x \neq 0$ and hence there is $\omega \in \mathscr{M}_{*}$ with $\omega\left(p_{\lambda} x\right) \neq 0$. Then $L_{p_{\lambda}} \omega(x)=\omega\left(p_{\lambda} x\right) \neq 0$.

Hence, being a 1 -unconditional sum of WCG spaces, $\mathscr{M}_{*}$ is 1-Plichko by Proposition 2.2(v) and Proposition 2.1. Further, if $\mathscr{M}$ is $\sigma$-finite, then $\Lambda$ is countable and hence $\mathscr{M}_{*}$ is WCG by Proposition 2.2(iv).

Finally, suppose that $\mathscr{M}$ is not $\sigma$-finite. Then the index set $\Lambda$ is uncountable due to [6, Proposition 5.5.19]. For each $\lambda \in \Lambda$ fix a unit vector $\xi_{\lambda} \in p_{\lambda} H$ and define

$$
\omega_{\lambda}(x)=\left\langle x \xi_{\lambda}, \xi_{\lambda}\right\rangle, \quad x \in \mathscr{M} .
$$

Then $\omega_{\lambda} \in L_{p_{\lambda}} \mathscr{M}_{*}$ (see the beginning of the proof of Lemma 3.3) and clearly $\left\|\omega_{\lambda}\right\|=1$ (the norm is attained at $p_{\lambda}$ ). For any finite set $F \subset \Lambda$ and any choice of scalars $c_{\lambda}, \lambda \in F$, we have

$$
\left\|\sum_{\lambda \in F} c_{\lambda} \omega_{\lambda}\right\|=\sum_{\lambda \in F}\left|c_{\lambda}\right| .
$$

Indeed, the inequality " $\leq$ " follows from the triangle inequality. To prove the converse fix complex units $\alpha_{\lambda}$ such that $\alpha_{\lambda} c_{\lambda}=\left|c_{\lambda}\right|$ and set $x=\sum_{\lambda \in F} \alpha_{\lambda} p_{\lambda}$. Then $x \in \mathscr{M},\|x\|=1$ and

$$
\left(\sum_{\lambda \in F} c_{\lambda} \omega_{\lambda}\right)(x)=\sum_{\lambda \in F} c_{\lambda} \omega_{\lambda}(x)=\sum_{\lambda \in F} c_{\lambda}\left\langle x \xi_{\lambda}, \xi_{\lambda}\right\rangle=\sum_{\lambda \in F} c_{\lambda} \alpha_{\lambda}=\sum_{\lambda \in F}\left|c_{\lambda}\right| .
$$

Hence, $\mathscr{M}_{*}$ contains an isometric copy of $\ell_{1}(\Lambda)$ and thus is not WLD. (Indeed, $\ell_{1}(\Lambda)$ is not WLD, and WLD spaces are stable to taking closed subspaces [7, Example 4.39].)

The following proposition provides an explicit description of a 1-norming $\Sigma$ subspace of $\mathscr{M}=\left(\mathscr{M}_{*}\right)^{*}$. It provides a better insight to the structure of $\mathscr{M}_{*}$ and, moreover, it will be used in the proof of Theorem 1.4.

Proposition 4.1: Let $\mathscr{M}$ be a von Neumann algebra and $\left(p_{\lambda}\right)_{\lambda \in \Lambda}$ be a family of mutually orthogonal cyclic projections with sum equal to 1 . Then

$$
\begin{align*}
D & =\left\{x \in \mathscr{M}:\left\{\lambda \in \Lambda: p_{\lambda} x \neq 0\right\} \text { is countable }\right\} \\
& =\left\{x \in \mathscr{M}:\left\{\lambda \in \Lambda: x p_{\lambda} \neq 0\right\} \text { is countable }\right\} \tag{1}
\end{align*}
$$

is a 1-norming $\Sigma$-subspace of $\mathscr{M}=\left(\mathscr{M}_{*}\right)^{*}$. Moreover, $D$ is a $*$-subalgebra and a two-sided ideal in $\mathscr{M}$ and it can be expressed as

$$
\begin{align*}
D & =\{x \in \mathscr{M}: \exists q \in \mathscr{M} \text { a } \sigma \text {-finite projection such that } x=q x\} \\
& =\{x \in \mathscr{M}: \exists q \in \mathscr{M} \text { a } \sigma \text {-finite projection such that } x=x q\}  \tag{2}\\
& =\{x \in \mathscr{M}: \exists q \in \mathscr{M} \text { a } \sigma \text {-finite projection such that } x=q x q\},
\end{align*}
$$

hence it does not depend on the concrete choice of the system $\left(p_{\lambda}\right)_{\lambda \in \Lambda}$.
Proof. By the proof of Theorem 1.1 the space $\mathscr{M}_{*}$ is the 1 -unconditional sum of WCG subspaces $L_{p_{\lambda}} \mathscr{M}_{*}, \lambda \in \Lambda$. Therefore, Proposition 2.1 yields that

$$
D_{1}=\left\{x \in \mathscr{M}:\left\{\lambda \in \Lambda: p_{\lambda} x \neq 0\right\} \text { is countable }\right\}
$$

is a 1-norming $\Sigma$-subspace of $\mathscr{M}=\left(\mathscr{M}_{*}\right)^{*}$. Similarly, $\mathscr{M}_{*}$ is the 1-unconditional sum of WCG subspaces $R_{p_{\lambda}} \mathscr{M}_{*}, \lambda \in \Lambda$, hence

$$
D_{2}=\left\{x \in \mathscr{M}:\left\{\lambda \in \Lambda: x p_{\lambda} \neq 0\right\} \text { is countable }\right\}
$$

is also a 1-norming $\Sigma$-subspace of $\mathscr{M}$. Moreover, $D_{1}=D_{2}$ by Lemma 3.5 , which completes the proof of the first part.

It is clear that $x^{*} \in D_{2}$ whenever $x \in D_{1}$. Further, if $x \in D_{1}$ and $a \in \mathscr{M}$, clearly $x a \in D_{1}$, hence $D_{1}$ is a right ideal. Similarly, $D_{2}$ is a left ideal. Since $D=D_{1}=D_{2}$ we conclude that $D$ is a $*$-subalgebra and a two-sided ideal in $\mathscr{M}$.

We continue by proving (2). Denote the sets appearing on the right-hand side consecutively $D_{3}, D_{4}, D_{5}$. Let $x \in D=D_{1}$. Then $C=\left\{\lambda \in \Lambda: p_{\lambda} x \neq 0\right\}$ is countable and hence the projection $p_{C}=\sum_{\lambda \in C} p_{\lambda}$ is $\sigma$-finite by [6, Proposition 5.5.19]. Moreover, clearly $p_{C} x=x$, hence $x \in D_{3}$. This proves the inclusion $D \subset D_{3}$.

To show the converse observe first that any $\sigma$-finite projection belongs to $D$. Indeed, suppose that $q \in \mathscr{M}$ is a $\sigma$-finite projection. By Proposition 3.4 there is a sequence $\left(q_{n}\right)$ of mutually orthogonal cyclic projections such that $q=\sum_{n \in \mathbb{N}} q_{n}$. Let $\xi_{n}$ be a generating vector for $q_{n}$. If $\lambda \in \Lambda$ is such that $p_{\lambda} q \neq 0$, then there is $n \in \mathbb{N}$ such that $p_{\lambda} q_{n} \neq 0$. By Lemma 3.2 it follows that $p_{\lambda} \xi_{n} \neq 0$. Since the projections $p_{\lambda}$ are mutually orthogonal, for given $n \in \mathbb{N}$ there can be only countably many $\lambda$ with $p_{\lambda} \xi_{n} \neq 0$. Therefore, $p_{\lambda} q \neq 0$ only for countably many $\lambda \in \Lambda$. In other words, $q \in D$. Since $D$ is an ideal, $q x \in D$ whenever $x \in \mathscr{M}$. It follows that $D_{3} \subset D$, hence $D=D_{3}$.

We continue by observing that $x \in D_{4}$ if and only if $x^{*} \in D_{3}$. Since $D_{3}=D$ and $D$ is a $*$-subalgebra, we infer $D=D_{4}$.

To complete the proof it is enough to observe that $D_{3} \cap D_{4}=D_{5}$. Indeed, the inclusion $\supset$ is obvious. To show the converse one, fix $x \in D_{3} \cap D_{4}$. Then $x=q_{1} x=x q_{2}$ for some $\sigma$-finite projections $q_{1}, q_{2}$. Let $q=q_{1} \vee q_{2}$ be the projection whose range is the closed linear span of $q_{1} H \cup q_{2} H$. Then $q$ is $\sigma$ finite (cf. [6, Exercise 5.7.45]) and $x=q x q$, hence $x \in D_{5}$.

The main part of Theorem 1.4 follows from the following proposition.
Proposition 4.2: Let $\mathscr{M}$ be a von Neumann algebra and $\mathscr{M}_{\text {sa }}$ denote its selfadjoint part. The operator $\Psi: \mathscr{M}_{s a} \rightarrow\left(\mathscr{M}_{* s a}\right)^{*}$ defined by

$$
\Psi(x)(\omega)=\omega(x), \quad x \in \mathscr{M}_{s a}, \omega \in \mathscr{M}_{* s a}
$$

is an onto isometry. Moreover, if we set

$$
D_{s a}=\left\{x \in \mathscr{M}_{s a}: \exists q \in \mathscr{M} \text { a } \sigma \text {-finite projection such that } x=q x q\right\},
$$

then $\Psi\left(D_{s a}\right)$ is a 1-norming $\Sigma$-subspace of $\left(\mathscr{M}_{* s a}\right)^{*}$.
Proof. It is clear that $\Psi$ is a linear operator between the real Banach spaces $\mathscr{M}_{s a}$ and $\left(\mathscr{M}_{* s a}\right)^{*}$ and that $\|\Psi(x)\| \leq\|x\|$ for each $x \in \mathscr{M}_{s a}$. Moreover, $\Psi$ is an isometry due to the facts that

$$
\|x\|=\sup \{|\langle x \xi, \xi\rangle|: \xi \in H,\|\xi\| \leq 1\}, \quad x \in \mathscr{M}_{s a}
$$

and that the functional $a \mapsto\langle a \xi, \xi\rangle$ belongs to $\mathscr{M}_{* s a}$ and has norm at most $\|\xi\|^{2}$. It remains to show that $\Psi$ is onto. So, let $\varphi \in\left(\mathscr{M}_{* s a}\right)^{*}$. By the Hahn-Banach theorem it can be extended to a continuous real-valued real-linear functional $\varphi_{1}$ on $\mathscr{M}_{*}$. Then there is a complex linear functional $\varphi_{2}$ on $\mathscr{M}_{*}$ such that $\varphi_{1}(\omega)=\operatorname{Re} \varphi_{2}(\omega)$ for $\omega \in \mathscr{M}_{*}$. Since the dual to $\mathscr{M}_{*}$ is $\mathscr{M}, \varphi_{2}$ is represented by some $a \in \mathscr{M}$. Then $a=x+i y$ for $x, y \in \mathscr{M}_{s a}$. Then for any $\omega \in \mathscr{M}_{* s a}$ we have

$$
\varphi(\omega)=\varphi_{1}(\omega)=\operatorname{Re} \varphi_{2}(\omega)=\operatorname{Re} \omega(a)=\omega(x)
$$

in other words $\varphi=\Psi(x)$.
Further, recall that

$$
\mathscr{M}_{* s a}=\left\{\omega \in \mathscr{M}_{*}: \omega(x) \in \mathbb{R} \text { for each } x \in \mathscr{M}_{s a}\right\} .
$$

It follows from Proposition 3.6 that

$$
\begin{align*}
\mathscr{M}_{* s a}=\left\{\omega \in \mathscr{M}_{*}:\right. & : \omega(q x q) \in \mathbb{R} \text { for each } x \in \mathscr{M}_{s a} \\
& \text { and each } \sigma \text {-finite projection } q \in \mathscr{M}\} . \tag{3}
\end{align*}
$$

Let $D$ be the 1-norming $\Sigma$-subspace of $\mathscr{M}=\left(\mathscr{M}_{*}\right)^{*}$ described in Proposition 4.1. Let $\left(\mathscr{M}_{*}\right)_{R}$ denote the Banach space $\mathscr{M}_{*}$ considered as a real space and let $\left(\mathscr{M}_{*}\right)_{R}^{*}$ denote its dual. Let

$$
D_{R}=\{\omega \mapsto \operatorname{Re} \omega(x): x \in D\} .
$$

Then $D_{R}$ is a 1-norming $\Sigma$-subspace of $\left(\mathscr{M}_{*}\right)_{R}^{*}$ by [9, Proposition 3.4]. Moreover, if $\omega \in \mathscr{M}_{*}, x \in \mathscr{M}_{s a}$ and $q$ is a projection, then $\omega(q x q) \in \mathbb{R}$ if and only if $\operatorname{Re} \omega(i q x q)=0$. Thus

$$
\begin{aligned}
\mathscr{M}_{* s a}=\left\{\omega \in \mathscr{M}_{*}\right. & : \operatorname{Re} \omega(i q x q)=0 \text { for each } x \in \mathscr{M}_{s a} \\
& \text { and each } \sigma \text {-finite projection } q \in \mathscr{M}\} .
\end{aligned}
$$

Since $i q x q=q(i x) q \in D$ for each $x \in \mathscr{M}$ and each $\sigma$-finite projection $q \in \mathscr{M}$, the functional $\omega \mapsto \operatorname{Re} \omega(i q x q)$ belongs in this case to $D_{R}$. It follows that $\mathscr{M}_{* s a}$ is a $\sigma\left(\mathscr{M}_{* s a}, D_{R}\right)$-closed linear subspace of $\left(\mathscr{M}_{*}\right)_{R} .\left(\sigma\left(\mathscr{M}_{* s a}, D_{R}\right)\right.$ denotes the weak topology on $\mathscr{M}_{* s a}$ induced by $D_{R}$.) It follows from [7, Theorem 4.38] that

$$
D_{0}=\left\{\left.\varphi\right|_{\mathscr{M}_{* s a}}: \varphi \in D_{R}\right\}
$$

is a 1 -norming $\Sigma$-subspace of $\left(\mathscr{M}_{* s a}\right)^{*}$. It remains to verify that $D_{0}=\Psi\left(D_{s a}\right)$.
Let $x \in D_{s a}$. Then $x \in D \cap \mathscr{M}_{s a}$. In particular, for any $\omega \in \mathscr{M}_{* s a}$ we have

$$
\operatorname{Re} \omega(x)=\omega(x)=\Psi(x)(\omega)
$$

hence $\Psi(x) \in D_{0}$. Conversely, let $\varphi \in D_{0}$. Then there is $\varphi_{1} \in D_{R}$ with $\varphi=\left.\varphi_{1}\right|_{\mathscr{M}_{* s a}}$. Further, there is $a \in D$ such that $\varphi_{1}(\omega)=\operatorname{Re} \omega(a)$ for $\omega \in \mathscr{M}_{*}$. Then $a=x+i y$ with $x, y \in \mathscr{M}_{s a}$. Since $a^{*} \in D$ as well, clearly $x, y \in D$. Hence $x, y \in D_{s a}$. Moreover, for $\omega \in \mathscr{M}_{* s a}$ we have

$$
\varphi(\omega)=\operatorname{Re} \omega(a)=\omega(x)=\Psi(x)(\omega)
$$

hence $\varphi \in \Psi\left(D_{s a}\right)$. This completes the proof.
Proof of Theorem 1.4. The space $\mathscr{M}_{* s a}$ is 1-Plichko by Proposition 4.2. Further, if $\mathscr{M}$ is $\sigma$-finite, $\mathscr{M}_{*}$ is WCG by Theorem 1.1. Moreover, $\mathscr{M}_{* s a}$ is the image of $\mathscr{M}_{*}$ by the real-linear projection $S$, hence $\mathscr{M}_{* s a}$ is WCG by Proposition 2.2(iii).

Finally, suppose that $\mathscr{M}$ is not $\sigma$-finite. Let $\left(\omega_{\lambda}\right)_{\lambda \in \Lambda}$ be the uncountable family in $\mathscr{M}_{*}$ constructed at the end of the proof of Theorem 1.1. It is clear that $\omega_{\lambda} \in \mathscr{M}_{* s a}$ for any $\lambda \in \Lambda$ and that the closed linear span of this family in the real Banach space $\mathscr{M}_{* s a}$ is isometric to the real version of the space $\ell_{1}(\Lambda)$ and hence $\mathscr{M}_{* s a}$ is not WLD.

Remark 4.3: (1) We proved that $\mathscr{M}_{*}$ is 1-Plichko since it is the 1-unconditional sum of WCG subspaces. To get the result we used the classical but highly nontrivial assertion (v) of Proposition 2.2. It is possible to give a more elementary proof using Proposition 2.3. Indeed, by the proof of Lemma 3.3 the spaces $L_{p_{\lambda}} \mathscr{M}_{*}$ and $R_{p_{\lambda}} \mathscr{M}_{*}$ satisfy the assumptions of Proposition 2.3 in place of $Y$, hence it easily follows that they are WLD.
(2) Proposition 4.1 shows that there is a canonical 1 -norming $\Sigma$-subspace of $\mathscr{M}=\left(\mathscr{M}_{*}\right)^{*}$. However, there can be many different (non-canonical) 1-norming $\Sigma$-subspaces, cf. [7, Example 6.9] where this is studied for the space $\ell_{1}(\Gamma)$.

However, there is a unique 1 -norming $\Sigma$-subspace which is a two-sided ideal. This is proved in the following proposition.

Proposition 4.4: Let $S$ be a 1-norming $\Sigma$-subspace of $\mathscr{M}=\left(\mathscr{M}_{*}\right)^{*}$ which is a two-sided ideal in $\mathscr{M}$. Then $S=D$ where $D$ is the $\Sigma$-subspace described in Proposition 4.1.

Proof. Being a $\Sigma$-subspace, $S$ is countably weak*-closed, i.e.,

$$
\begin{equation*}
\bar{A}^{w^{*}} \subset S \text { for each } A \subset S \text { countable. } \tag{4}
\end{equation*}
$$

Indeed, it easily follows from the condition (1) of Theorem A. In particular, $S$ is norm-closed, hence it is a $C^{*}$-subalgebra of $\mathscr{M}$ [ 6, Corollary 4.2.10]. In particular, the continuous functional calculus works in $S$, i.e., $f(x) \in S$ whenever $x \in S$ is self-adjoint and $f: \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function with $f(0)=0$. Further, we even have

$$
\begin{array}{r}
f(x) \in S \text { whenever } x \in S \cap \mathscr{M}_{s a} \text { and } f: \mathbb{R} \rightarrow \mathbb{R} \text { is a bounded function } \\
\text { of the first Baire class with } f(0)=0 . \tag{5}
\end{array}
$$

Indeed, let $f$ be such a function. Then there is a uniformly bounded sequence of continuous functions $f_{n}: \mathbb{R} \rightarrow \mathbb{R}$ with $f_{n}(0)=0$ pointwise converging to $f$. Given any self-adjoint $x \in S$, we have $f_{n}(x) \in S$ as well and, moreover, $f_{n}(x) \rightarrow f(x)$ in the weak operator topology. This topology coincides with the weak*-one on bounded sets, hence $f_{n}(x) \rightarrow f(x)$ in the weak* topology, hence $f(x) \in S$ as well by (4).

We continue by showing that any cyclic projection belongs to $S$. So, let $p \in \mathscr{M}$ be a cyclic projection and $\xi \in H$ a generating vector for $p$ of norm one. Set $\omega(x)=\langle x \xi, \xi\rangle$ for $x \in \mathscr{M}$. Then $\omega$ is a normal state on $\mathscr{M}$. In particular, $\omega \in \mathscr{M}_{* s a}$ and $\|\omega\|=1$. Since $S$ is 1-norming and $S \cap B_{\mathscr{M}}$ is weak* countably compact (by (4)), there is some $a \in S \cap B_{\mathscr{M}}$ with $\omega(a)=1$. Since $\omega$ is selfadjoint, we have $\omega\left(a^{*}\right)=1$ as well, hence $b=\frac{1}{2}\left(a+a^{*}\right)$ is a self-adjoint element of $S \cap B_{\mathscr{M}}$ with $\omega(b)=1$.

Set $q=\chi_{\mathbb{R} \backslash\{0\}}(b)$. Since $\chi_{\mathbb{R} \backslash\{0\}}$ is of the first Baire class, $q \in S$ by (5). Further, $q$ is clearly a projection. It follows from the properties of the function calculus that $q$ commutes with $b$ and that

$$
q b=\chi_{\mathbb{R} \backslash\{0\}}(b) \operatorname{id}(b)=\left(\chi_{\mathbb{R} \backslash\{0\}} \cdot \operatorname{id}\right)(b)=\operatorname{id}(b)=b,
$$

hence $b=q b q$. Since

$$
1=\omega(b)=\langle b \xi, \xi\rangle
$$

necessarily $b \xi=\xi$, hence $\xi$ belongs to the range of $b$ and so also to the range of $q$. Thus $q \xi=\xi$, hence $(1-q) \xi=0$, so $(1-q) p=0$ by Lemma 3.2, hence $p=q p$ and we conclude $p \in S$ (since $S$ is an ideal).

It follows that $S$ contains all cyclic projections and hence all $\sigma$-finite projections (by (4) and Proposition 3.4). Since $S$ is an ideal, it follows from the description of $D$ in Proposition 4.1 that $D \subset S$. Hence $D=S$ by [8, Lemma 2].
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#### Abstract

We prove that the predual of any JBW*-algebra is a complex 1-Plichko space and the predual of any JBW-algebra is a real 1-Plichko space. I.e., any such space has a countably 1-norming Markushevich basis, or, equivalently, a commutative 1-projectional skeleton. This extends recent results of the authors who proved the same for preduals of von Neumann algebras and their self-adjoint parts. However, the more general setting of Jordan algebras turned to be much more complicated. We use in the proof a set-theoretical method of elementary submodels. As a byproduct we obtain a result on amalgamation of projectional skeletons. © 2016 Elsevier Inc. All rights reserved.


## 1. Introduction and main results

The aim of the present paper is to show that the predual of any $J B W$-algebra is 1-Plichko (i.e., it has a countably 1-norming Markushevich basis or, equivalently, it admits a commutative 1-projectional skeleton) and the same holds also for preduals of $J B W^{*}$-algebras. This extends previous results of the authors who showed in [4] the same statements on preduals of von Neumann algebras and their self-adjoint parts. $J B W^{*}$-algebras can be viewed as a generalization of von Neumann algebras, this class was introduced and studied in [10]; a $J B W$-algebra can be represented as the self-adjoint part of a $J B W^{*}$-algebra (see [10]). Precise definitions and a necessary background on these algebras are given in Section 2 below.

1-Plichko spaces form one of the largest classes of Banach spaces which admit a reasonable decomposition to separable pieces. This class and some related classes of Banach spaces together with the associated classes of compact spaces were thoroughly studied for example in [22,23,15]. The class of 1-Plichko spaces can be viewed as a common roof of previously studied classes of weakly compactly generated spaces [2], weakly

[^3]http://dx.doi.org/10.1016/j.jmaa.2016.08.031
0022-247X/© 2016 Elsevier Inc. All rights reserved.
$K$-analytic Banach spaces [21], weakly countably determined (Vašák) spaces [24,20] and weakly Lindelöf determined spaces [3]. Examples of 1-Plichko spaces include $L^{1}$ spaces, order continuous Banach lattices, spaces $C(G)$ for a compact abelian group $G$ [16]; preduals of von Neumann algebras and their self-adjoint parts [4].

Let us continue by defining 1-Plichko spaces and some related classes. We will do it using the notion of a projectional skeleton introduced in [18]. If $X$ is a Banach space, a projectional skeleton on $X$ is an indexed system of bounded linear projections $\left(P_{\lambda}\right)_{\lambda \in \Lambda}$ where $\Lambda$ is an up-directed set such that the following conditions are satisfied:
(i) $\sup _{\lambda \in \Lambda}\left\|P_{\lambda}\right\|<\infty$,
(ii) $P_{\lambda} X$ is separable for each $\lambda$,
(iii) $P_{\lambda} P_{\mu}=P_{\mu} P_{\lambda}=P_{\lambda}$ whenever $\lambda \leq \mu$,
(iv) if $\left(\lambda_{n}\right)$ is an increasing sequence in $\Lambda$, it has a supremum $\lambda \in \Lambda$ and $P_{\lambda}[X]=\overline{\bigcup_{n} P_{\lambda_{n}}[X]}$,
(v) $X=\bigcup_{\lambda \in \Lambda} P_{\lambda}[X]$.

The subspace $D=\bigcup_{\lambda \in \Lambda} P_{\lambda}^{*}\left[X^{*}\right]$ is called the subspace induced by the skeleton. If $\left\|P_{\lambda}\right\|=1$ for each $\lambda \in \Lambda$, the family $\left(P_{\lambda}\right)_{\lambda \in \Lambda}$ is said to be 1-projectional skeleton. The skeleton $\left(P_{\lambda}\right)_{\lambda \in \Lambda}$ is said to be commutative if $P_{\lambda} P_{\mu}=P_{\mu} P_{\lambda}$ for any $\lambda, \mu \in \Lambda$. A Banach space having a commutative (1-)projectional skeleton is called (1-)Plichko.
This is not the original definition used in $[15,16]$ which says that $X$ is (1-)Plichko if $X^{*}$ admits a (1-)norming $\Sigma$-subspace. Let us recall that a subspace $D \subset X^{*}$ is $r$-norming ( $r \geq 0$ ) if the formula

$$
|x|=\sup \left\{\left|x^{*}(x)\right|: x^{*} \in D,\left\|x^{*}\right\| \leq 1\right\}
$$

defines an equivalent norm on $X$ for which $\|\cdot\| \leq r|\cdot|$.
Further, a subspace $D \subset X^{*}$ is a $\Sigma$-subspace of $X^{*}$ if there is a linearly dense set $M \subset X$ such that

$$
D=\left\{x^{*} \in X^{*}:\left\{m \in M: x^{*}(m) \neq 0\right\} \text { is countable }\right\}
$$

It follows from [18, Proposition 21 and Theorem 27] that a norming subspace of $X^{*}$ is a $\Sigma$-subspace of $X^{*}$ if and only if it is induced by a commutative projectional skeleton, therefore our definitions are equivalent to the original ones.

Finally, recall that a Banach space $X$ is called weakly Lindelöf determined (shortly $W L D$ ) if $X^{*}$ is a $\Sigma$-subspace of itself or, equivalently, if $X^{*}$ is induced by a commutative projectional skeleton in $X$.

Now we can formulate our main results. The following theorem extends [4, Theorems 1.1 and 1.4] to the more general setting of Jordan algebras. Precise definitions of the respective algebras are in the following section.

## Theorem 1.1.

- Let $\mathscr{M}$ be any $J B W^{*}$-algebra. Its predual $\mathscr{M}_{*}$ is a (complex) 1-Plichko space. Moreover, $\mathscr{M}_{*}$ is WLD if and only if $\mathscr{M}$ is $\sigma$-finite. In this case it is even weakly compactly generated.
- Let $\mathscr{M}$ be any JBW-algebra. Its predual $\mathscr{M}_{*}$ is a (real) 1-Plichko space. Moreover, $\mathscr{M}_{*}$ is WLD if and only if $\mathscr{M}$ is $\sigma$-finite. In this case it is even weakly compactly generated.

As a corollary we get the following extension of a result of U. Haagerup [13, Theorem IX.1] on preduals of von Neumann algebras. It follows immediately from Theorem 1.1 and the definition of projectional skeletons. A Banach space $X$ is said to have separable complementation property if each countable subset of $X$ is contained in some separable complemented subspace of $X$.

## Corollary 1.2.

- The predual of any $J B W^{*}$-algebra enjoys the separable complementation property.
- The predual of any JBW-algebra enjoys the separable complementation property.

Since the bidual of any $J B$-algebra is a $J B W$-algebra and the bidual of any $J B^{*}$-algebra is a $J B W^{*}$-algebra, the following result follows.

## Corollary 1.3.

- The dual of any $J B^{*}$-algebra is a (complex) 1-Plichko space.
- The dual of any JB-algebra is a (real) 1-Plichko space.

The rest of the paper is devoted to the proof of Theorem 1.1. The proof uses some ideas from [4] but is much more involved. As a byproduct we obtain the following theorem which seems to be of an independent interest.

Theorem 1.4. Let $X$ be a (real or complex) Banach space. Suppose that there is an indexed family $\left(R_{\lambda}\right)_{\lambda \in \Lambda}$ of linear projections on $X$ such that the following assertions are satisfied.
(i) $\sup _{\lambda \in \Lambda}\left\|R_{\lambda}\right\|<\infty$.
(ii) $R_{\lambda}[X]$ is $W L D$ for each $\lambda \in \Lambda$.
(iii) If $\lambda, \mu \in \Lambda$ are such that $\lambda \leq \mu$, then $R_{\lambda} R_{\mu}=R_{\mu} R_{\lambda}=R_{\lambda}$.
(iv) If $\lambda_{1} \leq \lambda_{2} \leq \ldots$ are in $\Lambda$, then $\lambda=\sup _{n} \lambda_{n}$ exists in $\Lambda$ and, moreover $R_{\lambda}[X]=\overline{\bigcup_{n} R_{\lambda_{n}}[X]}$.
(v) $X=\bigcup_{\lambda \in \Lambda} R_{\lambda}[X]$.

Then there is a projectional skeleton on $X$ such that the subspace of $X^{*}$ induced by the skeleton equals $\bigcup_{\lambda \in \Lambda} R_{\lambda}^{*}\left[X^{*}\right]$.

This theorem says, roughly speaking, that if $X$ admits a "projectional skeleton" from projections whose ranges are just WLD (not necessarily separable), then $X$ has also a "proper" projectional skeleton inducing the same subspace of the dual. We do not know whether the same holds for commutative skeletons.

The rest of the paper is organized as follows: In Section 2 we collect some basic facts on Jordan Banach algebras and their important subclasses. Section 3 is devoted to projections in $J B W^{*}$-algebras. The main purpose of that section is to prove Propositions 3.8 and 3.9. They are the first step towards a proof of Theorem 1.1 and roughly say that in the respective preduals there are families of projections satisfying the assumptions of Theorem 1.4. Section 4 contains a brief exposition of the method of elementary submodels and several auxiliary results needed later. In the last section the method of elementary submodels is used to prove Theorem 1.4 and finally Theorem 1.1.

Our notation is mostly standard. We only point out that for a mapping $f$ we distinguish $f(x)$ - the value of $f$ at $x$ - and $f[A]$ - the image of the set $A$ under the mapping $f$. This distinction is necessary due to the use of set-theoretical tools.

## 2. Jordan Banach algebras

In this section we collect basic definitions and properties of Jordan algebras which are needed in the formulations and proofs of our results. We use namely the books [14, 1,5] and the paper [10].

A Jordan algebra is a real or complex algebra $\mathscr{A}=(\mathscr{A},+, \circ)$, non-associative in general, which satisfies moreover the following two axioms:

- $x \circ y=y \circ x$ for $x, y \in \mathscr{A}$,
- $(x \circ x) \circ(x \circ y)=x \circ(y \circ(x \circ x))$ for $x, y \in \mathscr{A}$.

If $\mathscr{A}=(\mathscr{A},+, \cdot)$ is an associative algebra, the special Jordan product on $\mathscr{A}$ is defined by $x \circ y=\frac{1}{2}(x \cdot y+y \cdot x)$. Then $(\mathscr{A},+, \circ)$ is a Jordan algebra. A Jordan subalgebra of $\mathscr{A}$ is a subalgebra of $(\mathscr{A},+, \circ$ ), i.e. a linear subspace of $\mathscr{A}$ closed under the special Jordan product. Any algebra isomorphic to a Jordan subalgebra of an associative algebra is called a special Jordan algebra. We will use several times the Shirshov-Cohn theorem [14, Theorem 2.4.14] which says that any Jordan algebra generated by two elements (and 1 if it is unital) is special.

An important further operation in Jordan algebras is the Jordan triple product defined by the formula

$$
\{x y z\}=(x \circ y) \circ z+x \circ(y \circ z)-(x \circ z) \circ y, \quad x, y, z \in \mathscr{A} .
$$

A Jordan Banach algebra is a real or complex Jordan algebra $\mathscr{A}$ equipped with a complete norm satisfying

$$
\|x \circ y\| \leq\|x\| \cdot\|y\| \text { for } x, y \in \mathscr{A} .
$$

A $J B$-algebra is a real Jordan Banach algebra $\mathscr{A}$ satisfying moreover the following two axioms:

- $\left\|x^{2}\right\|=\|x\|^{2}$ for $x \in \mathscr{A}$,
- $\left\|x^{2}\right\| \leq\left\|x^{2}+y^{2}\right\|$ for $x, y \in \mathscr{A}$.

A $J B^{*}$-algebra is a complex Jordan Banach algebra $\mathscr{A}$ equipped with an involution * and satisfying moreover the following two axioms:

- $\left\|x^{*}\right\|=\|x\|$ for $x \in \mathscr{A}$,
- $\left\|\left\{x x^{*} x\right\}\right\|=\|x\|^{3}$ for $x \in \mathscr{A}$.

An element $x$ in a $J B^{*}$-algebra is called self-adjoint if $x^{*}=x$. The self-adjoint part of a $J B^{*}$-algebra is the real subalgebra consisting of all self-adjoint elements. The Jordan Banach *-algebra associated with any $C^{*}$-algebra is a $J B^{*}$-algebra. The self-adjoint part of any $C^{*}$-algebra equipped with the Jordan product is a $J B$-algebra. The following Theorem explains the relationship of $J B$-algebras and $J B^{*}$-algebras. The first assertion is proved for example in [14, Proposition 3.8.2], the second one, that is much more complicated, was proved by J.D.M. Wright in [25, Theorem 2.8] for unital algebras. The non-unital case can be proved using the procedure of adding a unit, see [14, Theorem 3.3.9].

## Theorem 2.1.

- The self-adjoint part of any JB*-algebra is a JB-algebra.
- Any JB-algebra is isomorphically isometric to the self-adjoint part of a unique $J B^{*}$-algebra.

If $\mathscr{A}$ is a $J B^{*}$-algebra and $x \in \mathscr{A}$ is a self-adjoint element, the closed Jordan subalgebra $C(x)$ generated by $x$ is associative (this follows from [14, Lemma 2.4.5]) and hence it is a commutative $C^{*}$-algebra (this easily follows from the axioms). Therefore, a continuous functional calculus makes sense. An element of a $J B^{*}$-algebra (resp. $J B$-algebra) is positive if it is of the form $x^{2}$, where $x$ is a self-adjoint element. The cone
of positive elements induces a partial order on a JB algebra (resp. self-adjoint part of a $J B^{*}$-algebra) in a natural way: $x \leq y$ if $y-x$ is positive.

Further, a $J B W$-algebra is a $J B$-algebra which is linearly isometric to the dual of a (real) Banach space, and similarly, a $J B W^{*}$-algebra is a $J B^{*}$-algebra which is linearly isometric to the dual of a (complex) Banach space.
$J B W$-algebras are thoroughly studied in [14, Chapter 4]. The definition used there is different - it is said that a $J B$-algebra $\mathscr{M}$ is a $J B W$-algebra if it is monotonically complete, i.e., if any bounded increasing net in $\mathscr{M}$ admits a least upper bound in $\mathscr{M}$, and admits a separating set of normal functionals. A bounded linear functional $x^{*}$ on $\mathscr{M}$ is called normal if $x^{*}\left(x_{\alpha}\right) \rightarrow x^{*}(x)$ for each increasing net $\left(x_{\alpha}\right)$ with supremum $x$. However, it is proved in [14, Theorem 4.4.16] that a $J B$-algebra is monotonically complete and has separating set of normal functionals if and only if it is isometric to a dual space. Hence, the two definitions coincide. Moreover, the predual is unique and is formed by the normal functionals. Moreover, any $J B W$-algebra is unital by [14, Lemma 4.1.17].

Unital $J B W^{*}$-algebras were introduced and studied in [10]. However, the assumption that the algebra has a unit is not restrictive, since any $J B W^{*}$-algebra is unital. Indeed, it was proved e.g. by Youngson in [26, Corollary 10] that a $J B^{*}$-algebra has a unit exactly when its closed unit ball has an extreme point. Therefore any dual $J B^{*}$-algebra has a unit because its unit ball is weak*-compact and so it admits an extreme point.

The relationship of $J B W$-algebras and $J B W^{*}$-algebras is described in the following lemma. First we recall some definitions. A functional $\varphi$ on a $J B^{*}$-algebra $A$ is called self-adjoint if $\varphi(x)=\overline{\varphi\left(x^{*}\right)}$ for all $x \in A$. In other words, a functional is self-adjoint if it takes real values on self-adjoint elements. A functional on a $J B^{*}$-algebra or a JBW algebra is called positive if it takes positive values on positive elements. A state is a positive norm one functional.

In the rest of this section $\mathscr{M}$ will denote a fixed $J B W^{*}$-algebra, $\mathscr{M}_{*}$ its predual, $\mathscr{M}_{s a}$ the self-adjoint part of $\mathscr{M}$ (which is a $J B W$-algebra) and $\mathscr{M}_{* s a}$ the self-adjoint part of $\mathscr{M}_{*}$ (which is identified with the predual of $\mathscr{M}_{s a}$ by the following Lemma 2.2). Further, $\mathscr{M}_{+}$will denote the positive cone of $\mathscr{M}$. The following lemma is essentially well known to experts in Jordan Banach algebras and it can be derived from the results of [10]. But we have not found anywhere explicit formulation and proof of the assertions (ii) and (iii) which are very useful to easily transfer results on $J B W^{*}$-algebras to $J B W$-algebras and vice versa. That's why we give a proof.

Lemma 2.2. Let $\mathscr{M}$ be a $J B W^{*}$-algebra and $\mathscr{M}_{*}$ be its predual. Moreover, let $\mathscr{M}_{\text {sa }}$ denote the self-adjoint part of $\mathscr{M}$ and $\mathscr{M}_{* s a}$ denote the self-adjoint part of $\mathscr{M}_{*}$. Then the following assertions hold.
(i) $\mathscr{M}_{\text {sa }}$ is weak*-closed in $\mathscr{M}$ and hence it is a JBW-algebra.
(ii) The operator $\phi: \mathscr{M}_{* s a} \rightarrow\left(\mathscr{M}_{s a}\right)_{*}$ defined by $\phi(\omega)=\left.\omega\right|_{\mathscr{M}_{s a}}$ is an onto linear isometry of real Banach spaces.
(iii) The operator $\psi: \mathscr{M}_{s a} \times \mathscr{M}_{s a} \rightarrow \mathscr{M}$ defined by $\psi(x, y)=x+i y$ is an onto real-linear weak*-to-weak* homeomorphism.

Proof. (i) It is proved in [10, Lemma 3.1] that $\mathscr{M}_{\text {sa }}$ is weak*-closed and then it is deduced in [10, Theorem 3.2] that $\mathscr{M}_{s a}$ is a $J B W$-algebra.

The assertions (ii) and (iii) essentially follow from the proof of [10, Theorem 3.2] using the general duality theory of Banach spaces. Indeed, if $X$ is a complex Banach space, denote by $X_{R}$ its real version (i.e., the same space considered as a real space). Then the operator $\theta_{1}: \mathscr{M}=\left(\mathscr{M}_{*}\right)^{*} \rightarrow\left(\left(\mathscr{M}_{*}\right)_{R}\right)^{*}$ defined by

$$
\theta_{1}(x)(\omega)=\operatorname{Re} x(\omega), \quad x \in \mathscr{M}, \omega \in \mathscr{M}_{*},
$$

is a real-linear isometry and weak*-to-weak* homeomorphism. Hence, in particular, the dual of $\left(\mathscr{M}_{*}\right)_{R}$ is canonically isometric to $\mathscr{M}_{R}$. Since $\mathscr{M}_{s a}$ is weak* closed in $\mathscr{M}$ (by the assertion (i)) and hence also in $\mathscr{M}_{R}$, the predual of $\mathscr{M}_{s a}$ is the canonical quotient of $\left(\mathscr{M}_{*}\right)_{R}$ by $\left(\mathscr{M}_{s a}\right)_{\perp}$. Denote the canonical quotient mapping by $\theta_{2}$. Then $\theta_{2}$ can be expressed by the formula

$$
\theta_{2}(\omega)(x)=\operatorname{Re} \omega(x), \quad \omega \in \mathscr{M}_{*}, x \in \mathscr{M}_{s a}
$$

hence the operator $\phi$ defined in the assertion (ii) is the restriction of $\theta_{2}$ to $\mathscr{M}_{* s a}$. It follows that $\phi$ is a linear isomorphism of real Banach spaces. Finally, it is an isometry due to [10, Lemma 2.1]. This completes the proof of the assertion (ii).
(iii) It is clear that $\psi$ is a real-linear bijection. To see that it is weak*-to-weak ${ }^{*}$ continuous, it is enough to observe that for any $\omega \in \mathscr{M}_{*}$ and $x, y \in \mathscr{M}_{s a}$ we have

$$
\omega(\psi(x, y))=\omega(x)+i \omega(y)=\operatorname{Re} \omega(x)+i \operatorname{Im} \omega(x)+i \operatorname{Re} \omega(y)-\operatorname{Im} \omega(y)
$$

and that $\operatorname{Re} \omega, \operatorname{Im} \omega \in\left(\mathscr{M}_{s a}\right)_{*}$.
To see that the inverse of $\psi$ is weak*-to-weak* continuous as well observe first that

$$
\psi^{-1}(a)=\left(\frac{a+a^{*}}{2}, \frac{a-a^{*}}{2 i}\right)
$$

For any $\omega \in \mathscr{M}_{* s a}$ and $a \in \mathscr{M}$ we have

$$
\omega\left(\frac{a+a^{*}}{2}\right)=\frac{\omega(a)+\overline{\omega(a)}}{2}
$$

and

$$
\omega\left(\frac{a-a^{*}}{2 i}\right)=\frac{\omega(a)-\overline{\omega(a)}}{2 i}
$$

which proves the required continuity condition.

## 3. Projections in $J B W^{*}$-algebras

The aim of this section is to prove Propositions 3.8 and 3.9. They form one of the key steps to prove the main theorem. Proposition 3.8 together with Theorem 1.4 implies that the predual of any $J B W^{*}$-algebra (or $J B W$-algebra) admits a 1-projectional skeleton. Proposition 3.9 is a refinement of Proposition 3.8 and will enable us to construct a commutative 1-projectional skeleton. A key tool in these results is (similarly as in [4]) the notion of projection. Let us recall basic definitions.

An element $p$ of a $J B W^{*}$-algebra is said to be a projection if $p^{*}=p$ and $p \circ p=p$. Similarly, an element $p$ of a $J B W$-algebra is called projection if $p \circ p=p$. In view of Lemma 2.2 these two notions are compatible. I.e., if $\mathscr{M}$ is a $J B W^{*}$-algebra, then $p \in \mathscr{M}$ is a projection if and only if $p \in \mathscr{M}_{s a}$ and $p$ is a projection in the $J B W$-algebra $\mathscr{M}_{s a}$. Hence, for projections in $J B W^{*}$-algebras we may use the results from [14, Section 4.2] on projections in $J B W$-algebras. On the set of all the projections we consider the order inherited from $\mathscr{M}_{\text {sa }}$. In this order the projections form a complete lattice by [14, Lemma 4.2.8]. Further, projections $p, q$ are called orthogonal if $p \circ q=0$.

For a projection $p \in \mathscr{M}$ we define the operator $U_{p}$ on $\mathscr{M}$ by the formula

$$
U_{p}(x)=(\{p x p\}=) 2 p \circ(p \circ x)-p \circ x, \quad x \in \mathscr{M}
$$

The following lemma summarizes basic properties of the operator $U_{p}$. Most of them are known to experts, but we indicate the proof for the sake of completeness.

Lemma 3.1. Let $p \in \mathscr{M}$ be a projection. Then the following assertions are valid.
(i) $U_{p}$ is a weak*-to-weak $k^{*}$ continuous linear projection of norm one.
(ii) $\mathscr{M}_{s a}$ is invariant for $U_{p}$.
(iii) $U_{p}[\mathscr{M}]$ is a $J B W^{*}$-subalgebra of $\mathscr{M}$.
(iv) If $x \in U_{p}[\mathscr{M}] \cap \mathscr{M}_{s a}$ and $y \in \mathscr{M}_{\text {sa }}$ is such that $0 \leq y \leq x$, then $y \in U_{p}[\mathscr{M}]$.
(v) Let $x \in \mathscr{M}$. Then $x \in U_{p}[\mathscr{M}]$ if and only if $p \circ x=x$.
(vi) If $q \in \mathscr{M}$ is a projection such that $q \leq p$, then $U_{p} U_{q}=U_{q} U_{p}=U_{q}$.
(vii) $U_{p}^{*}\left[\mathscr{M}_{*}\right] \subset \mathscr{M}_{*}$.
(viii) The positive cone of $\mathscr{M}$ is invariant for $U_{p}$ and the positive cone of $\mathscr{M}_{*}$ is invariant for $U_{p}^{*}$.
(ix) If $q \in \mathscr{M}$ is a projection, then $q \leq p$ if and only if $U_{q}^{*}\left[\mathscr{M}_{*}\right] \subset U_{p}^{*}\left[\mathscr{M}_{*}\right]$.
(x) If $q, r \in \mathscr{M}$ are projections such that $p, q, r$ are pairwise orthogonal, then $U_{p+q} U_{p+r}=U_{p}$.

Proof. It is clear that $U_{p}$ is a linear operator and that $U_{p}\left(x^{*}\right)=U_{p}(x)^{*}$ for $x \in \mathscr{M}$, in particular $\mathscr{M}_{\text {sa }}$ is invariant of $U_{p}$. Hence the assertion (ii) is proved. $U_{p}$ is a projection by [14, (2.61) on p. 46]. The weak*-to-weak* continuity of $U_{p}$ on $\mathscr{M}_{s a}$ follows from [14, Corollary 4.1.6], the weak*-to-weak* continuity on $\mathscr{M}$ then follows from Lemma 2.2 (iii) using the already proved assertion (ii). Hence, the assertion (vii) follows. To complete the proof of the assertion (i) it remains to show that $\left\|U_{p}\right\| \leq 1$. Since $\|p\|=1$ and $U_{p}(x)=\{p x p\}$ for each $x \in \mathscr{M}$, the estimate follows from the inequality $\|\{x y z\}\| \leq\|x\| \cdot\|y\| \cdot\|z\|$ (see [5, Proposition 3.4.17]).

The 'if' part of (v) is obvious, the 'only if' part follows from [14, (2.62) on p. 46]. Further, by [14, Lemma 4.1.13] we get the assertion (iv) and that $U_{p}\left[\mathscr{M}_{s a}\right]$ is a $J B W$-subalgebra of $\mathscr{M}_{s a}$. It follows that $U_{p}[\mathscr{M}]=U_{p}\left[\mathscr{M}_{s a}\right]+i U_{p}\left[\mathscr{M}_{s a}\right]$ is a $J B W^{*}$-subalgebra of $\mathscr{M}$ (using Lemma $2.2(\mathrm{iii})$ ), which proves the assertion (iii). The assertion (vi) is proved in [1, Proposition 2.26]. The positive cone of $\mathscr{M}$ is invariant for $U_{p}$ by [14, Proposition 3.3.6] applied to the algebra $\mathscr{M}_{s a}$. The invariance of the positive cone of $\mathscr{M}_{*}$ then easily follows and (viii) is proved.
(ix) If $q \leq p$, then it follows from (vi) that $U_{q}^{*}=U_{p}^{*} U_{q}^{*}$, hence $U_{q}^{*}\left[\mathscr{M}_{*}\right] \subset U_{p}^{*}\left[\mathscr{M}_{*}\right]$. Conversely, suppose that $U_{q}^{*}\left[\mathscr{M}_{*}\right] \subset U_{p}^{*}\left[\mathscr{M}_{*}\right]$. Then clearly $U_{p}^{*}{\mid \mathscr{M}_{*}} U_{q}^{*}\left|\mathscr{M}_{*}=U_{q}^{*}\right|_{\mathscr{M}_{*}}$, hence $U_{q} U_{p}=U_{q}$. It follows that

$$
U_{q}(1-p)=U_{q} U_{p}(1-p)=U_{q}(p-p)=0
$$

hence $q \leq p$ by [14, Lemma $4.2 \cdot 2$ (iv) $\Rightarrow$ (iii)].
(x) First observe that whenever $q, r$ are mutually orthogonal projections, then $q \circ U_{r}(x)=0$ for each $x \in \mathscr{M}$. Indeed, $r+q$ is a projection and $r+q \geq r$, hence

$$
q \circ U_{r}(x)=(q+r) \circ U_{r}(x)-r \circ U_{r}(x)=U_{r}(x)-U_{r}(x)=0
$$

by (vi) and (v). It follows that

$$
\begin{aligned}
U_{p+q}\left(U_{p+r}(x)\right) & =2(p+q) \circ\left((p+q) \circ U_{p+r}(x)\right)-(p+q) \circ U_{p+r}(x) \\
& =2(p+q) \circ\left(p \circ U_{p+r}(x)\right)-p \circ U_{p+r}(x) \\
& =U_{p}\left(U_{p+r}(x)\right)+2 q \circ\left(p \circ U_{p+r}(x)\right)=U_{p}(x)
\end{aligned}
$$

Indeed, the first equality is just a definition of $U_{p+q}$, the second follows from mutual orthogonality of $q$ and $p+r$, the third one follows from the definition of $U_{p}$. Finally, to show the fourth equality it is enough to observe that $p \circ U_{p+r}(x) \in U_{p+r}[\mathscr{M}]$ by (iii).

The following lemma follows from [12, Corollary 2.6], even though it is not completely obvious for nonexperts. Since the proof in [12] uses advanced structural results on Jordan algebras, we give a more direct and elementary proof.

Lemma 3.2. Let $\left(p_{n}\right)$ be an increasing sequence of projections in $\mathscr{M}$ with supremum $p$. Then for each $\varrho \in \mathscr{M}_{*}$ we have $U_{p_{n}}^{*} \varrho \rightarrow U_{p}^{*} \varrho$ in norm.

Proof. Since any $\varrho \in \mathscr{M}_{*}$ is a linear combination of four normal states (this follows from Lemma 2.2 and [14, Proposition 4.5.3]), it is enough to prove the convergence in case $\varrho$ is a normal state. Hence assume that $\varrho$ is a normal state. If $q \in \mathscr{M}$ is any projection, the Cauchy-Schwarz inequality yields

$$
\begin{equation*}
|\varrho(q \circ x)|^{2} \leq \varrho\left(q \circ q^{*}\right) \varrho\left(x^{*} \circ x\right) \leq \varrho(q)\|x\|^{2}, \quad x \in \mathscr{M} . \tag{1}
\end{equation*}
$$

Fix $n \in \mathbb{N}$. Observe that $p$ and $p_{n}$ operator commute, i.e.,

$$
p \circ\left(p_{n} \circ x\right)=p_{n} \circ(p \circ x), \quad \text { for } x \in \mathscr{M} .
$$

Indeed, this follows from [14, Lemma 2.5.5(ii) $\Rightarrow$ (i)] as $p_{n} \in U_{p}[\mathscr{M}]$ due to Lemma 3.1(iv) and hence $p \circ p_{n}=U_{p}\left(p_{n}\right)=p_{n}$ due to Lemma 3.1. Therefore we have for each $x \in \mathscr{M}$

$$
\begin{aligned}
U_{p}(x) & -U_{p_{n}}(x)=2 p \circ(p \circ x)-p \circ x-2 p_{n} \circ\left(p_{n} \circ x\right)+p_{n} \circ x \\
& =2\left[p \circ(p \circ x)-p_{n} \circ(p \circ x)+p \circ\left(p_{n} \circ x\right)-p_{n} \circ\left(p_{n} \circ x\right)\right]-p \circ x+p_{n} \circ x \\
& =2\left(p-p_{n}\right) \circ\left(\left(p+p_{n}\right) \circ x\right)-\left(p-p_{n}\right) \circ x .
\end{aligned}
$$

Hence, combining this with (1) we get

$$
\begin{aligned}
\left|U_{p}^{*} \varrho(x)-U_{p_{n}}^{*} \varrho(x)\right| & =\left|\varrho\left(U_{p} x-U_{p_{n}} x\right)\right| \\
& \leq 2 \varrho\left(p-p_{n}\right)^{1 / 2} \cdot\left\|\left(p+p_{n}\right) \circ x\right\|+\varrho\left(p-p_{n}\right)^{1 / 2} \cdot\|x\| \\
& \leq 5 \varrho\left(p-p_{n}\right)^{1 / 2}\|x\|,
\end{aligned}
$$

therefore

$$
\left\|U_{p}^{*} \varrho-U_{p_{n}}^{*} \varrho\right\| \leq 5 \varrho\left(p-p_{n}\right)^{1 / 2}
$$

Since $\varrho\left(p-p_{n}\right) \rightarrow 0$ by normality, we conclude that $U_{p_{n}}^{*} \varrho \rightarrow U_{p}^{*} \varrho$ in norm and the proof is completed.
Lemma 3.3. Let $\omega \in \mathscr{M}_{*}$ be a normal state.
(i) There exists the smallest projection in $\mathscr{M}$ such that $\omega\left(p_{\omega}\right)=1$. (It is called the support of $\omega$.)
(ii) $\omega(x)=\omega\left(p_{\omega} \circ x\right)$ for each $x \in \mathscr{M}$.
(iii) Let $x \in \mathscr{M}_{+}$be such that $\omega(x)=0$. Then $p_{\omega} \circ x=0$.

Proof. The assertion (i) is proved in [1, Lemma 5.1].
Let us prove the assertion (ii). For each $x \in \mathscr{M}$ the Cauchy-Schwarz inequality yields

$$
\left|\omega\left(\left(1-p_{\omega}\right) \circ x\right)\right|^{2} \leq \omega\left(\left(1-p_{\omega}\right) \circ\left(1-p_{\omega}\right)\right) \cdot \omega\left(x^{*} \circ x\right)=\omega\left(1-p_{\omega}\right) \cdot \omega\left(x^{*} \circ x\right)=0,
$$

hence $\omega(x)=\omega\left(p_{\omega} \circ x\right)$.

To prove (iii) suppose that $x \in \mathscr{M}_{+}$and $\omega(x)=0$. Denote by $r(x)$ the range projection of $x$ (i.e., the smallest projection satisfying $r(x) \circ x=x$, see [14, Lemma 4.2.6]). Then $\omega(r(x))=0$ by [1, Proposition 2.15]. Hence $\omega(1-r(x))=1$, so $1-r(x) \geq p_{\omega}$. It follows that $r(x) \circ p_{\omega}=0$. Since $r\left(p_{\omega}\right)=p_{\omega}$, [1, Proposition 2.16] shows that $x \circ p_{\omega}=0$ and the proof is completed.

A projection $p \in \mathscr{M}$ is said to be $\sigma$-finite if any orthogonal system of smaller projections is countable. The following lemma characterizes $\sigma$-finite projections. A similar result in a different setting is given in [11, Theorem 3.2].

Lemma 3.4. Let $p \in \mathscr{M}$ be a nonzero projection. Then $p$ is $\sigma$-finite if and only if $p=p_{\omega}$ for a normal state $\omega \in \mathscr{M}_{*}$.

Proof. Suppose first that $p=p_{\omega}$ for a normal state $\omega$. Let $q \leq p$ be any nonzero projection. Then $\omega(q)>0$ since otherwise $p-q$ would be a projection strictly smaller than $p$ with $\omega(p-q)=1$. By a standard argument we obtain that $p$ is $\sigma$-finite.

To prove the converse observe first that for any nonzero projection $p$ there is a normal state $\omega$ with $p_{\omega} \leq p$. Indeed, let $\omega_{0}$ be a normal state such that $\omega_{0}(p)>0$. Set $\omega=\frac{1}{\omega_{0}(p)} U_{p}^{*}\left(\omega_{0}\right)$. Then $\omega$ is a positive functional by Lemma 3.1(viii). Moreover, $\omega(1)=\omega(p)=1$, hence $\omega$ is a normal state and $p_{\omega} \leq p$.

Now, given any $\sigma$-finite projection $p$, by the previous paragraph and Zorn lemma we get a sequence of normal states $\left(\omega_{n}\right)$ such that their supports $p_{\omega_{n}}$ are pairwise orthogonal and their sum is $p$. Let $\omega=$ $\sum_{n=1}^{\infty} 2^{-n} \omega_{n}$. Then $\omega$ is a normal state and $\omega(p)=1$. Moreover, $p=p_{\omega}$ as $\omega(q)>0$ for each nonzero projection $q \leq p$. (Indeed, suppose that $\omega(q)=0$. It follows that $\omega(1-q)=1$, hence $1-q \geq p_{\omega_{n}}$. It follows that $1-q \geq p$, hence $q \leq 1-p$.)

The following lemma establishes $\sigma$-completeness of the lattice of $\sigma$-finite projections. A similar result in a different setting is given in [11, Theorem 3.4].

Lemma 3.5. Let $\left(p_{n}\right)$ be a sequence of $\sigma$-finite projections. Then its supremum is $\sigma$-finite as well.

Proof. Denote by $p$ the supremum of the sequence $\left(p_{n}\right)$. By Lemma 3.4 there is a sequence of normal states $\left(\omega_{n}\right)$ such that $p_{n}=p_{\omega_{n}}$. Let $\omega=\sum_{n=1}^{\infty} 2^{-n} \omega_{n}$. Then $\omega$ is a normal state. Moreover, since

$$
0 \leq \omega_{n}(1-p) \leq \omega_{n}\left(1-p_{n}\right)=0
$$

for each $n \in \mathbb{N}$, we get $\omega(1-p)=0$ and hence $\omega(p)=1$, so $p_{\omega} \leq p$. Set $q=p-p_{\omega}$. Then $\omega(q)=0$, hence $\omega_{n}(q)=0$ for each $n$. Therefore we have for each $n \in \mathbb{N} 1-q \geq p_{n}$, hence $1-q \geq p$, so

$$
p=p \circ(1-q)=p-p \circ q=p-p+p \circ p_{\omega}=p \circ p_{\omega}=p_{\omega}
$$

Hence $p$ is $\sigma$-finite by Lemma 3.4.

Lemma 3.6. Let $\omega \in \mathscr{M}_{*}$ be arbitrary. Then there is a $\sigma$-finite projection $p \in \mathscr{M}$ such that $\omega=U_{p}^{*}(\omega)$.
Proof. Let $\omega \in \mathscr{M}_{*}$ be arbitrary. Then there are four normal states $\omega_{1}, \ldots, \omega_{4}$ and numbers $\alpha_{1}, \ldots, \alpha_{4} \geq 0$ such that

$$
\omega=\alpha_{1} \omega_{1}-\alpha_{2} \omega_{2}+i\left(\alpha_{3} \omega_{3}-\alpha_{4} \omega_{4}\right)
$$

Set $p_{j}=p_{\omega_{j}}$ for $j=1, \ldots, 4$. By Lemma 3.3(ii) we have for each $j=1, \ldots, 4$

$$
\omega_{j}(x)=\omega_{j}\left(p_{j} \circ x\right), \quad x \in \mathscr{M}
$$

hence clearly $\omega_{j}=U_{p_{j}}^{*}\left(\omega_{j}\right)$. Let $p$ be the supremum of the projections $p_{1}, \ldots, p_{4}$. By Lemmata 3.4 and 3.5 the projection $p$ is $\sigma$-finite. Moreover, $\omega_{j} \in U_{p}^{*}\left[\mathscr{M}_{*}\right]$ by Lemma 3.1(ix). Thus $\omega \in U_{p}^{*}\left[\mathscr{M}_{*}\right]$.

We continue with a proposition which is an analogue of [4, Lemma 3.3]. Recall that a Banach space is called weakly compactly generated (shortly $W C G$ ) if it contains a linearly dense weakly compact subset. WCG spaces form a subclass of WLD spaces by [2, Proposition 2]. In the proof below we use the well-known easy fact that if there is a bounded linear operator from a Hilbert space to a Banach space $X$ with dense range, then $X$ is WCG (cf. [4, Proposition 2.2]).

Proposition 3.7. Let $p \in \mathscr{M}$ be a $\sigma$-finite projection. Then $U_{p}^{*}\left[\mathscr{M}_{*}\right]$ is $W C G$.
Proof. If $p=0$ the assertion is trivial. Suppose that $p \neq 0$ and let $\omega$ be a normal state such that $p=p_{\omega}$ provided by Lemma 3.4. Let us define an operator $\Phi: \mathscr{M} \rightarrow \mathscr{M}_{*}$ by the following formula:

$$
\Phi(a)(x)=\omega\left(a \circ U_{p}(x)\right), \quad a, x \in \mathscr{M}
$$

i.e., $\Phi(a)=U_{p}^{*} T_{a}^{*} \omega$, where the operator $T_{a}$ is defined by $x \mapsto a \circ x$. Since $T_{a}$ is weak ${ }^{*}$-to-weak ${ }^{*}$ continuous by [14, Corollary 4.1.6], it is clear that $\Phi$ is a linear operator mapping $\mathscr{M}$ into $\mathscr{M}_{*}$, in fact into $U_{p}^{*}\left[\mathscr{M}_{*}\right]$.

Let us further prove that the range of $\Phi$ is dense in $U_{p}^{*}\left[\mathscr{M}_{*}\right]$. We will use Hahn-Banach theorem. To do that, suppose that $x \in \mathscr{M}$ is such that $\Phi(a)(x)=0$ for each $a \in M$. Take $a=\left(U_{p}(x)\right)^{*}=U_{p}\left(x^{*}\right)$. Then

$$
0=\Phi\left(U_{p}\left(x^{*}\right)\right)(x)=\omega\left(U_{p}\left(x^{*}\right) \circ U_{p}(x)\right)
$$

As $U_{p}\left(x^{*}\right) \circ U_{p}(x)$ is positive, we obtain by Lemma 3.3(iii) that $p \circ\left(U_{p}\left(x^{*}\right) \circ U_{p}(x)\right)=0$, hence $U_{p}\left(x^{*}\right) \circ$ $U_{p}(x)=0$ by Lemma 3.1(iii), (v). It follows that $U_{p}(x)=0$, hence $\varrho(x)=0$ for each $\varrho \in U_{p}^{*}\left[\mathscr{M}_{*}\right]$. Hence, the Hahn-Banach theorem yields the density of the range of $\Phi$ in $U_{p}^{*}\left[\mathscr{M}_{*}\right]$.

Finally, we have by the Cauchy-Schwarz inequality

$$
|\Phi(a)(x)|^{2}=\left|\omega\left(a \circ U_{p}(x)\right)\right|^{2} \leq \omega\left(a \circ a^{*}\right) \omega\left(U_{p}\left(x^{*}\right) \circ U_{p}(x)\right) \leq \omega\left(a \circ a^{*}\right)\|x\|^{2},
$$

hence $\|\Phi(a)\| \leq \omega\left(a \circ a^{*}\right)^{1 / 2}$ for each $a \in \mathscr{M}$. Define $H_{\omega}$ to be the Hilbert space made by the standard procedure of factorization and completion from $\mathscr{M}$ equipped with the semi-inner product $(x, y) \mapsto \omega\left(y^{*} \circ x\right)$. Then $\Phi$ induces a bounded linear map of $H_{\omega}$ into $U_{p}^{*}\left[\mathscr{M}_{*}\right]$ having dense range. This shows that $U_{p}^{*}\left[\mathscr{M}_{*}\right]$ is WCG.

Proposition 3.8. Let $\mathscr{M}$ be a $J B W^{*}$-algebra. Denote by $\Lambda$ the set of all nonzero $\sigma$-finite projections in $\mathscr{M}$ equipped with the standard order. For $p \in \Lambda$ let $Q_{p}$ denote the restriction of $U_{p}^{*}$ to $\mathscr{M}_{*}$. Then $\Lambda$ is a directed set and the following conditions are fulfilled.
(i) $Q_{p}$ is a linear projection, $\left\|Q_{p}\right\|=1$ for each $p \in \Lambda$.
(ii) $Q_{p}\left[\mathscr{M}_{*}\right]$ is WCG for each $p \in \Lambda$.
(iii) If $p_{1}, p_{2} \in \Lambda$ are such that $p_{1} \leq p_{2}$, then $Q_{p_{1}} Q_{p_{2}}=Q_{p_{2}} Q_{p_{1}}=Q_{p_{1}}$.
(iv) If $p_{1} \leq p_{2} \leq \ldots$ are in $\Lambda$, then $p=\sup _{n} p_{n}$ exists in $\Lambda$ and, moreover $Q_{p_{n}} \rightarrow Q_{p}$ is the strong operator topology, in particular $Q_{p}\left[\mathscr{M}_{*}\right]=\overline{\bigcup_{n} Q_{p_{n}}\left[\mathscr{M}_{*}\right]}$.
(v) $\mathscr{M}_{*}=\bigcup_{p \in \Lambda} Q_{p}\left[\mathscr{M}_{*}\right]$.

Moreover, $Q_{p}\left[\mathscr{M}_{* s a}\right] \subset \mathscr{M}_{* s a}$ and

$$
\begin{aligned}
\bigcup_{p \in \Lambda} Q_{p}^{*}\left[\left(\mathscr{M}_{*}\right)^{*}\right] & =\bigcup_{p \in \Lambda} U_{p}[\mathscr{M}] \\
& =\left\{x \in \mathscr{M}: \exists p \in \mathscr{M} \text { a } \sigma \text {-finite projection }: U_{p}(x)=x\right\} \\
& =\{x \in \mathscr{M}: \exists p \in \mathscr{M} \text { a } \sigma \text {-finite projection }: p \circ x=x\}, \\
\bigcup_{p \in \Lambda} Q_{p}^{*}\left[\left(\mathscr{M}_{* s a}\right)^{*}\right] & =\bigcup_{p \in \Lambda} U_{p}\left[\mathscr{M}_{s a}\right] \\
& =\left\{x \in \mathscr{M}_{s a}: \exists p \in \mathscr{M} \text { a } \sigma \text {-finite projection }: U_{p}(x)=x\right\} \\
& =\left\{x \in \mathscr{M}_{s a}: \exists p \in \mathscr{M} \text { a } \sigma \text {-finite projection }: p \circ x=x\right\} .
\end{aligned}
$$

Further, $Q_{p_{1}}\left[\mathscr{M}_{*}\right] \subset Q_{p_{2}}\left[\mathscr{M}_{*}\right]$ if and only if $p_{1} \leq p_{2}$.
Proof. $\Lambda$ is directed by Lemma 3.5. The assertion (i) follows from Lemma 3.1(i), (vii); the assertion (ii) is proved in Proposition 3.7; (iii) follows from Lemma 3.1(vi), the assertion (iv) follows by using Lemma 3.2 and Lemma 3.5 and the assertion (v) is proved in Lemma 3.6. The invariance of $\mathscr{M}_{* s a}$ follows by Lemma 3.1(ii) using Lemma 2.2. The formulas follow from the fact that $Q_{p}^{*}=U_{p}$ for each $p \in \Lambda$ and from Lemma 3.1(v). The final equivalence is due to Lemma 3.1(ix).

Proposition 3.9. Let $\mathscr{M}$ be a $J B W^{*}$-algebra. Then there is an orthogonal family of nonzero $\sigma$-finite projections $\left(p_{\alpha}\right)_{\alpha \in \Gamma}$ with sum equal to 1 . Denote by $\Lambda_{0}$ the family of all the nonempty countable subsets of $\Gamma$ ordered by inclusion. For any $C \in \Lambda_{0}$ define $p_{C}=\sum_{\alpha \in C} p_{\alpha}$ and define $R_{C}=Q_{p_{C}}$.

Then the system $R_{C}, C \in \Lambda_{0}$, enjoys all the properties of the system $Q_{p}, p \in \Lambda$, from Proposition 3.8. Moreover, it is commutative, i.e., $R_{C_{1}} R_{C_{2}}=R_{C_{2}} R_{C_{1}}$; and

$$
\bigcup_{C \in \Lambda_{0}} R_{C}^{*}\left[\left(\mathscr{M}_{*}\right)^{*}\right]=\bigcup_{p \in \Lambda} Q_{p}^{*}\left[\left(\mathscr{M}_{*}\right)^{*}\right]=\bigcup_{p \in \Lambda} U_{p}[\mathscr{M}] .
$$

Proof. Similarly as in the proof of Lemma 3.4 we see that for any nonzero projection $p \in \mathscr{M}$ there is a nonzero $\sigma$-finite projection $q \leq p$. Therefore the existence of the system $\left(p_{\alpha}\right)_{\alpha \in \Gamma}$ follows from the Zorn lemma. Further, it is clear that $\Lambda_{0}$ is directed. The projections $p_{C}, C \in \Lambda_{0}$ are $\sigma$-finite by Lemma 3.5. Hence the analogues of assertions (i)-(iv) from Proposition 3.8 are obviously fulfilled, as well as the final equivalence. To prove the analogue of (v) and the equality it is enough to show that for any $p \in \Lambda$ there is $C \in \Lambda_{0}$ such that $p \leq p_{C}$. So fix $p \in \Lambda$. Lemma 3.4 yields a normal state $\omega \in \mathscr{M}_{*}$ with $p=p_{\omega}$. Then it follows by normality of $\omega$ that

$$
1=\omega(1)=\sum_{\alpha \in \Gamma} \omega\left(p_{\alpha}\right) .
$$

Let $C=\left\{\alpha \in \Gamma: \omega\left(p_{\alpha}\right)>0\right\}$. Then $C$ is countable, hence $C \in \Lambda_{0}$. Moreover, $\omega\left(p_{C}\right)=1$, hence $p_{C} \geq$ $p_{\omega}=p$. Finally, to show the commutativity observe that Lemma 3.1(x) implies $R_{C_{1}} R_{C_{2}}=R_{C_{1} \cap C_{2}}$ for any $C_{1}, C_{2} \in \Lambda_{0}\left(\right.$ and $R_{C_{1}} R_{C_{2}}=0$ if $\left.C_{1} \cap C_{2}=\emptyset\right)$.

## 4. Method of elementary submodels

In this section we briefly recall some basic facts concerning the method of elementary models which will be used to prove Theorem 1.4 and the main theorem. This set-theoretical method can be used in various
branches of mathematics. The use in topology was illustrated by A. Dow in [9], in functional analysis it was used by P. Koszmider in [17]. This method was later used by W. Kubiś in [18] to construct projectional skeletons in certain Banach spaces. In [6] the method has been slightly simplified and specified, and it was used to proving separable reduction theorems. We briefly recall some basic facts (more details and explanations may be found e.g. in [6] and [7]). We use the approach of [6].

We start by recalling some definitions. Let $N$ be a fixed set and $\phi$ a formula in the language of the set theory. Then the relativization of $\phi$ to $N$ is the formula $\phi^{N}$ which is obtained from $\phi$ by replacing each quantifier of the form " $\forall x$ " by " $\forall x \in N$ " and each quantifier of the form " $\exists x$ " by " $\exists x \in N$ ".

If $\phi\left(x_{1}, \ldots, x_{n}\right)$ is a formula with all free variables displayed (i.e., a formula whose free variables are exactly $\left.x_{1}, \ldots, x_{n}\right)$ then $\phi$ is said to be absolute for $N$ if

$$
\forall a_{1}, \ldots, a_{n} \in N \quad\left(\phi^{N}\left(a_{1}, \ldots, a_{n}\right) \leftrightarrow \phi\left(a_{1}, \ldots, a_{n}\right)\right) .
$$

A list of formulas, $\phi_{1}, \ldots, \phi_{n}$, is said to be subformula closed if every subformula of a formula in the list is also contained in the list.

The method is mainly based on the following theorem (a proof can be found in [19, Chapter IV, Theorem 7.8]).

Theorem 4.1. Let $\phi_{1}, \ldots, \phi_{n}$ be any formulas and $Y$ any set. Then there exists a set $M \supset Y$ such that $\phi_{1}, \ldots, \phi_{n}$ are absolute for $M$ and $|M| \leq \max \left(\aleph_{0},|Y|\right)$.

To be able to use Theorem 4.1 effectively, we will use the following notation.
Let $\phi_{1}, \ldots, \phi_{n}$ be any formulas and $Y$ be any countable set. Let $M \supset Y$ be a countable set such that $\phi_{1}, \ldots, \phi_{n}$ are absolute for $M$. Then we say that $M$ is an elementary model for $\phi_{1}, \ldots, \phi_{n}$ containing $Y$. This is denoted by $M \prec\left(\phi_{1}, \ldots, \phi_{n} ; Y\right)$.

The fact that certain formula is absolute for $M$ will always be used in order to satisfy the assumption of the following lemma from [8, Lemma 2.3]. Using this lemma we can force the model $M$ to contain all the needed objects created (uniquely) from elements of $M$.

Lemma 4.2. Let $\phi\left(y, x_{1}, \ldots, x_{n}\right)$ be a formula with all free variables shown and $Y$ be a countable set. Let $M$ be a fixed set, $M \prec\left(\phi, \exists y: \phi\left(y, x_{1}, \ldots, x_{n}\right) ; Y\right)$, and $a_{1}, \ldots, a_{n} \in M$ be such that there exists a set $u$ satisfying $\phi\left(u, a_{1}, \ldots, a_{n}\right)$. Then there exists $u \in M$ such that $\phi\left(u, a_{1}, \ldots, a_{n}\right)$.

Proof. Let us give here the proof just for the sake of completeness. Using the absoluteness of the formula $\exists u: \phi\left(u, x_{1}, \ldots, x_{n}\right)$ there exists $u \in M$ satisfying $\phi^{M}\left(u, a_{1}, \ldots, a_{n}\right)$. Using the absoluteness of $\phi$ we get that for this $u \in M$ the formula $\phi\left(u, a_{1}, \ldots, a_{n}\right)$ holds.

We shall also use the following convention.
Convention. Whenever we say "for any suitable model $M$ (the following holds...)" we mean that "there exists a list of formulas $\phi_{1}, \ldots, \phi_{n}$ and a countable set $Y$ such that for every $M \prec\left(\phi_{1}, \ldots, \phi_{n} ; Y\right)$ (the following holds ...)".

By using this new terminology we loose the information about the formulas $\phi_{1}, \ldots, \phi_{n}$ and the set $Y$. However, this is not important in applications.

The next lemma summarizes several properties of "sufficiently large" elementary models.
Lemma 4.3. There are formulas $\theta_{1}, \ldots, \theta_{m}$ and a countable set $Y_{0}$ such that any $M \prec\left(\theta_{1}, \ldots, \theta_{m} ; Y_{0}\right)$ satisfies the following conditions:
(i) $\mathbb{R}, \mathbb{C}, \mathbb{Q}, \mathbb{Q}+i \mathbb{Q}, \mathbb{Z}, \mathbb{N} \in M$ and the operations of the addition and multiplication on $\mathbb{C}$ and the standard order on $\mathbb{R}$ belong to $M$.
(ii) If $f \in M$ is a mapping, then $\operatorname{dom}(f) \in M, \operatorname{rng}(f) \in M$ and $f[M] \subset M$. Further, for any $A \in M$ we have $f[A] \in M$ as well.
(iii) If $A$ is finite, then $A \in M$ if and only if $A \subset M$.
(iv) If $x_{1}, \ldots, x_{n}$ are arbitrary, then $x_{1}, \ldots, x_{n} \in M$ if and only if the ordered $n$-tuple $\left(x_{1}, \ldots, x_{n}\right)$ is an element of $M$.
(v) If $A \in M$ is a countable set, then $A \subset M$.
(vi) If $A, B \in M$, then $A \cup B \in M, A \cap B \in M, A \backslash B \in M$.
(vii) If $A, B \in M$, then $A \times B \in M$.
(viii) If $X \in M$ is a real vector space, then $X \cap M$ is $\mathbb{Q}$-linear.
(ix) If $X \in M$ is a complex vector space, then $X \cap M$ is $(\mathbb{Q}+i \mathbb{Q})$-linear.
(x) If $X \in M$ is a Banach space, then $X^{*} \in M$ as well.
(xi) If $X, Y$ are Banach spaces and $T: X \rightarrow Y$ is a bounded linear operator such that $X, Y, T \in M$, then $T^{*} \in M$ as well.
(xii) If $X \in M$ is a separable metric space, then there is a dense countable set $C \subset X$ with $C \in M$.
(xiii) If $\Gamma \in M$ is an up-directed set, then $\Gamma \cap M$ is also up-directed.

Proof. The list $\theta_{1}, \ldots, \theta_{m}$ will be formed by all the formulas provided by the results quoted in this proof, the formulas marked below by $(*)$ and their subformulas. The set $Y_{0}$ will contain the respective countable sets provided by the quoted results and the sets specified in (i).

Hence, (i) is satisfied. The validity of the first three assertions of (ii) follows from [6, Proposition 2.9]. The last property follows (using Lemma 4.2) by the absoluteness of the formula

$$
\begin{equation*}
\exists B \forall x(x \in B \Leftrightarrow \exists y \in A: x=f(y)) \tag{*}
\end{equation*}
$$

and its subformulas. The assertions (iii)-(vi) follow from [6, Proposition 2.10]. The validity of (vii) follows (using Lemma 4.2) by the absoluteness of the formula

$$
\begin{equation*}
\exists C \forall x(x \in C \Leftrightarrow \exists y \in A \exists z \in B: x=(y, z)) \tag{*}
\end{equation*}
$$

and its subformulas.
Let us prove (viii). Let $X$ be a real vector space belonging to $M$. Recall that $X$ is not just a set, but it is a quadruple $\langle X, \mathbb{R},+, \cdot\rangle$. By (iv) we infer that the mappings $+: X \times X \rightarrow X$ and $: \mathbb{R} \times X \rightarrow X$ belong to $M$ as well. By (i) and (v) we know that $\mathbb{Q} \subset M$. Hence, if $x \in X \cap M$ and $\lambda \in \mathbb{Q}$, then $\lambda x \in X \cap M$ by (iv) and (ii). Similarly, if $x, y \in X \cap M$, then $x+y \in X \cap M$. So, $X \cap M$ is $\mathbb{Q}$-linear.

The proof of (ix) is analogous.
(x) Let $X=\langle X,+, \cdot\|\cdot\|\rangle \in M$. By (iv) we know that the mappings,$+ \cdot$ and $\|\cdot\|$ belong to $M$ as well. Hence, by absoluteness of the formula

$$
\begin{gather*}
\exists X^{*} \forall f\left(f \in X^{*} \Leftrightarrow f \text { is a linear functional on } X\right.  \tag{*}\\
\quad \& \exists r \in \mathbb{R} \forall x \in X(\|x\| \leq 1 \Rightarrow|f(x)| \leq r))
\end{gather*}
$$

and its subformulas we get (using Lemma 4.2) that $X^{*} \in M$ as a set. Moreover, by (vii) we get $X^{*} \times X^{*} \in M$. Since the operations + and $\cdot$ on $X^{*}$ can be uniquely described by suitable formulas (we mark them by $(*)$ ), these operations belong to $M$ as well. Similarly we can achieve that the norm on $X^{*}$ belongs to $M$, hence $X^{*} \in M$ as a normed linear space by (iv).
(xi) By (x) we get $X^{*}, Y^{*} \in M$. By the absoluteness of the formula

$$
\begin{equation*}
\exists T^{*}\left(T^{*}: Y^{*} \rightarrow X^{*} \& \forall y^{*} \in Y^{*}: T^{*}\left(y^{*}\right)=y^{*} \circ T\right) \tag{*}
\end{equation*}
$$

and its subformulas we get $T^{*} \in M$ (using Lemma 4.2).
(xii) Let $X=\langle X, d\rangle$ be a separable metric space belonging to $M$. A countable dense subset of $X$ belonging to $M$ can be obtained by the absoluteness of the formula

$$
\begin{align*}
& \exists D(D \subset X \& \exists f(f \text { is a mapping of } \mathbb{N} \text { onto } D) \\
& \& \forall x \in X \forall r \in \mathbb{R}(r>0 \Rightarrow \exists y \in D: d(x, y)<r)) \tag{*}
\end{align*}
$$

and its subformulas using Lemma 4.2.
(xiii) Let $\Gamma=(\Gamma, \leq)$ be an up-directed set in $M$. Take $a, b \in \Gamma \cap M$. By the absoluteness of the formula

$$
\begin{equation*}
\exists c \in \Gamma: a \leq c \& b \leq c \tag{*}
\end{equation*}
$$

we can (using Lemma 4.2) find such a $c$ in $\Gamma \cap M$.

## 5. Amalgamating projectional skeletons

The aim of this section is to prove Theorem 1.4 and Theorem 1.1. It will be done using the method of elementary submodels described in the previous section. We will use some ideas and results from [18]. Since our setting is a bit different (due to the fact that we use the more precise approach of [6]) and that we need more precise and stronger versions of the results, we indicate also the proofs.

The first lemma is a variant of [18, Lemma 4] and shows the method of constructing projections using elementary submodels.

Lemma 5.1. For a suitable elementary model $M$ the following holds: Let $X$ be a Banach space and $D \subset X^{*}$ an r-norming subspace. If $X \in M$ and $D \in M$, then the following hold:

- $\overline{X \cap M}$ is a closed linear subspace of $X$;
- $\overline{X \cap M} \cap(D \cap M)_{\perp}=\{0\}$;
- the canonical projection of $\overline{X \cap M}+(D \cap M)_{\perp}$ onto $\overline{X \cap M}$ along $(D \cap M)_{\perp}$ has norm at most $r$.

Proof. Let $\phi_{1}, \ldots, \phi_{N}$ be a subformula-closed list of formulas which contains the formulas from Lemma 4.3 and the formulas below marked by $(*)$, let $Y$ be a countable subset containing the set $Y_{0}$ from Lemma 4.3. Fix an arbitrary $M \prec\left(\phi_{1}, \ldots, \phi_{N} ; Y\right)$.

Suppose that $X \in M$ and $D \in M$. By Lemma 4.3 (viii), (ix) $\overline{X \cap M}$ is a closed linear subspace of $X$. Therefore to prove the lemma it is enough to show that $\|x\| \leq r\|x+y\|$ for any $x \in X \cap M$ and $y \in(D \cap M)_{\perp}$. So, fix such $x$ and $y$. Further, let $q \in(r, \infty) \cap \mathbb{Q}$ be arbitrary. Since $D$ is $r$-norming,

$$
\begin{equation*}
\exists x^{*} \in D:\left\|x^{*}\right\|=1 \&\left|x^{*}(x)\right| \geq \frac{1}{q}\|x\| \tag{*}
\end{equation*}
$$

Since $\frac{1}{q} \in M$ (by Lemma 4.3(i), (iv)) we can use Lemma 4.2 to find such an $x^{*}$ in $M$. Then

$$
\|x\| \leq q\left|x^{*}(x)\right|=q\left|x^{*}(x+y)\right| \leq q\|x+y\|
$$

This holds for any $q \in(r, \infty) \cap \mathbb{Q}$, hence $\|x\| \leq r\|x+y\|$ which completes the proof.

The projection given by the previous lemma will be denoted by $P_{M}$. The important case is when $P_{M}$ is defined on the whole space $X$. This can be used to characterize spaces with a projectional skeleton.

Lemma 5.2. Let $X$ be a Banach space and $D \subset X^{*}$ a norming subspace. Then the following two assertions are equivalent:
(i) $X$ admits a projectional skeleton such that $D$ is contained in the subspace induced by the skeleton.
(ii) For any suitable elementary model $M$

$$
\overline{X \cap M}+(D \cap M)_{\perp}=X
$$

Proof. This result is essentially proved in [18, Theorem 15]. Since we are using a different approach to elementary submodels we indicate a proof.
$(\mathrm{i}) \Rightarrow$ (ii) This is essentially [18, Lemma 14]. It is easy to rewrite the proof to our setting.
(ii) $\Rightarrow$ (i) Let us fix a list of formulas $\phi_{1}, \ldots, \phi_{n}$ containing the formulas provided by the assumption of (ii) and the formulas provided by Lemma 5.1. Let $Y$ be a countable set containing the countable set provided by the assumption and that provided by Lemma 5.1. If $M$ is a corresponding elementary model, then we have the projection $P_{M}$ with range $\overline{X \cap M}$ and kernel $(D \cap M)_{\perp}$. Moreover, if $M_{1}$ and $M_{2}$ are two such models satisfying $M_{1} \subset M_{2}$, then $P_{M_{1}} P_{M_{2}}=P_{M_{2}} P_{M_{1}}=P_{M_{1}}$. Indeed, obviously $\overline{X \cap M_{1}} \subset \overline{X \cap M_{2}}$ which implies $P_{M_{2}} P_{M_{1}}=P_{M_{1}}$. Moreover, ker $P_{M_{2}}=\left(D \cap M_{2}\right)_{\perp} \subset\left(D \cap M_{1}\right)_{\perp}=\operatorname{ker} P_{M_{1}}$, hence for any $x \in X$ we have

$$
P_{M_{1}}(x)=P_{M_{1}} P_{M_{2}}(x)+P_{M_{1}}\left(x-P_{M_{2}}(x)\right)=P_{M_{1}} P_{M_{2}}(x)
$$

Further, if $M_{1} \subset M_{2} \subset M_{3} \subset \ldots$ is an increasing sequence of corresponding elementary models, then $M=\bigcup_{n} M_{n}$ is again such a model and clearly $P_{M}[X]=\overline{\bigcup_{n} P_{M_{n}}[X]}$. Therefore, the idea is to "put together" all the projections $P_{M}$ to get a projectional skeleton. One possible way is described in [18] but it does not match our setting. Let us describe an alternative way.

Fix a set $R$ such that the formulas $\phi_{1}, \ldots, \phi_{n}$ are absolute for $R$ and $Y \cup X \cup D \subset R$. Such $R$ exists due to Theorem 4.1. (Note that $R$ is not countable.) Now let $\psi$ be a Skolem function for $\phi_{1}, \ldots, \phi_{n}, Y$ and $R$ (see [7, Lemma 2.4]). In particular, for any countable set $A \subset R, \psi(A) \prec\left(\phi_{1}, \ldots, \phi_{n}, Y\right)$ and $A \subset \psi(A)$. Let

$$
\Lambda=\{A \subset X \cup D ; A \text { countable } \& \psi(A) \cap(X \cup D)=A\}
$$

It easily follows from [7, Lemma 2.4] that $\Lambda$ is up-directed and $\left(P_{\psi(A)}\right)_{A \in \Lambda}$ is a projectional skeleton. Moreover, $P_{\psi(A)}^{*}\left[X^{*}\right]=\overline{D \cap \psi(A)} w^{*}$ and these subspaces cover $D$.

The previous lemma characterizes the existence of projectional skeletons, but does not test whether the skeleton may be chosen to be commutative. Such a characterization is given in the following lemma which is an easy consequence of the previous one.

Lemma 5.3. Let $X$ be a Banach space and $D \subset X^{*}$ a norming subspace. Then the following two assertions are equivalent:
(i) $D$ is contained in a $\Sigma$-subspace of $X$, i.e., $X$ admits a commutative projectional skeleton such that $D$ is contained in the subspace induced by the skeleton.
(ii) There is a list of formulas $\phi_{1}, \ldots, \phi_{n}$ and a countable set $Y$ such that the following holds:

- $\overline{X \cap M}+(D \cap M)_{\perp}=X$ for any $M \prec\left(\phi_{1}, \ldots, \phi_{n} ; Y\right)$.
- $P_{M_{1}}$ and $P_{M_{2}}$ commute whenever $M_{j} \prec\left(\phi_{1}, \ldots, \phi_{n} ; Y\right)$ for $j=1,2$.

Proof. The implication (i) $\Rightarrow$ (ii) follows by a slight refinement of the proof of the respective implication in Lemma 5.2. The converse one follows immediately from the proof of (ii) $\Rightarrow$ (i) of Lemma 5.2 since the skeleton is built from projections of the form $P_{M}$.

Now we proceed to the proof of Theorem 1.4. It will be done using Lemma 5.2. We will further need a strengthening of the implication (i) $\Rightarrow$ (ii) for WLD spaces. The strengthening consists in change of quantifiers - we need a finite list of formulas which works for all Banach spaces simultaneously. It is the content of the following lemma.

Lemma 5.4. For any suitable elementary model $M$ the following holds: Let $X$ be any WLD Banach space satisfying $X \in M$. Then $X=\overline{X \cap M}+\left(X^{*} \cap M\right)_{\perp}$.

Proof. We essentially follow the proof [18, Proposition 6] with necessary modifications. Let $\phi_{1}, \ldots, \phi_{N}$ be a subformula-closed list of formulas which contains the formulas from Lemma 4.3, the formulas provided by Lemma 5.1 and the formulas below marked by $(*)$. Let $Y$ be a countable subset containing the set $Y_{0}$ from Lemma 4.3 and the set provided by Lemma 5.1. Fix an arbitrary $M \prec\left(\phi_{1}, \ldots, \phi_{N} ; Y\right)$.
By Lemma 4.3(x) we have $X^{*} \in M$ as well. It follows from Lemma 5.1 that $\overline{X \cap M}+\left(X^{*} \cap M\right)_{\perp}$ is a closed subspace of $X$. Hence, if $X \neq \overline{X \cap M}+\left(X^{*} \cap M\right)_{\perp}$, we may find a nonzero functional $z^{*} \in X^{*}$ which is zero both on $X \cap M$ and on $\left(X^{*} \cap M\right)_{\perp}$. Since $X$ is WLD,

$$
\begin{equation*}
\exists \Gamma \subset X: \overline{\operatorname{sp} \Gamma}=X \& \forall x^{*} \in X^{*}:\left\{x \in \Gamma: x^{*}(x) \neq 0\right\} \text { is countable. } \tag{*}
\end{equation*}
$$

By elementarity we may choose such a $\Gamma$ in $M$. Since $z^{*} \neq 0$, we can find $x \in \Gamma$ with $z^{*}(x) \neq 0$. Since $z^{*} \in\left(\left(X^{*} \cap M\right)_{\perp}\right)^{\perp}=\overline{X^{*} \cap M^{w}}$ (by the Bipolar Theorem), there is $y^{*} \in X^{*} \cap M$ with $y^{*}(x) \neq 0$. On the other hand, by the absoluteness of the formula

$$
\begin{equation*}
\exists C:\left(C \subset \Gamma \& \forall y \in \Gamma:\left(y \in C \Leftrightarrow y^{*}(y) \neq 0\right)\right) \tag{*}
\end{equation*}
$$

we get that

$$
\left\{y \in \Gamma: y^{*}(y) \neq 0\right\} \in M
$$

Since the set on the left-hand side is countable, by Lemma 4.3(v) we get that $\left\{y \in \Gamma: y^{*}(y) \neq 0\right\} \subset M$, in particular $x \in M$. But then $z^{*}(x)=0$, a contradiction completing the proof.

The following lemma together with Lemma 5.2 yields the proof of Theorem 1.4.
Lemma 5.5. For any suitable elementary model $M$ the following holds: Let $X$ be a Banach space and $\left(R_{\lambda}\right)_{\lambda \in \Lambda}$ a family of projections with the properties listed in Theorem 1.4. Denote $D=\bigcup_{\lambda \in \Lambda} R_{\lambda}^{*}\left[X^{*}\right]$. If $X, D$ and $\left(R_{\lambda}\right)_{\lambda \in \Lambda}$ belong to $M$, then $X=\overline{X \cap M}+(D \cap M)_{\perp}$.

Proof. Let $\phi_{1}, \ldots, \phi_{N}$ be a subformula-closed list of formulas which contains the formulas from Lemma 4.3, the formulas provided by Lemmata 5.1 and 5.4 and the formulas below marked by $(*)$. Let $Y$ be a countable subset containing the set $Y_{0}$ from Lemma 4.3 and the sets provided by Lemmata 5.1 and 5.4. Fix an arbitrary $M \prec\left(\phi_{1}, \ldots, \phi_{N} ; Y\right)$ such that $\left\{X, D,\left(R_{\lambda}\right)_{\lambda \in \Lambda}\right\} \subset M$.

Note that $X^{*} \in M$ due to Lemma 4.3(x). Since $D$ is norming (this follows easily from the properties (i) and (v) in Theorem 1.4), Lemma 5.1 shows that $\overline{X \cap M}+(D \cap M)_{\perp}$ is a closed subspace of $X$. Hence, if $X \neq \overline{X \cap M}+(D \cap M)_{\perp}$, we may find a nonzero functional $z^{*} \in X^{*}$ which is zero both on $X \cap M$ and on $(D \cap M)_{\perp}$. Set $\Lambda_{M}=\Lambda \cap M$. Since $\Lambda \in M$ by Lemma 4.3(ii), we infer by Lemma 4.3(xiii) that $\Lambda_{M}$ is up-directed. Since it is countable, it follows from the properties (iii) and (iv) in Theorem 1.4 that $\Lambda_{M}$ has a supremum $\lambda_{0} \in \Lambda$ and that $R_{\lambda_{0}}=S O T-\lim _{\lambda \in \Lambda_{0}} R_{\lambda}$.

Fix any $\lambda \in \Lambda_{M}$. Then

$$
R_{\lambda}[X \cap M]=R_{\lambda}[X] \cap M \text { and } R_{\lambda}^{*}[D \cap M]=R_{\lambda}^{*}\left[X^{*}\right] \cap M .
$$

Indeed, the inclusions $\supset$ follow from the assumption that $R_{\lambda}$ is a projection and the converse inclusions follow from Lemma 4.3. (The assertion (ii) implies that $R_{\lambda} \in M$, by (xi) we get $R_{\lambda}^{*} \in M$ as well, hence we can conclude by using (ii) once more.)

Since $R_{\lambda}[X]$ is WLD and $R_{\lambda}[X] \in M$ by Lemma 4.3(ii), Lemma 5.4 yields

$$
R_{\lambda}[X]=\overline{R_{\lambda}[X] \cap M}+\left(R_{\lambda}^{*}\left[X^{*}\right] \cap M\right)_{\perp} \cap R_{\lambda}[X] .
$$

Obviously $z^{*}$ (and so also $R_{\lambda}^{*}\left(z^{*}\right)$ ) is zero on $R_{\lambda}[X] \cap M$. Further, since $z^{*} \in\left((D \cap M)_{\perp}\right)^{\perp}=\overline{D \cap M^{w^{*}}}$, we get

$$
R_{\lambda}^{*}\left(z^{*}\right) \in{\overline{R_{\lambda}^{*}}[D \cap M]}^{w^{*}}={\overline{R_{\lambda}^{*}\left[X^{*}\right] \cap M}}^{w^{*}},
$$

hence $R_{\lambda}^{*}\left(z^{*}\right)$ is zero on $\left(R_{\lambda}^{*}\left(X^{*}\right) \cap M\right)_{\perp}$. Thus $R_{\lambda}^{*}\left(z^{*}\right)=0$. Since this holds for any $\lambda \in \Lambda_{M}$, we conclude $R_{\lambda_{0}}^{*}\left(z^{*}\right)=0$, i.e. the restriction of $z^{*}$ to $R_{\lambda_{0}}[X]$ is the zero functional.

To complete the proof by contradiction it is enough to show that $z^{*}$ is zero on the kernel of $R_{\lambda_{0}}$ as well. To do that it is sufficient to prove that the kernel of $R_{\lambda_{0}}$ is contained in $(D \cap M)_{\perp}$. Hence fix $x$ in the kernel of $R_{\lambda_{0}}$ and $x^{*} \in D \cap M$. By the definition of $D$ we have

$$
\begin{equation*}
\exists \lambda \in \Lambda: R_{\lambda}^{*}\left(x^{*}\right)=x^{*} . \tag{*}
\end{equation*}
$$

By elementarity we may find such a $\lambda \in \Lambda_{M}$. In particular, then $\lambda \leq \lambda_{0}$. Therefore

$$
x^{*}(x)=R_{\lambda}^{*}\left(x^{*}\right)(x)=R_{\lambda_{0}}^{*}\left(x^{*}\right)(x)=x^{*}\left(R_{\lambda_{0}}(x)\right)=x^{*}(0)=0 .
$$

This completes the proof.
Proof of Theorem 1.4. Let $X$ and $\left(R_{\lambda}\right)_{\lambda \in \Lambda}$ be as in Theorem 1.4. We set $D=\bigcup_{\lambda \in \Lambda} R_{\lambda}^{*}\left[X^{*}\right]$. By Lemma 5.5 and Lemma 5.2 there is a projectional skeleton on $X$ such that the induced subspace of $X^{*}$ contains $D$. Further, it follows easily from the property (iv) that $D$ is weak ${ }^{*}$-countably closed. Finally, [18, Corollary 20] shows that $D$ is in fact equal to the subspace induced by the skeleton.

Now we proceed to the proof of Theorem 1.1. To ensure commutativity of the skeleton we need some more lemmata.

Lemma 5.6. For any suitable elementary model $M$ the following holds:
Let $X$ be a Banach space and $D \subset X^{*}$ a subspace induced by a projectional skeleton in $X$. Suppose that $X \in M$ and $D \in M$. Denote by $P_{M}$ the projection induced by $M$ (i.e., the projection onto $\overline{X \cap M}$ along $\left.(D \cap M)_{\perp}\right)$. Let $Q: X \rightarrow X$ be a bounded linear projection such that $Q \in M$. Then $Q$ commute with $P_{M}$. If $Q[X]$ is moreover separable, then $P_{M} Q=Q P_{M}=Q$.

Proof. Let $\phi_{1}, \ldots, \phi_{N}$ be a subformula-closed list of formulas which contains the formulas from Lemma 4.3, the formulas provided by Lemmata 5.1 and 5.4. Let $Y$ be a countable subset containing the set $Y_{0}$ from Lemma 4.3 and the sets provided by Lemmata 5.1 and 5.4. Fix an arbitrary $M \prec\left(\phi_{1}, \ldots, \phi_{N} ; Y\right)$.

Since $Q \in M$, by Lemma 4.3(ii) we have $Q[X \cap M] \subset X \cap M$, hence $P_{M} Q P_{M}=Q P_{M}$. Further, by Lemma 4.3(xi) we have $Q^{*} \in M$, hence $Q^{*}[D \cap M] \subset D \cap M$ due to Lemma 4.3(ii). Since $\overline{D \cap M}{ }^{w^{*}}$ is the range of $P_{M}^{*}$, we get $P_{M}^{*} Q^{*} P_{M}^{*}=Q^{*} P_{M}^{*}$, hence $P_{M} Q P_{M}=P_{M} Q$. It follows that $Q P_{M}=P_{M} Q$.

Suppose that $Q[X]$ is moreover separable. Since $Q[X] \in M$ by Lemma 4.3(ii), there is a countable dense set $C \subset Q[X]$ such that $C \in M$ (by Lemma 4.3(xii)), hence $C \subset M$ (by Lemma 4.3(v)). It follows that $Q[X] \cap M$ is dense in $Q[X]$, hence $Q[X] \subset \overline{X \cap M}=P_{M}[X]$. Therefore $P_{M} Q=Q$ which completes the proof.

Lemma 5.7. For a suitable elementary model $M$ the following holds: Let $\mathscr{M}$ be a $J B W^{*}$-algebra and $\left(p_{\alpha}\right)_{\alpha \in \Gamma}$ an orthogonal system of $\sigma$-finite projections in $\mathscr{M}$ with sum equal to 1 . Let $\Lambda_{0}$ and $p_{C}, R_{C}, C \in \Lambda_{0}$ be defined as in Proposition 3.9. Set $D=\bigcup_{C \in \Lambda_{0}} R_{C}^{*}[\mathscr{M}]$. For any $C \in \Lambda_{0}$ let $\left(S_{C, j}\right)_{j \in J_{C}}$ be a commutative projectional skeleton in $R_{C}\left[\mathscr{M}_{*}\right]$. Suppose that $M$ contains $\mathscr{M}, \mathscr{M}_{*}, D,\left(p_{\alpha}\right)_{\alpha \in \Gamma},\left(R_{C}\right)_{C \in \Lambda_{0}}$ and $\left(\left(S_{C, j}\right)_{j \in J_{C}}\right)_{C \in \Lambda_{0}}$. Denote by $P_{M}$ the projection induced by $M$. Then the following assertions are fulfilled:
(a) $P_{M}$ commutes with $R_{C}$ for each $C \subset \Gamma \cap M$.
(b) For any $C \in \Lambda_{0} \cap M$ there is $j_{C} \in J_{C}$ such that $P_{M}$ restricted to $R_{C}\left[\mathscr{M}_{*}\right]$ equals $S_{C, j_{C}}$.
(c) Let $C=\Gamma \cap M$. Then $P_{M} R_{C}=R_{C} P_{M}=P_{M}$.

Proof. Let $\phi_{1}, \ldots, \phi_{N}$ be a subformula-closed list of formulas which contains the formulas from Lemma 4.3, the formulas provided by Lemmata 5.1 and 5.4 and the formulas below marked by $(*)$. Let $Y$ be a countable subset containing the set $Y_{0}$ from Lemma 4.3 and the sets provided by Lemmata 5.1 and 5.6. Fix an arbitrary $M \prec\left(\phi_{1}, \ldots, \phi_{N} ; Y\right)$ containing $\mathscr{M}, \mathscr{M}_{*}, D,\left(p_{\alpha}\right)_{\alpha \in \Gamma},\left(R_{C}\right)_{C \in \Lambda_{0}}$ and $\left(\left(S_{C, j}\right)_{j \in J_{C}}\right)_{C \in \Lambda_{0}}$.

Fix any $C \subset \Gamma \cap M$. For any finite subset $F \subset C$ we get $F \in M$ by Lemma 4.3(iii). Then $R_{F} \in M$ by Lemma 4.3(ii). Therefore by Lemma 5.6 we deduce that $R_{F}$ commutes with $P_{M}$. Since $R_{C}$ is the SOT-limit of these projections $R_{F}$, we conclude that $R_{C}$ commutes with $P_{M}$ as well. This completes the proof of the assertion (a).

Let us continue by proving (b). Fix $C \in \Lambda_{0} \cap M$. Then $C$ is a countable subset of $\Gamma$, thus $C \subset \Gamma \cap M$ by Lemma $4.3(\mathrm{v})$. By (a) it follows that $P_{M}$ commutes with $R_{C}$. In particular, $P_{M}$ restricted to $R_{C}\left[\mathscr{M}_{*}\right]$ is a projection on $R_{C}\left[\mathscr{M}_{*}\right]$. Further, since $C \in M$, we get $\left(S_{C, j}\right)_{j \in J_{C}} \in M$, hence also $J_{C} \in M$ (we apply Lemma 4.3(ii) twice).

It follows by Lemma 4.3(xiii) that $J_{C} \cap M$ is a countable up-directed set, denote by $j_{C}$ its supremum. For any $j \in J_{C} \cap M$ we have $P_{M} S_{C, j}=S_{C, j} P_{M}=S_{C, j}$ by Lemma 5.6. Hence, by proceeding to the SOT-limit we get

$$
P_{M} S_{C, j_{C}}=S_{C, j_{C}} P_{M}=S_{C, j_{C}}
$$

To complete the proof of (b) it suffices to observe that the range of $P_{M} R_{C}$ is contained in the range of $S_{C, j_{C}}$. But

$$
P_{M}\left[R_{C}\left[\mathscr{M}_{*}\right]\right]=R_{C}\left[P_{M}\left[\mathscr{M}_{*}\right]\right]=R_{C}\left[\overline{\mathscr{M}_{*} \cap M}\right] \subset \overline{R_{C}\left[\mathscr{M}_{*} \cap M\right]}
$$

and for any $\omega \in \mathscr{M}_{*} \cap M$ we have $R_{C}(\omega) \in R_{C}\left[\mathscr{M}_{*}\right] \cap M$. Since

$$
\begin{equation*}
\exists j \in J_{C}: S_{C, j} \omega=\omega, \tag{*}
\end{equation*}
$$

elementarity yields such a $j \in J_{C} \cap M$. Therefore $S_{C, j_{C}} \omega=\omega$.

Finally, let us prove (c). The first equality follows from (a). To complete the proof it is enough to show that the range of $P_{M}$ is contained in the range of $R_{C}$. Since the range of $P_{M}$ is $\overline{\mathscr{M}_{*} \cap M}$, it suffices to observe that $\mathscr{M}_{*} \cap M \subset R_{C}\left[\mathscr{M}_{*}\right]$. But this can be proved by repeating the argument from the proof of (b).

Proof of Theorem 1.1. We start by proving the theorem for $J B W^{*}$-algebras. To this end we will use Lemma 5.3. Let $\mathscr{M}$ be any $J B W^{*}$-algebra and let $\left(p_{\alpha}\right)_{\alpha \in \Gamma}, \Lambda_{0}$ and $p_{C}, R_{C}, C \in \Lambda_{0}$ be defined as in Proposition 3.9. Set $D=\bigcup_{C \in \Lambda_{0}} R_{C}^{*} \mathscr{M}$. For any $C \in \Lambda_{0}$ let $\left(S_{C, j}\right)_{j \in J_{C}}$ be a commutative projectional skeleton in $R_{C} \mathscr{M}_{*}$.

Let $\phi_{1}, \ldots, \phi_{N}$ be a subformula-closed list of formulas which contains the formulas from Lemma 4.3, the formulas provided by Lemmata 5.1 and 5.4. Let $Y$ be a countable subset containing the set $Y_{0}$ from Lemma 4.3 and the sets provided by Lemmata 5.1 and 5.6 and containing also $\mathscr{M}, \mathscr{M}_{*}, D,\left(p_{\alpha}\right)_{\alpha \in \Gamma}$, $\left(R_{C}\right)_{C \in \Lambda_{0}}$ and $\left(\left(S_{C, j}\right)_{j \in J_{C}}\right)_{C \in \Lambda_{0}}$. Let $M_{1}$ and $M_{2}$ be two elementary models for $\phi_{1}, \ldots, \phi_{N}$ containing $Y$.

Let $C_{1}=M_{1} \cap \Gamma, C_{2}=M_{2} \cap \Gamma$ and $C=C_{1} \cap C_{2}$. Let $C=\left\{\gamma_{n} ; n \in \mathbb{N}\right\}$ and $F_{n}=\left\{\gamma_{1}, \ldots, \gamma_{n}\right\}$. Since $C \subset M_{1} \cap M_{2}$ and $F_{n}$ is finite, we get $F_{n} \in M_{1} \cap M_{2}$ for each $n$ (by Lemma 4.3(iii)). Therefore, by Lemma 5.7 we find $j_{n}, k_{n} \in J_{F_{n}}$ such that

$$
\left.P_{M_{1}}\right|_{R_{F_{n}}\left[\mathscr{M}_{*}\right]}=S_{F_{n}, j_{n}} \quad \text { and }\left.\quad P_{M_{2}}\right|_{R_{F_{n}}\left[\mathscr{M}_{*}\right]}=S_{F_{n}, k_{n}} .
$$

Fix any $\omega \in \mathscr{M}_{*}$. We have

$$
\begin{aligned}
P_{M_{1}} P_{M_{2}} \omega & =\left(P_{M_{1}} R_{C_{1}}\right)\left(P_{M_{2}} R_{C_{2}}\right) \omega=P_{M_{1}} R_{C_{1}} R_{C_{2}} P_{M_{2}} \omega=P_{M_{1}} R_{C} P_{M_{2}} \omega \\
& =P_{M_{1}} P_{M_{2}} R_{C} \omega=\lim _{n} P_{M_{1}} P_{M_{2}} R_{F_{n}} \omega=\lim _{n} P_{M_{1}} S_{F_{n}, k_{n}} R_{F_{n}} \omega \\
& =\lim _{n} S_{F_{n}, j_{n}} S_{F_{n}, k_{n}} R_{F_{n}} \omega .
\end{aligned}
$$

Similarly we get

$$
P_{M_{2}} P_{M_{1}} \omega=\lim _{n} S_{F_{n}, k_{n}} S_{F_{n}, j_{n}} R_{F_{n}} \omega .
$$

Since the projections $S_{F_{n}, k_{n}}$ and $S_{F_{n}, j_{n}}$ commute, we conclude that $P_{M_{1}}$ and $P_{M_{2}}$ commute as well.
If $\mathscr{M}$ is $\sigma$-finite, then $\mathscr{M}_{*}$ is WCG by Proposition 3.7 applied to $p=1$. Next suppose that $\mathscr{M}$ is not $\sigma$-finite. Similarly as in the proof of [4, Theorem 1.1] to show that $\mathscr{M}_{*}$ is not WLD it suffices to prove that it contains an isometric copy of $\ell^{1}(\Gamma)$ for an uncountable set $\Gamma$. Such a set $\Gamma$ will be provided by Proposition 3.9 - it is uncountable due to Lemma 3.5. For any $\alpha \in \Gamma$ let $\omega_{\alpha}$ be a normal state such that $p_{\alpha}=p_{\omega_{\alpha}}$ (it exists due to Lemma 3.4). We claim that the closed linear span of $\left(\omega_{\alpha}\right)_{\alpha \in \Gamma}$ in $\mathscr{M}_{*}$ is isometric to $\ell^{1}(\Gamma)$. To prove the claim fix a finite set $F \subset \Gamma$ and $c_{\alpha} \in \mathbb{C}$ for $\alpha \in F$. For each $\alpha \in F$ fix a complex unit $\theta_{\alpha}$ such that $\theta_{\alpha} c_{\alpha}=\left|c_{\alpha}\right|$. Set $x=\sum_{\alpha \in F} \theta_{\alpha} p_{\alpha}$. Then $x^{*}=\sum_{\alpha \in F} \overline{\theta_{\alpha}} p_{\alpha}$ and hence $x^{*} \circ x=\sum_{\alpha \in F} p_{\alpha}=p_{F}$. Hence,

$$
\begin{aligned}
\left\{x x^{*} x\right\}= & 2\left(x \circ x^{*}\right) \circ x-(x \circ x) \circ x^{*} \\
= & 2\left(\left(\sum_{\alpha \in F} \theta_{\alpha} p_{\alpha}\right) \circ\left(\sum_{\alpha \in F} \overline{\theta_{\alpha}} p_{\alpha}\right)\right) \circ\left(\sum_{\alpha \in F} \theta_{\alpha} p_{\alpha}\right) \\
& \quad-\left(\left(\sum_{\alpha \in F} \theta_{\alpha} p_{\alpha}\right) \circ\left(\sum_{\alpha \in F} \theta_{\alpha} p_{\alpha}\right)\right) \circ\left(\sum_{\alpha \in F} \overline{\theta_{\alpha}} p_{\alpha}\right) \\
= & 2\left(\sum_{\alpha \in F} p_{\alpha}\right) \circ\left(\sum_{\alpha \in F} \theta_{\alpha} p_{\alpha}\right)-\left(\sum_{\alpha \in F} \theta_{\alpha}^{2} p_{\alpha}\right) \circ\left(\sum_{\alpha \in F} \overline{\theta_{\alpha}} p_{\alpha}\right)
\end{aligned}
$$

$$
=2\left(\sum_{\alpha \in F} \theta_{\alpha} p_{\alpha}\right)-\left(\sum_{\alpha \in F} \theta_{\alpha} p_{\alpha}\right)=2 x-x=x .
$$

So, $\|x\|^{3}=\left\|\left\{x x^{*} x\right\}\right\|=\|x\|$, hence $\|x\|=1$ (unless the trivial case $F=\emptyset$ ). Further,

$$
\left\|\sum_{\alpha \in F} c_{\alpha} \omega_{p_{\alpha}}\right\| \geq\left|\sum_{\alpha \in F} c_{\alpha} \omega_{p_{\alpha}}(x)\right|=\sum_{\alpha \in F}\left|c_{\alpha}\right| .
$$

Since the converse inequality is obvious, we conclude that $\left\|\sum_{\alpha \in F} c_{\alpha} \omega_{p_{\alpha}}\right\|=\sum_{\alpha \in F}\left|c_{\alpha}\right|$, which completes the proof.

Finally, let us prove the theorem in case of $J B W$-algebras. Let $\mathscr{A}$ be a $J B W$-algebra. By Lemma 2.1 there is a unique $J B^{*}$-algebra $\mathscr{M}$ such that the $\mathscr{A}$ is isometrically isomorphic to $\mathscr{M}_{\text {sa }}$. By [10, Theorem 3.4] $\mathscr{M}$ is a $J B W^{*}$-algebra. Moreover, $\mathscr{A}_{*}$ is isometric to $\mathscr{M}_{* s a}$ by Lemma 2.2 , hence it is enough to prove the statement for $\mathscr{M}_{* s a}$. Let $\left(p_{\alpha}\right)_{\alpha \in \Gamma}, \Lambda_{0}$ and $p_{C}, R_{C}, C \in \Lambda_{0}$ be defined as in Proposition 3.9. It follows from Lemma 3.1 that the projections $R_{C}$ preserve $\mathscr{M}_{* s a}$. Define by $R_{C}^{s a}$ the restriction of $R_{C}$ to $\mathscr{M}_{* s a}$, considered as a projection on $\mathscr{M}_{* s a}$. Since $R_{C}^{s a}\left[\mathscr{M}_{* s a}\right]$ is a complemented subspace of the WCG space $R_{C}\left[\mathscr{M}_{*}\right]$, it is WCG as well. Hence, we can fix, for each $C \in \Lambda_{0}$, a commutative projectional skeleton $\left(S_{C, j}\right)_{j \in J_{C}}$ in $R_{C}^{s a}\left[\mathscr{M}_{* s a}\right]$. Using an obvious analogue of Lemma 5.7 for $\mathscr{M}_{* s a}$ we can prove that $\mathscr{M}_{* s a}$ satisfies the assumptions of Lemma 5.3 to conclude in the same way as in case of $\mathscr{M}$. The assertions on $\sigma$-finite and non- $\sigma$-finite $J B W$-algebras can be done in the same way as in case of $J B W^{*}$-algebras.
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#### Abstract

We investigate the preduals of JBW* ${ }^{*}$ triples from the point of view of Banach space theory. We show that the algebraic structure of a $\mathrm{JBW}^{*}$-triple $M$ naturally yields a decomposition of its predual $M_{*}$, by showing that $M_{*}$ is a 1 -Plichko space (that is, it admits a countably 1-norming Markushevich basis). In case $M$ is $\sigma$-finite, its predual $M *$ is even weakly compactly generated. These results are a common roof for previous results on $L^{1}$-spaces, preduals of von Neumann algebras, and preduals of JBW**-algebras.


## 1. Introduction

The topic of this paper concerns the interplay between operator algebras, Jordan structures and Banach space theory. The main goal is to prove that the predual of any JBW*-triple satisfies the remarkable Banach space feature called 1-Plichko property (see Theorem 1.1 below). The predual of a JBW ${ }^{*}$-triple can be viewed as a non-commutative and non-associative generalization of an $L^{1}$ space. In general such a space may be highly non-separable. Despite this fact, our result implies

[^4]that the predual of a JBW*-triple admits a nice decomposition into separable subspaces and admits an appropriate Markushevich basis. More precisely, let $X$ be a Banach space. A subspace $D \subset X^{*}$ is said to be a $\Sigma$-subspace of $X^{*}$ if there is a linearly dense set $S \subset X$ such that
$$
D=\left\{\phi \in X^{*}:\{m \in S: \phi(m) \neq 0\} \text { is countable }\right\}
$$

The Banach space $X$ is called ( $r$ - $)$ Plichko if $X^{*}$ admits an $(r$-)norming $\Sigma$-subspace, that is there exists a $\Sigma$-subspace $D$ of $X^{*}$ such that

$$
\|x\| \leq r \sup \{|\phi(x)|: \phi \in D,\|\phi\| \leq 1\} \quad(x \in X)
$$

(compare $[34,37]$ ). We prove that the predual $M_{*}$ of any JBW*-triple $M$ is 1-Plichko by identifying a 1-norming $\Sigma$-subspace of $M=\left(M_{*}\right)^{*}$. Moreover, the $\Sigma$-subspace we find is a canonical one and has an easy algebraic description (see Section 4) and it is even an inner ideal (see Theorem 5.1). This witnesses a close relationship of the algebraic and Banach space structures of JBW*-triples.

The 1-Plichko property of a Banach space $X$ is equivalent to the fact that $X$ has a countably 1-norming Markushevich basis [34, Lemma 4.19]. Another deep result [41, Theorem 27] says that $X$ is a 1-Plichko space if and only if it admits a commutative 1-projectional skeleton. A commutative 1-projectional skeleton is a system $\left(P_{\lambda}\right)_{\lambda \in \Lambda}$ of norm one projections on $X$, where $\Lambda$ is an up-directed set, fulfilling the following conditions:

- $P_{\lambda} X$ is separable for each $\lambda$ and $X=\bigcup_{\lambda \in \Lambda} P_{\lambda} X$.
- $P_{\lambda} P_{\mu}=P_{\lambda}$ whenever $\lambda \leq \mu$.
- $P_{\lambda} P_{\mu}=P_{\mu} P_{\lambda}$ for all $\lambda$ and $\mu$.
- If $\left(\lambda_{n}\right)$ is an increasing net in $\Lambda$, it has a supremum, $\lambda \in \Lambda$, and $P_{\lambda} X=\bigcup_{n} P_{\lambda_{n}} X$.

It easily follows that any 1-Plichko space enjoys the 1 -separable complementation property saying that any separable subspace can be enlarged to a 1-complemented separable subspace. This property was established by U. Haagerup for preduals of von Neumann algebras with the help of results from modular theory of von Neumann algebras (see [26, Theorem IX.1]).

The category of 1-Plichko spaces involves many classes of spaces studied in Banach space theory. Let us recall that $X$ is weakly Lindelöf determined (WLD), if $X^{*}$ is a $\Sigma$-subspace of itself. $X$ is called weakly compactly generated (WCG) if it contains a weakly compact subset whose linear span is dense in $X$. Obviously, every WLD space is 1-Plichko, and it follows from [1, Proposition 2] that every WCG space is WLD. Plichko and 1-Plichko spaces were formally introduced in [34, Section 4.2]. The notion was motivated by a series of papers where A. N. Plichko studied this property under equivalent reformulations (see [48-51]). Although the term 1-Plichko is the most commonly used name for the spaces defined above, they have been also studied under different names. Namely, the class of those Banach spaces which are 1-Plichko is precisely the class termed $\mathcal{V}$ by J . Orihuela [44], which has been also studied by M. Valdivia [56].

It has been proved by the third author of this note in [37] that many important spaces have 1-Plichko property, for example $L^{1}$ spaces for non-negative $\sigma$-finite measures, order-continuous Banach lattices, and $C(K)$-spaces for abelian compact groups $K$. Moreover, the paper [37] contains the first result on non-commutative $L^{1}$ spaces showing that the predual of a semi-finite von Neumann algebra is 1-Plichko. Motivated by the latter, the first three authors of this paper prove in [4] that the predual of any von Neumann algebra is 1-Plichko. Moreover, they showed that the canonical 1-norming $\Sigma$-subspace is the two-sided ideal of all elements whose range projection is $\sigma$-finite. A generalization to $\mathrm{JBW}^{*}$-algebras appeared to be non-trivial. In [5] the same authors
showed that the predual of any $\mathrm{JBW}^{*}$-algebra is 1-Plichko. The proof was quite different from that given in the setting of von Neumann algebras. The proof in the Jordan case was based on constructing a special projection skeleton with the help of the set theoretical tool of elementary submodels. Obviously, the question whether, as in the case of von Neumann algebra preduals [4], the result can be obtained without any use of submodels theory is a gap which is not fulfilled by the results in [5].

In the present paper, we prove a further generalization of the above mentioned results by showing that all JBW*-triple preduals are 1-Plichko spaces. Our main result reads as follows.

Theorem 1.1. The predual $M_{*}$ of a JBW*-triple $M$ is a 1-Plichko space. Moreover, $M_{*}$ is $W L D$ if and only if $M$ is $\sigma$-finite. In this case, $M_{*}$ WCG.

The approach in this paper resembles more the one of [4] than the one of [5]. One reason for this has already been mentioned, in the present paper the proofs and arguments do not make use of the set theoretic tool of submodels. Moreover, the theory of JBW*-triples allows to connect the description of the $\Sigma$-subspace obtained in [4] and to obtain a similar and satisfactory description for $\mathrm{JBW}^{*}$-triples (and hence also for JBW*-algebras), see Theorem 5.1. The key result for this approach is Proposition 4.3.

The relevant notions related to JBW**-triples are gathered in Section 2. Theorem 1.1-in fact a more precise version of Theorem 1.1-follows from Theorems 3.1 and 4.1 proved below.

Since the second dual of a $\mathrm{JB}^{*}$-triple is a JBW*-triple (see [10, Corollary 3.3.5]), the next result is a straightforward consequence of Theorem 1.1.

## Corollary 1.2. The dual space of a JB*-triple is a 1-Plichko space.

We recall that a Banach space $X$ has the $(r$-)separable complementation property if any separable subspace of $X$ is contained in an $(r$-)complemented separable subspace of $X$ (compare [26, page 92 ]). Since 1 -Plichko spaces enjoy the 1 -separable complementation property (which follows immediately from the characterization using a projectional skeleton formulated above), we also get the following result.

Corollary 1.3. Preduals of JBW*-triples have the 1-separable complementation property.
The above corollary is an extension of a result of U. Haagerup, who showed that the same statement holds for von Neumann algebra preduals (with different methods, see [26, Theorem IX.1]).

## 2. Notation and preliminaries

In this section, we recall basic notions and results on JBW*-triples and Plichko spaces. We also include some auxiliary results needed to prove our main results. For unexplained notation from Banach space theory, we refer to [21]. The symbols $\mathcal{B}_{X}$ and $X^{*}$ will denote the closed unit ball and the dual of a Banach space $X$, respectively.

### 2.1. Elements of JBW*-triples

W. Kaup [39] obtains an analytic-algebraic characterization of bounded symmetric domains in terms of the so-called JB*-triples, by showing that every bounded symmetric domain in a complex Banach space is biholomorphically equivalent to the open unit ball of a JB*-triple. Thanks to this result, $\mathrm{JB}^{*}$-triples offer a natural bridge to connect the infinite-dimensional holomorphy with
functional analysis. We recall that a $\mathrm{JB}^{*}$-triple is a complex Banach space $E$ equipped with a continuous ternary product $\{., \ldots$,$\} , which is symmetric and bilinear in the outer variables and$ conjugate-linear in the middle one, satisfying the following properties:

- $\{x, y,\{a, b, c\}\}=\{\{x, y, a\}, b, c\}-\{a,\{y, x, b\}, c\}+\{a, b,\{x, y, c\}\}$ for all $a, b, c, x, y \in E$ (Jordan identity),
- the operator $x \mapsto\{a, a, x\}$ is a Hermitian operator with non-negative spectrum for each $a \in E$,
- $\|\{a, a, a\}\|=\|a\|^{3}$ for $a \in E$.

We recall that an operator $T \in B(E)$ is Hermitian if and only if $\|\exp (i r T)\|=1$ for each $r \in \mathbb{R}$. For $a, b \in E$ we define a (linear) operator $L(a, b)$ on $E$ by $L(a, b)(x)=\{a, b, x\}, x \in E$, and a conjugate-linear operator $Q(a, b)$ by $Q(a, b)(x)=\{a, x, b\}$. Given $a \in E$, the symbol $Q(a)$ will denote the operator on $E$ defined by $Q(a)=Q(a, a)$.

Every $\mathrm{C}^{*}$-algebra is a $\mathrm{JB}^{*}$-triple with respect to the triple product given by $\{x, y, z\}=$ $\frac{1}{2}\left(x y^{*} z+z y^{*} x\right)$. The same triple product equips the space $B(H, K)$, of all bounded linear operators between complex Hilbert spaces $H$ and $K$, with a structure of $\mathrm{JB}^{*}$-triple. Among the examples involving Jordan algebras, we can say that every JB*-algebra is a JB*-triple under the triple product $\{x, y, z\}=\left(x \circ y^{*}\right) \circ z+\left(z \circ y^{*}\right) \circ x-(x \circ z) \circ y^{*}$.

An element $e$ in a $\mathrm{JB}^{*}$-triple $E$ is said to be a tripotent if $e=\{e, e, e\}$. If $E$ is a von Neumann algebra viewed as a JBW*-triple, then any projection is clearly a tripotent; in fact, an element of a von Neumann algebra is a tripotent if and only if it is a partial isometry.

For each tripotent $e \in E$, the mappings $P_{i}(e): E \rightarrow E(i=0,1,2)$ defined by

$$
\begin{aligned}
P_{2}(e)= & L(e, e)\left(2 L(e, e)-i d_{E}\right), \quad P_{1}(e)=4 L(e, e)\left(i d_{E}-L(e, e)\right) \\
& \text { and } \quad P_{0}(e)=\left(i d_{E}-L(e, e)\right)\left(i d_{E}-2 L(e, e)\right)
\end{aligned}
$$

are contractive linear projections (see [23, Corollary 1.2]), called the Peirce projections associated with $e$. It is known (cf. [10, p. 32]) that $P_{2}(e)=Q(e)^{2}, P_{1}(e)=2\left(L(e, e)-Q(e)^{2}\right)$, and $P_{0}(e)=i d_{E}-2 L(e, e)+Q(e)^{2}$. In case $E$ is a von Neumann algebra, $e \in E$ a partial isometry, $q=e^{*} e$ the initial projection and $p=e e^{*}$ the final projection, we get

$$
P_{2}(e) x=p x q, \quad P_{1}(e) x=p x(1-q)+(1-p) x q \quad \text { and } \quad P_{0}(e) x=(1-p) x(1-q) .
$$

If $e$ is even a symmetric element (that is, $e^{*}=e$ ) in the von Neumann algebra then we have $p=q$.

The range of $P_{i}(e)$ is the eigenspace, $E_{i}(e)$, of $L(e, e)$ corresponding to the eigenvalue $\frac{i}{2}$, and

$$
E=E_{2}(e) \oplus E_{1}(e) \oplus E_{0}(e)
$$

is termed the Peirce decomposition of $E$ relative to $e$. Clearly, $e \in E_{2}(e)$ and $P_{k}(e)(e)=0$ for $k=0,1$. The following multiplication rules (known as Peirce rules or Peirce arithmetic) are satisfied:

$$
\begin{gather*}
\left\{E_{2}(e), E_{0}(e), E\right\}=\left\{E_{0}(e), E_{2}(e), E\right\}=\{0\},  \tag{2.1}\\
\left\{E_{i}(e), E_{j}(e), E_{k}(e)\right\} \subseteq E_{i-j+k}(e), \tag{2.2}
\end{gather*}
$$

where $E_{i-j+k}(e)=\{0\}$ whenever $i-j+k \notin\{0,1,2\}$ ([23] or [10, Theorem 1.2.44]). A tripotent $e$ is called complete if $E_{0}(e)=\{0\}$. The complete tripotents of a $\mathrm{JB}^{*}$-triple $E$ are precisely the complex and the real extreme points of its closed unit ball (cf. [6, Lemma 4.1] and [38, Proposition 3.5] or [10, Theorem 3.2.3]). Therefore every JBW*-triple contains an abundant collection of complete tripotents. If $E=E_{2}(e)$, or equivalently, if $\{e, e, x\}=x$ for all $x \in E$, we say that $e$ is unitary.

For each tripotent $e$ in a $\mathrm{JB}^{*}$-triple, $E$, the Peirce-2 subspace $E_{2}(e)$ is a unital $\mathrm{JB}^{*}$-algebra with unit $e$, product $a \circ_{e} b:=\{a, e, b\}$ and involution $a^{* e}:=\{e, a, e\}$ (cf. [10, Section 1.2 and Remark 3.2.2]). As we noticed above, every $\mathrm{JB}^{*}$-algebra is a $\mathrm{JB}^{*}$-triple with respect to the product

$$
\{a, b, c\}=\left(a \circ b^{*}\right) \circ c+\left(c \circ b^{*}\right) \circ a-(a \circ c) \circ b^{*}
$$

Kaup's Banach-Stone theorem (see [39, Proposition 5.5]) assures that a surjective operator between $\mathrm{JB}^{*}$-triples is an isometry if and only if it is a triple isomorphism. Consequently, the triple product on $E_{2}(e)$ is uniquely determined by the expression

$$
\begin{equation*}
\{a, b, c\}=\left(a \circ_{e} b^{* e}\right) \circ_{e} c+\left(c \circ_{e} b^{* e}\right) \circ_{e} a-\left(a \circ_{e} c\right) \circ b^{* e} \tag{2.3}
\end{equation*}
$$

for every $a, b, c \in E_{2}(e)$. Therefore, unital $\mathrm{JB}^{*}$-algebras are in one-to-one correspondence with $\mathrm{JB}^{*}$-triples admitting a unitary element (see also [9, 4.1.55]).

A JBW*-triple is a $\mathrm{JB}^{*}$-triple which is also a dual Banach space. Examples of $\mathrm{JBW}^{*}$-triples include von Neumann algebras and $\mathrm{JBW}^{*}$-algebras. Every $\mathrm{JBW}^{*}$-triple admits a unique isometric predual and its triple product is separately weak*-to-weak*-continuous ( $[\mathbf{3 , 2 9 ]}$, [10, Theorem 3.3.9]). Consequently, the Peirce projections associated with a tripotent in a JBW*-triple are weak*-toweak ${ }^{*}$-continuous. Therefore, for each tripotent $e$ in a JBW ${ }^{*}$-triple $M$, the Peirce subspace $M_{2}(e)$ is a $\mathrm{JBW}^{*}$-algebra. Unlike general $\mathrm{JB}^{*}$-triples, $\mathrm{JBW}^{*}$-triples admit a rather concrete representation which we recall in Section 2.4 below as it is the essential tool for proving our results.

Let $a, b$ be elements in a JB*-triple $E$. Following standard terminology, we shall say that $a$ and $b$ are algebraically orthogonal or simply orthogonal (written $a \perp b$ ) if $L(a, b)=0$. If we consider a $\mathrm{C}^{*}$-algebra $A$ as a JB*-triple, then two elements $a, b \in A$ are orthogonal in the $\mathrm{C}^{*}$-sense (that is, $a b^{*}=b^{*} a=0$ ) if and only if they are orthogonal in the triple sense. Orthogonality is a symmetric relation. By Peirce arithmetic it is immediate that all elements in $E_{2}(e)$ are orthogonal to all elements in $E_{0}(e)$, in particular, two tripotents $u, v \in E$ are orthogonal if and only if $u \in E_{0}(v)$ (and, by symmetry, if and only if $v \in E_{0}(u)$ ). We refer to [8, Lemma 1] for other useful characterizations of orthogonality and additional details not explained here.

The order in the partially ordered set of all tripotents in a $\mathrm{JB}^{*}$-triple $E$ is defined as follows: Given two tripotents $e, u \in E$, we say that $e \leq u$ if $u-e$ is a tripotent which is orthogonal to $e$.

Lemma 2.1. ([10, 23, Corollary 1.7, Proposition 1.2.43]). Let u, e be two tripotents in a JB*-triple $E$. The following assertions are equivalent.
(1) $e \leq u$.
(2) $P_{2}(e)(u)=e$.
(3) $\{u, e, u\}=e$.
(4) $\{e, u, e\}=e$.
(5) $e$ is a projection (that is, a self-adjoint idempotent) in the $\mathrm{JB}^{*}$-algebra $E_{2}(u)$.

For each norm-one functional $\varphi$ in the predual $M_{*}$, of a $\mathrm{JBW}^{*}$-triple $M$, there exists a unique tripotent $e \in M$ satisfying $\varphi=\varphi P_{2}(e)$ and $\left.\varphi\right|_{M_{2}(e)}$ is a faithful normal state of the JBW* ${ }^{*}$-algebra $M_{2}(e)$ (see [23, Proposition 2]). This unique tripotent $e$ is called the support tripotent of $\varphi$, and will be denoted by $e(\varphi)$. It is explicitly shown in [23] that

$$
\begin{equation*}
\text { if } u \text { is a tripotent in } M \text { with } 1=\|\varphi\|=\varphi(u), \text { then } u \geq e(\varphi) . \tag{2.4}
\end{equation*}
$$

We recall that a subspace $I$ of a $\mathrm{JB}^{*}$-triple $E$ is called an inner ideal, provided $\{I, E, I\} \subseteq I$ (that is, provided $\{a, b, c\} \in I$ whenever $a, c \in I$ and $b \in E$, see [16]). Clearly, an inner ideal is a subtriple. Note that if $e$ is a tripotent of a JBW*-triple $M$, then $M_{2}(e)$ is a weak*-closed inner ideal of $M$ (compare the previous Peirce arithmetic). In a von Neumann algebra $W$ (regarded as JBW*-triple) left and right ideals and sets of the form $a W b$ (with fixed $a, b \in W$ ) are inner ideals, whereas weak*-closed inner ideals are of the form $p W q$ with projections $p, q \in W$ [15, Theorem 3.16].

Given an element $x$ in a $\mathrm{JB}^{*}$-triple $E$, the symbol $E_{x}$ will denote the norm-closed subtriple of $E$ generated by $x$, that is, the closed subspace generated by all odd powers $x^{[2 n+1]}$, where $x^{[1]}=x$, $x^{[3]}=\{x, x, x\}$, and $x^{[2 n+1]}=\left\{x, x, x^{[2 n-1]}\right\}(n \geq 2)$ (compare, for example, [42, Section 3.3] or [10, Lemma 1.2.10]). It is known that there exists an isometric triple isomorphism $\Psi: E_{x} \rightarrow C_{0}(L)$ satisfying $\Psi(x)(t)=t$, for all $t$ in $L$ (compare [39, 1.15]), where $C_{0}(L)$ is the abelian $C^{*}$-algebra of all complex-valued continuous functions on $L$ vanishing at $0, L$ being a locally compact subset of $(0,\|x\|]$ satisfying that $L \cup\{0\}$ is compact. Thus, for any continuous function $f: L \cup\{0\} \rightarrow \mathbb{C}$ vanishing at 0 , it is possible to give the usual meaning in the sense of functional calculus to $f(x) \in E_{x}$, via $f(x)=\Psi^{-1}(f)$.

For each norm-one element $x$ in a JBW*-triple $M, r(x)$ will denote its range tripotent. We succinctly describe its definition. (More details are given for example in [46, Section 2.2] or in [14, comments before Lemma 3.1] or [8, Section 2]). For $x \in M$ with $\|x\|=1$, the functions $t \rightarrow t^{\frac{1}{2 n-1}}$ give rise to an increasing sequence $\left(x^{\left[\frac{1}{2 n-1}\right]}\right)$ which weak*-converges to $r(x)$ in $M$. The tripotent $r(x)$ is the smallest tripotent $e \in M$ satisfying that $x$ is a positive element in the $\mathrm{JBW}^{*}$-algebra $M_{2}(e)$ (see, for example, [14, comments before Lemma 3.1] or [8, Section 2]). The inequality $x \leq r(x)$ holds in $M_{2}(r(x))$ for every norm-one element $x \in E$. For a non-zero element $z \in M$, the range tripotent of $z, r(z)$, is precisely the range tripotent of $\frac{z}{\|z\|}$, and we set $r(0)=0$.

Let $M$ be a JBW*-triple. We recall that a tripotent $u$ in $M$ is said to be $\sigma$-finite if $u$ does not majorize an uncountable orthogonal subset of tripotents in $M$. Equivalently, $u$ is a $\sigma$-finite tripotent in $M$ if and only if there exists an element $\varphi$ in $M_{*}$ whose support tripotent $e(\varphi)$ coincides with $u$ (cf. [17, Theorem 3.2]). Following standard notation, we shall say that $M$ is $\sigma$-finite if every tripotent in $M$ is $\sigma$-finite, equivalently, every orthogonal subset of tripotents in $M$ is countable (cf. [17, Proposition 3.1]). It is also known that the sum of an orthogonal countable family of mutually orthogonal $\sigma$-finite tripotents in $M$ is again a $\sigma$-finite tripotent (see [17, Theorem 3.4(i)]). It is further proved in [17, Theorem 3.4(ii)] that every tripotent in $M$ is the supremum of a set of mutually orthogonal $\sigma$-finite tripotents in $M$.

When a von Neumann algebra $W$ is regarded as a JBW*-triple, a projection $p$ is $\sigma$-finite in the triple sense if and only if it is $\sigma$-finite or countably decomposable in the usual sense employed for von Neumann algebras (compare [53, Definition 2.1.8] or [55, Definition II.3.18]).

We will need the following properties of $\sigma$-finite tripotents which have been borrowed from [17].

Lemma 2.2. ([17]). Let $M$ be a JBW*-triple and let e be a tripotent of $M$. Then the following hold:
(i) $M_{2}(e)$ is a $\mathrm{JBW}^{*}$-subtriple of $M$ and any tripotent $p \in M_{2}(e)$ is $\sigma$-finite in $M_{2}(e)$ if and only if it is $\sigma$-finite in $M$.
(ii) $e$ is $\sigma$-finite if and only if $M_{2}(e)$ is $\sigma$-finite.


Proof. Since $M_{2}(e)$ is a weak*-closed subtriple of $M$, assertion (i) follows from [17, Lemma 3.6 (ii)]. Assertion (ii) follows from (i), [17, Theorem 4.4(viii)-(ix)] and the fact that $e$ is a complete tripotent in $M_{2}(e)$. Finally, assertion (iii) follows immediately from (i) and (ii).

For non-explained notions concerning $\mathrm{JB}^{*}$-algebras and $\mathrm{JB}^{*}$-triples, we refer to the monographs $[9,10]$.

### 2.2. Contractive and bicontractive projections

One of the main properties enjoyed by any member $E$ in the class of $\mathrm{JB}^{*}$-triples states that the image of a contractive projection $P: E \rightarrow E$ (where contractive means $\|P\| \leq 1$ ) is again a JB*-triple with triple product $\{x, y, z\}_{P}:=P(\{x, y, z\})$ for $x, y, z$ in $P(E)$ and

$$
\begin{equation*}
P\{a, x, b\}=P\{a, P(x), b\}, \quad a, b \in P(E), x \in E \tag{2.5}
\end{equation*}
$$

(see $[\mathbf{2 4}, \mathbf{3 5}, \mathbf{4 9}]$ ). It is further known that under these conditions $P(E)$ need not be, in general, a $\mathrm{JB}^{*}$-subtriple of $E$ (compare [22, Example 1] or [40, Example 3]). But note that if $P(E)$ is known to be a subtriple, then $\{\cdot, \cdot \cdot\}_{P}$ coincides with the original triple product of $E$ because in $\mathrm{JB}^{*}$-triples norm and triple product determine each other (see e.g. [10, Theorem 3.1.7, 3.1.20]). Fortunately, more can be said about the $\mathrm{JB}^{*}$-triple structure of $P(E)$. It is known that $P(E)$ is isometrically isomorphic to a $\mathrm{JB}^{*}$-subtriple of $E^{* *}$ (see [25, Theorem 2]).

If $P: E \rightarrow E$ is even a bicontractive projection (where bicontractive means $\|P\| \leq 1$ and $\|I-P\| \leq 1$-by $I_{V}$ or simply $I$ we denote the identity on a vector space $V$ ) on a JB*-triple, it satisfies a stronger property. Namely, $P(E)$ is then a $\mathrm{JB}^{*}$-subtriple of $E$, in particular (2.5) can be improved because the identities

$$
\begin{equation*}
P\{a, b, x\}=\{a, b, P(x)\} \quad \text { and } \quad P\{a, x, b\}=\{a, P(x), b\} \tag{2.6}
\end{equation*}
$$

hold for $a, b \in P(E), x \in E$ (cf. [25, Section 3]). It is further known that when $P$ is bicontractive, there exists a surjective linear isometry (that is, a triple automorphism) $\Theta$ on $E$ of period 2 such that $P=\frac{1}{2}(I+\Theta)$ (see [25, Theorem 4]). Since, by another interesting property of JBW*-triples, every surjective linear isometry on a JBW*-triple is weak*-to-weak*-continuous (see [29, Proof of Theorem 3.2]) we have, as a consequence, that a bicontractive projection $P$ on a JBW ${ }^{*}$-triple is weak*-to-weak*-continuous.

### 2.3. Von Neumann tensor products

We recall now some basic facts on von Neumann tensor products of von Neumann algebras. The theory has been essentially borrowed from [55, Chapter IV], and we refer to the latter monograph for additional results not commented here. Let $A \subset B(H)$ and $W \subset B(K)$ be von Neumann
algebras. The algebraic tensor product $A \otimes W$ is canonically embedded into $B(H \otimes K)$, where $H \otimes K$ is the Hilbertian tensor product of $H$ and $K$ (see [55, Definition IV.1.2]). The von Neumann algebra generated by the algebraic tensor product $A \otimes W$ is denoted $A \bar{\otimes} W$, and is called the von Neumann tensor product of $A$ and $W$. Note that $A \bar{\otimes} W$ is the weak* closure of $A \otimes W$ in $B(H \otimes K)$ (see [55, Section IV.5]).

If $A$ is commutative, then the predual of $A \bar{\otimes} W$ is canonically identified with the projective tensor product of preduals, that is

$$
\begin{equation*}
(A \bar{\otimes} W)_{*}=A_{*} \widehat{\otimes}_{\pi} W_{*} . \tag{2.7}
\end{equation*}
$$

This follows from [55, Theorem IV.7.17] (or rather [55, Section IV.7]). Furthermore, the special case of a separable $W_{*}$ is treated in [53, Theorem 1.22.13], while there is another approach via results on operator spaces: Results due to E. G. Effros and Z. J. Ruan show that equality (2.7) holds for any von Neumann algebra $W$, when the projective tensor product on the right-hand side is in the category of operator spaces ([18, Theorem 7.2.4], [19]). But if $A$ is commutative, it carries the minimal operator-space structure by [18, Proposition 3.3.1], and hence the predual $A_{*}$ carries the maximal structure by $[\mathbf{1 8},(3.3 .13)$ or $(3.3 .15)$ on p .51$]$, and hence by $[\mathbf{1 8},(8.2 .4)$ on p .146$]$ the projective tensor product in the category of operator spaces coincides with the projective tensor product in the Banach space sense.

Lemma 2.3. Let $A$ and $W$ be von Neumann algebras with A commutative. Suppose $P: W \rightarrow W$ is a weak*-to-weak*-continuous contractive projection. Then the following holds:
(i) $P(W)$ is a $\mathrm{JBW}^{*}$-triple with triple product $\{x, y, z\}_{P}:=P(\{x, y, z\})$ for $x, y, z$ in $P(W)$.
(ii) $A \bar{\otimes} P(W)$, the weak*-closure of the algebraic tensor product $A \otimes P(W)$ in $A \bar{\otimes} W$, is the range of $a$ weak $^{*}$-to-weak*-continuous contractive projection $Q$ on $A \bar{\otimes} W$.
(iii) $A \bar{\otimes} P(W)$ is a $\mathrm{JBW}^{*}$-triple with triple product $\{x, y, z\}_{Q}:=Q(\{x, y, z\})$ for $x, y, z$ in $A \bar{\otimes} P(W)$. Moreover,

$$
(A \bar{\otimes} P(W))_{*}=A_{*} \widehat{\otimes}_{\pi}(P(W))_{*}=A_{*} \widehat{\otimes}_{\pi} P^{*}\left(W_{*}\right)
$$

Proof. We know from Section 2.2 that statement (i) is satisfied.
Since $P$ is weak*-to-weak* continuous, it is the dual map of a map $P_{*}: W_{*} \rightarrow W_{*}$. It is clear that $P_{*}$ is a contractive projection on $W_{*}$. It follows from basic tensor product properties (cf. [11, 3.2] or [52, Proposition 2.3]) that $I \otimes P_{*}$ is a contractive projection on $A_{*} \widehat{\otimes}_{\pi} W_{*}$. Moreover, by [11, 3.8] or [52, Proposition 2.5] the norm on its range (which is the norm-closure of the algebraic tensor product $\left.A_{*} \otimes P_{*}\left(W_{*}\right)\right)$ is the projective norm coming from $A_{*} \widehat{\otimes}_{\pi} P_{*}\left(W_{*}\right)$.

Further, it is clear that the dual mapping $Q=\left(I \otimes P_{*}\right)^{*}$ is a weak*-to-weak*-continuous contractive projection on $\left(A_{*} \widehat{\otimes}_{\pi} W_{*}\right)^{*}=A \bar{\otimes} W$. Using the results commented in Section 2.2 we know that its range is a $\mathrm{JBW}^{*}$-triple with the triple product defined in (iii). Since the range of $Q$ is canonically identified with the dual of $A_{*} \widehat{\otimes}_{\pi} P_{*}\left(W_{*}\right)$, to complete the proof of (ii) and (iii) it is enough to show that the range of $\left(I \otimes P_{*}\right)^{*}$ is $A \bar{\otimes} P(W)$.

To show the desired equality we observe that the restriction of $\left(I \otimes P_{*}\right)^{*}$ to the algebraic tensor product $A \otimes W$ coincides with $I \otimes P$. Therefore the range of $\left(I \otimes P_{*}\right)^{*}$ contains $A \otimes P(W)$ and hence also its weak* closure $A \bar{\otimes} P(W)$. Conversely, since the unit ball $\mathcal{B}_{A \otimes W}$ is weak*-dense in
$\mathcal{B}_{A \overline{ }( }$ (for example by the Kaplansky density theorem), and $\left(I \otimes P_{*}\right)^{*}$ is weak*-to-weak*-continuous, $\mathcal{B}_{A \otimes W}$ is weak ${ }^{*}$ dense in the unit ball of the range of $\left(I \otimes P_{*}\right)^{*}$ as well. This completes the proof.

Lemma 2.4. Let $A$ and $W$ be von Neumann algebras with A commutative. Suppose $P: W \rightarrow W$ is a bicontractive projection. Then the following holds:
(i) $P(W)$ is a $\mathrm{JBW}^{*}$-subtriple of $W$.
(ii) $A \bar{\otimes} P(W)$, the weak*-closure of the algebraic tensor product $A \otimes P(W)$ in $A \bar{\otimes} W$, is the range of a bicontractive projection on $A \bar{\otimes} W$.
(iii) $A \bar{\otimes} P(W)$ is a $\mathrm{JBW}^{*}$-subtriple of $A \bar{\otimes} W$ and, moreover,

$$
(A \bar{\otimes} P(W))_{*}=A_{*} \widehat{\otimes}_{\pi}(P(W))_{*}=A_{*} \widehat{\otimes}_{\pi} P^{*}\left(W_{*}\right) .
$$

Proof. By Section 2.2, we know that $P(W)$ is a JB*-subtriple of $W$ and that $P$ is weak*-to-weak*-continuous. Hence we can apply Lemma 2.3. Moreover, since $P$ is even bicontractive, we get that $P_{*}$ is bicontractive, and hence $I \otimes P_{*}$ and $Q=\left(I \otimes P_{*}\right)^{*}$ are bicontractive too. Finally, since $Q$ is bicontractive, by Section 2.2 we get that $A \bar{\otimes} P(W)$ is a JBW*-subtriple of $A \bar{\otimes} W$.

### 2.4. Structure theory

In this subsection, we recall an important structure result, due to G. Horn [30] and G. Horn and E. Neher [31], which allows us to represent every JBW*-triple in a concrete way. These results will be the main tool for proving that JBW*-triple preduals are 1-Plichko spaces.

We begin by recalling the definition of Cartan factors. There are six types of them (compare [10, Example 2.5.31]):

Type 1: A Cartan factor of type 1 coincides with a Banach space $B(H, K)$, of all bounded linear operators between two complex Hilbert spaces $H$ and $K$, where the triple product is defined by $\{x, y, z\}=2^{-1}\left(x y^{*} z+z y^{*} x\right)$. If $\operatorname{dim} H=\operatorname{dim} K$, then we can suppose $H=K$ and we get the von-Neumann algebra $B(H)$. If $\operatorname{dim} K<\operatorname{dim} H$, we may suppose that $K$ is a closed subspace of $H$ and then $B(H, K)$ is a $\mathrm{JB}^{*}$-subtriple of $B(H)$. Moreover, if $p$ is the orthogonal projection of $H$ onto $K$, then $x \mapsto p x$ is a bicontractive projection of $B(H)$ onto $B(H, K)$. If $\operatorname{dim} K>\operatorname{dim} H$, we may suppose that $H$ is a closed subspace of $K, p$ the orthogonal projection of $K$ onto $H$ and then $x \mapsto x p$ is a bicontractive projection of $B(K)$ onto $B(H, K)$.

Types 2 and 3: Cartan factors of types 2 and 3 are the subtriples of $B(H)$ defined by $C_{2}=\left\{x \in B(H): x=-j x^{*} j\right\}$ and $C_{3}=\left\{x \in B(H): x=j x^{*} j\right\}$, respectively, where $j$ is a conjugation (that is, a conjugate-linear isometry of period 2 ) on $H$. If $j$ is a conjugation on $H$, then there is an orthonormal basis $\left(e_{\gamma}\right)_{\gamma \in \Gamma}$ such that $j\left(\sum_{\gamma \in \Gamma} c_{\gamma} e_{\gamma}\right)=\sum_{\gamma \in \Gamma} \overline{c_{\gamma}} e_{\gamma}$. Each $x \in B(H)$ can be represented by a 'matrix' $\left(x_{\gamma \delta}\right)_{\gamma, \delta \in \Gamma}$. It is easy to check that the representing matrix of $j x^{*} j$ is the transpose of the representing matrix of $x$. Hence, $C_{2}$ consists of operators with antisymmetric representing matrix and $C_{3}$ of operators with symmetric ones. Therefore, $P(x)=\frac{1}{2}\left(x^{t}+x\right)$ (where $x^{t}=j x^{*} j$ is the transpose of $x$ with respect to the basis chosen above) is a bicontractive projection on $B(H)$ such that $C_{3}$ is the range of $P$, and $C_{2}$ is the range of $I-P$.

Type 4: A Cartan factor of type 4 (denoted by $C_{4}$ ) is a complex spin factor, that is, a complex Hilbert space (with inner product $\langle.,$,$\rangle ) provided with a conjugation x \mapsto \bar{x}$, triple product

$$
\{x, y, z\}=\langle x, y\rangle z+\langle z, y\rangle x-\langle x, \bar{z}\rangle \bar{y},
$$

and norm given by $\|x\|^{2}=\langle x, x\rangle+\sqrt{\langle x, x\rangle^{2}-|\langle x, \bar{x}\rangle|^{2}}$. We point out that $C_{4}$ is isomorphic to a Hilbert space and hence, in particular, reflexive.

Types 5 and 6: All we need to know about Cartan factors of types 5 and 6 (also called exceptional Cartan factors) is that they are all finite dimensional.

Although H. Hanche-Olsen showed in [27, Section 5] that the standard method to define tensor products of JC-algebras (and JW*-triples) is, in general, hopeless, von Neumann tensor products can be applied in the representation theory of JBW*-triples. Let $A$ be a commutative von Neumann algebra and let $C$ be a Cartan factor which can be realized as a $\mathrm{JW}^{*}$-subtriple of some $B(H)$. As before, the symbol $A \bar{\otimes} C$ will denote the weak*-closure of the algebraic tensor product $A \otimes C$ in the usual von Neumann tensor product $A \bar{\otimes} B(H)$ of $A$ and $B(H)$. This applies to Cartan factors of types $1-4$ (this is obvious for Cartan factors of types $1-3$, the case of type 4 Cartan factors follows from [28, Theorem 6.2.3]).

The above construction does not cover Cartan factors of types 5 and 6 . When $C$ is an exceptional Cartan factor, $A \bar{\otimes} C$ will denote the injective tensor product of $A$ and $C$, which can be identified with the space $C(\Omega, C)$, of all continuous functions on $\Omega$ with values in $C$ endowed with the pointwise operations and the supremum norm, where $\Omega$ denotes the spectrum of $A$ (cf. [52, p. 49]). We observe that if $C$ is a finite dimensional Cartan factor which can be realized as a JW*-subtriple of some $B(H)$ both definitions above give the same object (cf. [55, Theorem IV.4.14]).

The structure theory settled by G. Horn and E. Neher [30, 31, (1.7)] proves that every JBW*-triple $M$ writes (uniquely up to triple isomorphisms) in the form

$$
\begin{equation*}
M=\left(\bigoplus_{j \in \mathcal{J}} A_{j} \bar{\otimes} C_{j}\right)_{\ell_{\infty}} \oplus_{\ell_{\infty}} H(W, \alpha) \oplus_{\ell_{\infty}} p V \tag{2.8}
\end{equation*}
$$

where each $A_{j}$ is a commutative von Neumann algebra, each $C_{j}$ is a Cartan factor, $W$ and $V$ are continuous von Neumann algebras, $p$ is a projection in $V, \alpha$ is a linear involution on $W$ commuting with *, that is, a linear ${ }^{*}$-antiautomorphism of period 2 on $W$, and $H(W, \alpha)=\{x \in W: \alpha(x)=x\}$.

### 2.5. Some facts on Plichko spaces

The following lemma sums up several basic properties of $\Sigma$-subspaces.
Lemma 2.5. Let $X$ be a Banach space and $D \subset X^{*}$ a $\Sigma$-subspace. Then the following hold:
(i) $D$ is weak*-countably closed. That is, $\bar{C}^{w^{*}} \subset D$ whenever $C \subset D$ is countable. In particular, $D$ is weak*-sequentially closed and norm-closed.
(ii) Bounded subsets of $D$ are weak*-Fréchet-Urysohn. That is, given $A \subset D$ bounded and $x^{*} \in D$ such that $x^{*} \in \bar{A}^{w^{*}}$, then there is a sequence $\left(x_{n}^{*}\right)$ in $A$ weak*-converging to $x^{*}$.
(iii) Let $D^{\prime} \subset X^{*}$ be any other subspace satisfying (i) and (ii). If $D \cap D^{\prime}$ is 1-norming, then $D=D^{\prime}$.
(iv) If $X$ is $W L D$, then $X^{*}$ is the only norming $\Sigma$-subspace of $X^{*}$.
(v) If $D$ is 1-norming, then for any $x \in X$ there is $x^{*} \in D$ of norm one such that $x^{*}(x)=\|x\|$.

Proof. Assertion (i) follows from the very definition of a $\Sigma$-subspace, assertion (ii) follows from [34, Lemma 1.6]. Assertion (iii) is an easy consequence of (i) and (ii) and follows from [35, Lemma 2] (in fact in the just quoted lemma it is assumed that $D^{\prime}$ is a $\Sigma$-subspace as well, but the proof uses only properties (i) and (ii)). Assertion (iv) follows immediately from (iii) and (v) is an easy consequence of (i).

We will also need the following easy lemma on quotients of 1-Plichko spaces.
Lemma 2.6. Let $X$ be a 1-Plichko Banach space, and let $D \subset X^{*}$ be a 1-norming $\Sigma$-subspace. Suppose that $Z \subset X^{*}$ is a weak*-closed subspace such that $D \cap \mathcal{B}_{Z}$ is weak* dense in $\mathcal{B}_{Z}$. Then $D \cap Z$ is a 1 -norming $\Sigma$-subspace of $Z=\left(X / Z_{\perp}\right)^{*}$.

Proof. Since $Z$ is a weak ${ }^{*}$-closed subspace of the dual space $X^{*}$, it is canonically isometrically identified with $\left(X / Z_{\perp}\right)^{*}$. Further, by the assumptions it is clear that $D \cap Z$ is a 1-norming subspace of $Z$. It remains to show it is a $\Sigma$-subspace.

To do that, fix a linearly dense set $S \subset X$ such that

$$
D=\left\{x^{*} \in X^{*}:\left\{x \in S: x^{*}(x) \neq 0\right\} \text { is countable }\right\} .
$$

Let $\tilde{S}$ be the image of $S$ in $X / Z_{\perp}$ by the canonical quotient mapping. It is clear that $\tilde{S}$ is linearly dense. Let

$$
\tilde{D}=\left\{x^{*} \in Z=\left(X / Z_{\perp}\right)^{*}:\left\{x \in \tilde{S}: x^{*}(x) \neq 0\right\} \text { is countable }\right\}
$$

be the $\Sigma$-subspace induced by $\tilde{S}$. It is easy to check that $D \cap Z \subset \tilde{D}$. It follows from Lemma 2.5 (iii) that $D \cap Z=\tilde{D}$, which completes the proof.

## 3. Preduals of $\boldsymbol{\sigma}$-finite $\mathrm{JBW}^{*}$-triples

The aim of this section is to prove the following result.
Theorem 3.1. The predual of any $\sigma$-finite $\mathrm{JBW}^{*}$-triple is $W C G$, in fact even Hilbert-generated.
Recall that a Banach space $X$ is said to be Hilbert-generated if there is a Hilbert space $H$ and a bounded linear mapping $T: H \rightarrow X$ with dense range. It is clear that any Hilbert-generated Banach space is WCG (the generating weakly compact set is precisely $T\left(\mathcal{B}_{H}\right)$ ).

Theorem 3.1 above follows from the following stronger statement, which is a JBW*-triple analog of [4, Lemma 3.3] for von Neumann algebras and of [5, Proposition 3.7] for JBW*-algebras.

Proposition 3.2. Let e be a $\sigma$-finite tripotent in a $\mathrm{JBW}^{*}$-triple $M$. Then the predual of the space $M_{2}(e) \oplus M_{1}(e)\left(\right.$ i.e. $\left.\left(P_{2}(e)+P_{1}(e)\right)^{*}\left(M_{*}\right)\right)$ is Hilbert-generated.

To see that Theorem 3.1 follows from the above proposition it is enough to use the fact that any $\mathrm{JBW}^{*}$-triple contains an abundant set of complete tripotents. In particular, any $\sigma$-finite $\mathrm{JBW}^{*}$-triple $M$ contains a $\sigma$-finite complete tripotent $e \in M$ such that $M=M_{2}(e) \oplus M_{1}(e)$.

Next let us focus on the proof of Proposition 3.2. Similarly as in the case of von Neumann algebras and $\mathrm{JBW}^{*}$-algebras, it will be done by introducing a canonical (semi)definite inner product. Barton and Friedman [2, Proposition 1.2] showed that given an element $\varphi$ in the dual of a JB*-triple $E$ and an element $z \in E$ such that $\varphi(z)=\|\varphi\|=\|z\|=1$, the map $E \times E \ni(x, y) \mapsto\langle x, y\rangle_{\varphi}:=$ $\varphi\{x, y, z\}$ defines a hermitian semi-positive sesquilinear form with the associated pre-hilbertian seminorm $\|x\|_{\varphi}:=(\varphi\{x, x, z\})^{1 / 2}$ on $M$ and is independent of $z$.

We shall need the following technical lemma borrowed from [17, Lemma 4.1]:
Lemma 3.3. Let $M$ be a JBW*-triple, let $\varphi \in M_{*}$ be of norm one and let $e=e(\varphi) \in M$ be its support tripotent. Then the annihilator of the pre-Hilbertian seminorm $\|\cdot\|_{\varphi}$ is precisely $M_{0}(e)$, that is,

$$
\begin{equation*}
\left\{x \in M:\|x\|_{\varphi}=0\right\}=M_{0}(e) \tag{3.1}
\end{equation*}
$$

In particular, the restriction of $\|\cdot\|_{\varphi}$ to $M_{2}(e) \oplus M_{1}(e)$ is a pre-Hilbertian norm and the restriction of $\langle\cdot, \cdot\rangle_{\varphi}$ to $M_{2}(e) \oplus M_{1}(e)$ is an inner product.

Proof. The first statement is proved in [17, Lemma 4.1], the positive definiteness of $\|\cdot\|_{\varphi}$ and of $\langle\cdot,\rangle_{\varphi}$ on $M_{2}(e) \oplus M_{1}(e)$ follows immediately (see also [23, Lemma 1.5], [45]).

Now we are ready to prove the main proposition of this section:
Proof of Proposition 3.2. Since $e$ is a $\sigma$-finite tripotent, there exists a norm-one normal functional $\varphi \in M_{*}$ such that $e=e(\varphi)$ is the support tripotent of $\varphi$. Denote by $h_{\varphi}$ the pre-Hilbertian space $M_{2}(e) \oplus M_{1}(e)$ equipped with the inner product $\langle\cdot, \cdot\rangle_{\varphi}=\varphi\{\cdot, \cdot, e\}$, and write $H_{\varphi}$ for its completion. Let us first consider $\widetilde{\Phi}(a)$ defined by $x \mapsto\langle x, a\rangle_{\varphi}$ for $a \in h_{\varphi}, x \in M$. By the Cauchy-Schwarz inequality we have

$$
|\widetilde{\Phi}(a)(x)|=\left|\langle x, a\rangle_{\varphi}\right| \leq\|x\|_{\varphi}\|a\|_{\varphi} \leq\|x\|\|a\|_{\varphi}
$$

which, together with the separate $w^{*}$-continuity of the triple product, shows that $\widetilde{\Phi}$ is a welldefined conjugate-linear contractive map from $h_{\varphi}$ to $M_{*}$.

In order to see that the range of $\widetilde{\Phi}$ is contained in $\left(M_{2}(e) \oplus M_{1}(e)\right)_{*}=\left(P_{2}^{*}(e)+P_{1}^{*}(e)\right)\left(M_{*}\right)$, let us observe that for any $a \in h_{\varphi}$ and $y \in M_{0}(e)$, we have $\|y\|_{\varphi}=0$ by Lemma 3.3, and hence $\widetilde{\Phi}(a)(y)=0$.

Thus, by density of $h_{\varphi}$ in $H_{\varphi}, \widetilde{\Phi}=\left(P_{2}^{*}(e)+P_{1}^{*}(e)\right) \widetilde{\Phi}$ gives rise to a conjugate-linear continuous map $\Phi: H_{\varphi} \rightarrow\left(M_{2}(e) \oplus M_{1}(e)\right)_{*}$.

We shall finally prove that $\Phi$ has norm-dense range. Suppose $z \in M_{2}(e) \oplus M_{1}(e)$ satisfies $\Phi(a)(z)=0$ for every $a \in h_{\varphi}$. In particular, $0=\Phi(z)(z)=\|z\|_{\varphi}^{2}$ and thus, by Lemma 3.3, $z=0$. By the Hahn-Banach theorem, $\Phi$ has dense range. If we replace the map $\Phi$ by $\Phi j$, where $j$ is a conjugation on $H_{\varphi}$, then we have a linear mapping.

## 4. The case of general $\mathrm{JBW}^{*}$-triples

In this section, we state and prove Theorem 4.1, which gives a more precise version of the first part of Theorem 1.1.

To provide a precise formulation, we introduce one more notation. For a JBW* triple $M$ we define the set

$$
M_{\sigma}=\left\{x \in M: \text { there is a } \sigma \text {-finite tripotent } e \in M \text { such that } P_{2}(e) x=x\right\}
$$

and note that

$$
\begin{aligned}
M_{\sigma} & =\{x \in M: \text { there is a } \sigma \text {-finite tripotent } e \in M \text { such that }\{e, e, x\}=x\} \\
& =\{x \in M: r(x) \text { is a } \sigma \text {-finite tripotent }\} .
\end{aligned}
$$

Indeed, the first equality follows from the fact that the range of $P_{2}(e)$ is the eigenspace of $L(e, e)$ corresponding to the eigenvalue 1 . Let us show the second equality. The inclusion ' $\supset$ ' is obvious. To show the converse inclusion, let $x \in M_{\sigma}$. Fix a $\sigma$-finite tripotent $e \in M$ with $x=P_{2}(e) x$, that is, $x \in M_{2}(e)$. Since $M_{2}(e)$ is a JBW*-subtriple of $M$ and $r(x)$ belongs to the JBW*-subtriple generated by $x$, we have $r(x) \in M_{2}(e)$ and so $r(x)$ is $\sigma$-finite by Lemma 2.2.

We mention the easy but useful fact that $M_{\sigma}$ is 1-norming in $M=\left(M^{*}\right)^{*}$. To see this we simply observe that $M_{\sigma}$ contains all $\sigma$-finite tripotents of $M$, or equivalently, all support tripotents of functionals in $M_{*}$.

Theorem 4.1. The predual space of a JBW*-triple $M$ is a 1 -Plichko space. Moreover,

$$
\begin{equation*}
M_{\sigma} \text { is a } 1 \text {-norming } \Sigma \text {-subspace of } M=\left(M_{*}\right)^{*} \text {. } \tag{4.1}
\end{equation*}
$$

In particular, $M_{*}$ is $W L D$ if and only if $M$ is $\sigma$-finite.
It is not obvious that $M_{\sigma}$ is a subspace, but this will follow by the proof of Theorem 4.1; it will be reproved a second time in Theorem 5.1.

The 'in particular' part of the theorem is an immediate consequence of the first statements of the theorem. Indeed, $M$ is $\sigma$-finite if and only if $M=M_{\sigma}$ (cf. Lemma 2.2). Hence, if $M$ is $\sigma$-finite, then $M_{*}$ is WLD by the first statement. Conversely, if $M_{*}$ is WLD, then by the first part of the theorem together with Lemma 2.5 (iv) we get $M=M_{\sigma}$, hence $M$ is $\sigma$-finite. Thus, it is enough to prove (4.1). This will be done in the rest of this section by using results in [4] and the decomposition (2.8).

The following proposition is almost immediate from the main results of [4].

## Proposition 4.2. The statement of Theorem 4.1 holds for von Neumann algebras.

Proof. It is enough to show (4.1) in case $M$ is a von Neumann algebra. In view of [4, Proposition 4.1], to this end it is enough to show that

$$
M_{\sigma}=\{x \in M: x=q x q \text { for a } \sigma \text {-finite projection } q \in M\} .
$$

Let $x$ be in the set on the right-hand side. Fix a $\sigma$-finite projection $q \in M$ with $x=q x q$. Then $q$ is a $\sigma$-finite tripotent and $\{q, q, x\}=\frac{1}{2}(q x+x q)=q x q=x$. Hence $x \in M_{\sigma}$.

Conversely, let $x \in M_{\sigma}$ and let $u \in M$ be a $\sigma$-finite triponent with $x=P_{2}(u) x$. Since $M$ is a von Neumann algebra, $u$ is a partial isometry and hence $P_{2}(u) x=p x q$, where $p=u u^{*}$ is the final projection and $q=u^{*} u$ is the initial projection. Then $p$ is a $\sigma$-finite projection. Indeed, suppose
that $\left(r_{\gamma}\right)_{\gamma \in \Gamma}$ is an uncountable family of pairwise orthogonal projections smaller than $p$. Then it is easy to check that $\left(r_{\gamma} u\right)_{\gamma \in \Gamma}$ is an uncountable family of pairwise orthogonal tripotents smaller than $u$. Similarly we get that $q$ is $\sigma$-finite. Hence their supremum $r=p \vee q$ is $\sigma$-finite as well ([17, Theorem 3.4] or [33, Exercice 5.7.45]) and satisfies $x=r x r$. Thus $x$ belongs to the set on the right-hand side and the proof is complete.

Proposition 4.3. Let $P: M \rightarrow M$ be a bicontractive projection on a JBW*-triple, let $N=P(M)$, and let e be a tripotent in $N$. Then $e$ is $\sigma$-finite in $N$ if and only if $e$ is $\sigma$-finite in $M$, that is, $N_{\sigma}=N \cap M_{\sigma}$.

Proof. The 'if' implication is clear. Let $e$ be a $\sigma$-finite tripotent in $N$. By [17, Theorem 3.2] there exists a norm-one functional $\phi \in N_{*}$ whose support tripotent in $N$ is $e$. Let us define $\psi=P^{*}(\phi)=\phi P \in M_{*}$. Clearly $\|\psi\|=1$. We shall prove that $e$ is the support tripotent of $\psi$ in $M$, and hence $e$ is $\sigma$-finite in $M$ ( $[17$, Theorem 3.2]). Let $u$ be the support tripotent of $\psi$ in $M$. From $\psi(e)=\phi(e)=1=\|\psi\|$ we get $e \geq u$ (compare [23, part (b) in the proof of Proposition 2]).

We set $u_{1}=P(u)$ and $u_{2}=u-u_{1}$. Since $e \geq u$ in $M$, we deduce that $\{e, u, e\}=u=\{e, e, u\}$ $\left(e-u \in M_{0}(u)\right.$ and Peirce rules). Hence, $u_{1}=P(u)=\{e, P u, e\}=\left\{e, u_{1}, e\right\}$ and $u_{1}=\left\{e, e, u_{1}\right\}$ by (2.6). It follows that $u_{1}=\left\{e, u_{1}, e\right\} \in M_{2}(e)$ and that $u_{1}=\left\{e, u_{1}, e\right\}=u_{1}^{* e}$ is a hermitian element in the closed unit ball of the $\mathrm{JBW}^{*}$-algebra $N_{2}(e)$. As $e$ is the unit in this algebra and $u_{1}$ is a hermitian element of norm less than one, we see that $e-u_{1}$ is a positive element in the $\mathrm{JBW}^{*}$-algebra $N_{2}(e)$. The condition

$$
\phi(e)=1=\psi(u)=\phi P(u)=\phi\left(u_{1}\right)
$$

implies, by the faithfulness of $\left.\phi\right|_{N_{2}(e)}$, that $u_{1}=e$.
It follows from the above that $u_{2}=\{e, e, u\}-\left\{e, e, u_{1}\right\}=\left\{e, e, u_{2}\right\}$ and similarly $u_{2}=\left\{e, u_{2}, e\right\}$. These identities combined with the fact that $u=e+u_{2}$ is a tripotent (that is, $\left.\left\{e+u_{2}, e+u_{2}, e+u_{2}\right\}=e+u_{2}\right)$ yield

$$
e+u_{2}=e+2\left\{u_{2}, u_{2}, e\right\}+\left\{u_{2}, e, u_{2}\right\}+3 u_{2}+\left\{u_{2}, u_{2}, u_{2}\right\} .
$$

After applying the bicontractive projection $I-P$ in both terms of the last equality we get $-2 u_{2}=\left\{u_{2}, u_{2}, u_{2}\right\}$. Now $2\left\|u_{2}\right\|=\left\|\left\{u_{2}, u_{2}, u_{2}\right\}\right\|=\left\|u_{2}\right\|^{3}$ implies either $u_{2}=0$ or $\left\|u_{2}\right\|^{2}=2$. The latter is not possible because $\left\|u_{2}\right\| \leq 1$ by the fact that $u_{2}=(I-P) u$ and $I-P$ is a contraction. Thus $u_{2}=0$, and hence $e=u$, which proves the first statement.

For the last identity, we observe that for every element $x \in N$, its range tripotent $r(x)$ (in $N$ or in $M$ ) lies in $N$. Suppose $x$ is an element in $N$ whose range tripotent is $\sigma$-finite in $N$. We deduce from the first statement that $r(x)$ is also $\sigma$-finite in $M$, and hence $N_{\sigma} \subseteq M_{\sigma}$. The inclusion $N_{\sigma} \supseteq M_{\sigma} \cap N$ is clear.

By combining Proposition 4.2, Proposition 4.3 and Lemma 2.6 we get the following proposition.

Proposition 4.4. Let $P: W \rightarrow W$ be a bicontractive projection on a von Neumann algebra $W$, let $M=P(W)$. Then $M_{*}$ is a 1-Plichko space. Furthermore, $M_{\sigma}$ is a 1 -norming $\Sigma$-subspace of $M$.

Now we are ready to prove the validity of (4.1) for most of the summands from the representation (2.8):

## Proposition 4.5. Let $M$ be a $\mathrm{JBW}^{*}$-triple of one of the following forms:

(a) $M=A \bar{\otimes} C$, where $A$ is a commutative von Neumann algebra and $C$ is a Cartan factor of type 1,2 or 3 .
(b) $M=H(W, \alpha)$, where $W$ is a von Neumann algebra and $\alpha$ is a linear involution on $W$ commuting with ${ }^{*}$.
(c) $M=p V$, where $V$ is a von Neumann algebra and $p \in V$ is a projection.

Then $M_{\sigma}$ is a 1 -norming $\Sigma$-subspace of $M=\left(M_{*}\right)^{*}$.
Proof. We will apply Proposition 4.4. To do that it is enough to show that $M$ is the range of a bicontractive projection on a von Neumann algebra.
(a) If $C$ is a Cartan factor of type 1,2 or 3 , then $C$ is the range of a bicontractive projection on a certain von Neumann algebra $W$, as it was previously observed after the definitions of the respective Cartan factors. The desired bicontractive projection on $A \bar{\otimes} W$ is finally given by Lemma 2.4.
(b) A bicontractive projection on $W$ is given by $x \mapsto \frac{1}{2}(x+\alpha(x))$.
(c) The mapping $x \mapsto p x$ defines a bicontractive projection on $V$.

The remaining summands from (2.8) are covered by the following theorem, which we formulate in a more abstract setting of Banach spaces.

Theorem 4.6. Let $(\Omega, \Sigma, \mu)$ be a measure space with a non-negative semifinite measure, and let $E$ be a reflexive Banach space. Then the space $L^{1}(\mu, E)$ of Bochner-integrable functions is 1-Plichko. Furthermore, $L^{1}(\mu, E)$ is WLD if and only if $\mu$ is $\sigma$-finite, in the latter case it is even WCG.

More precisely, there is a family of finite measures $\left(\mu_{\gamma}\right)_{\gamma \in \Gamma}$ such that $L^{1}(\mu, E)$ is isometric to

$$
\left(\bigoplus_{\gamma \in \Gamma} L^{1}\left(\mu_{\gamma}, E\right)\right)_{\ell_{1}}
$$

and

$$
D=\left\{f=\left(f_{\gamma}\right)_{\gamma \in \Gamma} \in\left(\bigoplus_{\gamma \in \Gamma} L^{\infty}\left(\mu_{\gamma}, E\right)\right)_{\ell_{\infty}}:\left\{\gamma \in \Gamma: f_{\gamma} \neq 0\right\} \text { is countable }\right\}
$$

is a 1-norming $\Sigma$-subspace of $\left(L^{1}(\mu, E)\right)^{*}=\left(\bigoplus_{\gamma \in \Gamma} L^{\infty}\left(\mu_{\gamma}, E\right)\right)_{\ell_{\infty}}$.
Proposition 4.7. Let $\mu$ be a finite measure, and let $E$ be a reflexive Banach space. Then $L^{1}(\mu, E)$ is $W C G$.

Proof. The proof is done similarly as in the scalar case (cf. [37, Theorem 5.1]). Let us consider the identity mapping $T: L^{2}(\mu, E) \rightarrow L^{1}(\mu, E)$. By the Cauchy-Schwarz inequality we get $\|T\| \leq \sqrt{\|\mu\|}$, hence $T$ is a bounded linear operator. Moreover, the range of $T$ is dense, since countably valued functions in $L^{1}(\mu, E)$ are dense in the latter space. Finally, $L^{2}(\mu, E)$ is reflexive
because $E$ and $E^{*}$ have Radon-Nikodým property (see [12, Theorem IV.1.1]). Thus, $L^{1}(\mu, E)$ is indeed WCG.

Remark: Note that if $E$ is isomorphic to a Hilbert space, then we can even conclude that $L^{1}(\mu, E)$ is Hilbert-generated, since in this case $L^{2}(\mu, E)$ is also isomorphic to a Hilbert space. Indeed, if $E$ is even isometric to a Hilbert space, the norm on $L^{2}(\mu, E)$ is induced by the scalar product

$$
\langle f, g\rangle=\int\langle f(\omega), g(\omega)\rangle \mathrm{d} \mu(\omega)
$$

Proof of Theorem 4.6. We imitate the proof of [37, Theorem 5.1]. Let $\mathcal{B} \subset \Sigma$ be a maximal family with the following properties:

- $0<\mu(B)<+\infty$ for each $B \in \mathcal{B}$;
- $\mu\left(B_{1} \cap B_{2}\right)=0$ for each $B_{1}, B_{2} \in \mathcal{B}$ distinct.

The existence of such a family follows immediately from Zorn's lemma.
Take any separable-valued $\Sigma$-measurable function $f: \Omega \rightarrow E$. Then clearly

$$
\int\|f(\omega)\| \mathrm{d} \mu(\omega)=\sum_{B \in \mathcal{B}} \int_{B}\|f(\omega)\| \mathrm{d} \mu(\omega)
$$

Therefore, $L^{1}(\mu, E)$ is isometric to the $\ell_{1}$-sum of spaces $L^{1}\left(\mu_{\mid B}, E\right), B \in \mathcal{B}$. Since $\mu_{\mid B}$ is finite for each $B \in \mathcal{B}, L^{1}\left(\mu_{\mid B}, E\right)$ is WCG (and hence WLD) by the previous Proposition 4.7. Further, it is clear that the dual of $L^{1}(\mu, E)$ is canonically isometric to the $\ell_{\infty}$-sum of the family $\left\{\left(L^{1}\left(\mu_{\mid B}, E\right)\right)^{*}: B \in \mathcal{B}\right\}$. More concretely, since $E$ is reflexive, by [12, Theorem IV.1.1] we have $\left(L^{1}\left(\mu_{\mid B}, E\right)\right)^{*}=L^{\infty}\left(\mu_{\mid B}, E^{*}\right)$ for each $B \in \mathcal{B}$, and hence

$$
L^{1}(\mu, E)^{*}=\left(\bigoplus_{B \in \mathcal{B}} L^{\infty}\left(\mu_{\mid B}, E^{*}\right)\right)_{\ell_{\infty}}
$$

Finally, it follows from [34, Lemma 4.34] that

$$
D=\left\{\left(f_{B}\right)_{B \in \mathcal{B}} \in\left(\bigoplus_{B \in \mathcal{B}} L^{\infty}\left(\mu_{\mid B}, E^{*}\right)\right)_{\ell_{\infty}}:\left\{B \in \mathcal{B} ; f_{B} \neq 0\right\} \text { is countable }\right\}
$$

is a 1 -norming $\Sigma$-subspace of $\left(L^{1}(\mu, E)\right)^{*}$.
To prove the last statement, it is enough to observe that $\mu$ is $\sigma$-finite if and only if $\mathcal{B}$ is countable, that a countable $\ell_{1}$-sum of WCG spaces is again WCG and that an uncountable $\ell_{1}$-sum of nontrivial spaces contains $\ell_{1}\left(\omega_{1}\right)$ and hence is not WLD. (Recall that WLD property passes to subspaces.)

Proposition 4.8. Let $A$ be a commutative von Neumann algebra and $C$ a Cartan factor. Then $(A \bar{\otimes} C)_{*}=A_{*} \widehat{\otimes}_{\pi} C_{*}$.

Proof. If $C$ is a Cartan factor of type 1,2 or 3 , then $C$ is the range of a bicontractive projection on a von Neumann algebra and hence the equality follows from Lemma 2.4.

If $C$ is a type 4 Cartan factor, it follows from [20, Lemma 2.3] that $C$ is the range of a (unital positive) contractive projection $P: B(H) \rightarrow B(H)$ where $H$ is an appropriate Hilbert space. The mapping $P^{* *}: B(H)^{* *} \rightarrow B(H)^{* *}$ is a weak*-to-weak*-continuous contractive projection on the von Neumann algebra $B(H)^{* *}$ whose range is $C$ by (Goldstine's theorem and) reflexivity of $C$. Hence the desired equality follows from Lemma 2.3.

If $C$ is a Cartan factor of type 5 or 6 , then it is finite dimensional and $A \bar{\otimes} C$ is defined to be the injective tensor product. Further, by $[11,3.2]$ or $\left[52\right.$, p. 24] we get $\left(A_{*} \widehat{\otimes}_{\pi} C_{*}\right)^{*}=B\left(A_{*}, C\right)$ which coincides with the injective tensor product $A \widehat{\otimes}_{\varepsilon} C$, as $C$ has finite dimension.

Lemma 4.9. Let $\left(M_{\gamma}\right)_{\gamma \in \Gamma}$ be an indexed family of JBW*-triples, and let us denote $M=$ $\left(\bigoplus_{\gamma \in \Gamma} M_{\gamma}\right)_{\ell_{\infty}}$. Then

$$
M_{\sigma}=\left\{\left(x_{\gamma}\right)_{\gamma \in \Gamma} \in M: x_{\gamma} \in\left(M_{\gamma}\right)_{\sigma} \text { for } \gamma \in \Gamma \text { and }\left\{\gamma \in \Gamma: x_{\gamma} \neq 0\right\} \text { is countable }\right\}
$$

Proof. This follows easily if we observe that $e=\left(e_{\gamma}\right)_{\gamma \in \Gamma} \in M$ is a tripotent if and only if $e_{\gamma}$ is a tripotent for each $\gamma$ and, moreover, $e$ is $\sigma$-finite if and only if each $e_{\gamma}$ is $\sigma$-finite and only countably many $e_{\gamma}$ are non-zero.

Proposition 4.10. Let $A$ be a commutative von Neumann algebra and $C$ a reflexive Cartan factor. (This applies, in particular, to Cartan factors of types 4,5 and 6.) Let $M=A \bar{\otimes} C$. Then $M_{\sigma}$ is a 1 -norming $\Sigma$-subspace of $M=\left(M_{*}\right)^{*}$, and hence $M_{*}$ is 1-Plichko. Furthemore, $M_{*}$ is $W L D$ if and only if $A$ is $\sigma$-finite. In such a case $M_{*}$ is even $W C G$.

Proof. If $A$ is a commutative von Neumann algebra, by [55, Theorem III.1.18] it can be represented as $L^{\infty}(\Omega, \mu)$, where $\Omega$ is a locally compact space and $\mu$ a positive Radon measure on $\Omega$. In fact, $\Omega$ is the topological sum of a family of compact spaces $\left(K_{\gamma}\right)_{\gamma \in \Gamma}$. Then the predual of $A$ is identified with

$$
L^{1}(\Omega, \mu)=\left(\bigoplus_{\gamma \in \Gamma} L^{1}\left(K_{\gamma},\left.\mu\right|_{K_{\gamma}}\right)\right)_{\ell_{1}}
$$

Since

$$
(A \bar{\otimes} C)_{*}=A_{*} \widehat{\otimes}_{\pi} C_{*}=L^{1}\left(\mu, C_{*}\right)
$$

we can use Theorem 4.6. To complete the proof it is enough to show that $D=M_{\sigma}$, where $D$ is the $\Sigma$-subspace provided by Theorem 4.6. Since

$$
M=\left(\bigoplus_{\gamma \in \Gamma} L^{\infty}\left(K_{\gamma},\left.\mu\right|_{K_{\gamma}}, C\right)\right)_{\ell_{\infty}}
$$

due to Lemma 4.9, it is enough to show that $L^{\infty}(\mu, C)$ is $\sigma$-finite whenever $\mu$ is finite. But, in this case, its predual, $L^{1}\left(\mu, C_{*}\right)$, is WCG by Proposition 4.7, thus $L^{\infty}(\mu, C)$ is $\sigma$-finite by Theorem 4.6.

Proof of Theorem 4.1. We have already mentioned that it is enough to show (4.1). Let $M$ be a JBW*-triple and consider the decomposition (2.8). By Propositions 4.5 and 4.10 each summand fulfills (4.1). Further, Lemma 4.9 and [34, Lemma 4.34] yield the validity of (4.1) for $M$.

In passing we remark that from Theorem 4.1 (and the general facts on Plichko spaces), we have that $M_{\sigma}$ is norm-closed and even weak*-countably closed; it is additionally weak*-closed if and only if $M$ is $\sigma$-finite.

## 5. Structure of the space $M_{\sigma}$

In the previous section we proved that, for any JBW*-triple $M, M_{\sigma}$ is a 1-norming $\Sigma$-subspace of $M=\left(M_{*}\right)^{*}$. If $M$ is $\sigma$-finite, it is the only 1 -norming $\Sigma$-subspace and coincides with the whole $M$. If $M$ is not $\sigma$-finite, there may be plenty of different 1 -norming $\Sigma$-subspaces (cf. [34, Example 6.9]). However, $M_{\sigma}$ is the only canonical 1-norming $\Sigma$-subspace. What we mean by this statement is in the content of the following theorem.

Theorem 5.1. Let $M$ be a JBW*-triple. Then $M_{\sigma}$ is a norm-closed inner ideal in $M$. Moreover, it is the only 1-norming $\Sigma$-subspace which is also an inner ideal.

The theorem will be proved at the end of this section.
The following technical result provides a characterization of $\sigma$-finite tripotents which is required later. We recall that, given a tripotent $u$ in a JBW*-triple $M$, there exists a complete tripotent $w \in M$ such that $u \leq w$ (see [29, Lemma 3.12(1)]).

Proposition 5.2. Let $u$ be a tripotent in a JBW*-triple $M$. The following statements are equivalent:
(a) $u$ is $\sigma$-finite;
(b) There exist a $\sigma$-finite tripotent $v$ and a complete tripotent $w$ in $M$ such that $v \leq w$ and $(w-v) \perp u$.

Proof. The implication $(a) \Rightarrow(b)$ is clear with $v=u$ and any complete tripotent $w$ in $M$ with $u \leq w$.
$(b) \Rightarrow(a)$ Suppose there exist a $\sigma$-finite tripotent $v$ and a complete tripotent $w$ in $M$ such that $v \leq w$ and $(w-v) \perp u$. Writing $w=v+(w-v)$ and using successively the orthogonality of $w-v$ to $u$ and to $v$ we obtain $\{w, w, u\}=\{w, v, u\}=\{v, v, u\}$, and hence $L(w, w) u=L(v, v) u$, and similarly $\{w, u, w\}=\{v, u, v\}$. Since $w-v \perp M_{2}(v) \ni\{v, u, v\}$, it follows that $P_{2}(w)(u)=$ $Q(w)^{2}(u)=\{w,\{v, u, v\}, w\}=\{v,\{v, u, v\}, v\}=P_{2}(v)(u)$. Therefore, $P_{2}(w)(u)=P_{2}(v)(u)$ and $P_{1}(w)(u)=2 L(w, w)(u)-2 P_{2}(w)(u)=P_{1}(v)(u)$.

The completeness of $w$ assures that $u=P_{2}(w)(u)+P_{1}(w)(u)=P_{2}(v)(u)+P_{1}(v)(u)$ lies in $M_{2}(v) \oplus M_{1}(v)$.

We shall show now that $u$ is $\sigma$-finite. Arguing by contradiction, assume there is an uncountable family $\left(u_{j}\right)_{j \in \Gamma}$ of mutually orthogonal non-zero tripotents in $M$ with $u_{j} \leq u$ for every $j$ (see [17, Section 3]). Since $u_{j} \in M_{2}(u)$ for every $j$ and $u \perp(w-v)$, it follows that $u_{j} \perp(w-v)$ for every $j \in \Gamma$. Arguing as above we obtain $u_{j} \in M_{2}(v) \oplus M_{1}(v)$, for every $j \in \Gamma$.

Having in mind that $v$ is $\sigma$-finite, we can find a norm one functional $\phi_{v} \in M_{*}$ whose support tripotent is $v$ (see [17, Theorem 3.2]). By Lemma 3.3, $\phi_{v}$ gives rise to a norm $\|\cdot\|_{\phi_{v}}$ on $M_{2}(v) \oplus M_{1}(v)$ defined by $\|x\|_{\phi_{v}}=\left(\phi_{v}\{x, x, v\}\right)^{1 / 2}\left(x \in M_{2}(v) \oplus M_{1}(v)\right)$. As $u_{j}$ is a non-zero element in $M_{2}(v) \oplus M_{1}(v)$ by the preceding paragraph, we obtain

$$
\phi_{v}\left\{u_{j}, u_{j}, v\right\}=\left\|u_{j}\right\|^{2}>0 .
$$

Therefore, there exists a positive constant $\Theta$ and an uncountable subset $\Gamma^{\prime} \subseteq \Gamma$ such that $\phi_{v}\left\{u_{j}, u_{j}, v\right\}>\Theta$ for all $j \in \Gamma^{\prime}$. Thus, for each natural $m$ we can find $j_{1} \neq j_{2} \neq \cdots \neq j_{m} \in \Gamma^{\prime}$. Since the elements $u_{j_{1}}, \ldots, u_{j_{n}}$ are mutually orthogonal, we get

$$
\begin{aligned}
1=\left\|\sum_{k=1}^{m} u_{j_{k}}\right\|^{2} & \geq\left\|\sum_{k=1}^{m} u_{j_{k}}\right\|_{\phi_{v}}^{2}=\phi_{v}\left\{\sum_{k=1}^{m} u_{j_{k}}, \sum_{k=1}^{m} u_{j_{k}}, v\right\} \\
& =\sum_{k=1}^{m} \phi_{v}\left\{u_{j_{k}}, u_{j_{k}}, v\right\}>m \Theta,
\end{aligned}
$$

which is impossible.
To prove that $M_{\sigma}$ is an inner ideal, we need another representation of $M$. To this end fix a complete tripotent $e \in M$. Applying [17, Theorem 3.4(ii)] we can find a family $\left(e_{\lambda}\right)_{\lambda \in \Lambda}$ of mutually orthogonal $\sigma$-finite tripotents in $M$ satisfying $e=\sum_{\lambda \in \Lambda} e_{\lambda}$. For each $x \in M$ let us define

$$
\Lambda_{x}:=\left\{\lambda \in \Lambda: L\left(e_{\lambda}, e_{\lambda}\right)(x) \neq 0\right\} .
$$

Proposition 5.3. In the conditions above,

$$
M_{\sigma}=\left\{x \in M: \Lambda_{x} \text { is countable }\right\}
$$

and $M_{\sigma}$ is a norm-closed inner ideal of $M$.
Proof. Denote the set on the right-hand side by $M_{\sigma}^{\prime}$. By the linearity of the Jordan product in the third variable, it follows that $M_{\sigma}^{\prime}$ is a linear subspace. To show that it is an inner ideal, take $x, z \in M_{\sigma}^{\prime}$ and $y \in M$. For each $\lambda \in \Lambda \backslash\left(\Lambda_{x} \cup \Lambda_{z}\right)$, we deduce via Jordan identity, that

$$
\begin{aligned}
L\left(e_{\lambda}, e_{\lambda}\right)\{x, y, z\} & =\left\{L\left(e_{\lambda}, e_{\lambda}\right) x, y, z\right\}-\left\{x, L\left(e_{\lambda}, e_{\lambda}\right) y, z\right\}+\left\{x, y, L\left(e_{\lambda}, e_{\lambda}\right) z\right\} \\
& =-\left\{x, L\left(e_{\lambda}, e_{\lambda}\right) y, z\right\} .
\end{aligned}
$$

Moreover, since $L\left(e_{\lambda}, e_{\lambda}\right) x=L\left(e_{\lambda}, e_{\lambda}\right) z=0$, we get $x, z \in M_{0}\left(e_{\lambda}\right)$. Since $P_{0}\left(e_{\lambda}\right) y$ is in the 0 -eigenspace of $L\left(e_{\lambda}, e_{\lambda}\right)$ we have that $L\left(e_{\lambda}, e_{\lambda}\right)(y) \in M_{1}\left(e_{\lambda}\right) \oplus M_{2}\left(e_{\lambda}\right)$ and hence $\left\{x, L\left(e_{\lambda}, e_{\lambda}\right)(y), z\right\}=0$ by Peirce arithmetic. We have shown that $\Lambda_{\{x, y, z\}} \subseteq \Lambda_{x} \cup \Lambda_{z}$, and thus $\Lambda_{\{x, y, z\}}$ is countable, which proves that $\{x, y, z\} \in M_{\sigma}^{\prime}$ and hence $M_{\sigma}^{\prime}$ is an inner ideal of $M$.

We continue by showing that $M_{\sigma} \subset M_{\sigma}^{\prime}$. We shall first prove that $M_{\sigma}^{\prime}$ contains all $\sigma$-finite tripotents in $M$. Let $u$ be a $\sigma$-finite tripotent in $M$. We want to show that the set $\Lambda_{u}$ is countable. We assume, on the contrary, that $\Lambda_{u}$ is uncountable. Let $\phi_{u} \in M_{*}$ be a norm one functional whose support tripotent is $u$. For every $\lambda \in \Lambda_{u}$, we have that $e_{\lambda} \in M_{0}(u)$ because otherwise we would have $L\left(e_{\lambda}, e_{\lambda}\right)(u)=0$. Consequently, as in the proof of Proposition 5.2, we deduce that $\phi_{u}\left\{e_{\lambda}, e_{\lambda}, u\right\}>0$. We can thus find a positive constant $\Theta$ and an uncountable subset $\Lambda_{u}^{\prime} \subseteq \Lambda_{u}$ such that $\phi_{u}\left\{e_{\lambda}, e_{\lambda}, u\right\}>\Theta$ for all $\lambda \in \Lambda_{u}^{\prime}$. As before, for each natural $m$ we can find $\lambda_{1} \neq \lambda_{2} \neq \cdots \neq \lambda_{m} \in \Lambda_{u}^{\prime}$. Then, applying the orthogonality of the elements $e_{\lambda_{j}}$ we get

$$
\begin{aligned}
1=\left\|\sum_{j=1}^{m} e_{\lambda_{j}}\right\|^{2} & \geq\left\|\sum_{j=1}^{m} e_{\lambda_{j}}\right\|_{\phi_{u}}^{2}=\phi_{u}\left\{\sum_{j=1}^{m} e_{\lambda_{j}}, \sum_{j=1}^{m} e_{\lambda_{j}}, u\right\} \\
& =\sum_{j=1}^{m} \phi_{u}\left\{e_{\lambda_{j}}, e_{\lambda_{j}}, u\right\}>m \Theta,
\end{aligned}
$$

which gives a contradiction. This proves that $\Lambda_{u}$ is countable, and hence $u \in M_{\sigma}^{\prime}$.
Let us now assume that $x$ is any element of $M_{\sigma}$. Then its range tripotent, $r(x)$, is $\sigma$-finite and hence $r(x) \in M_{\sigma}^{\prime}$ by the previous paragraph. Since $x \in M_{2}(r(x))$ is a positive and hence selfadjoint element, we have $\{r(x), x, r(x)\}=x$ and hence $x \in M_{\sigma}^{\prime}$ as $M_{\sigma}^{\prime}$ is an inner ideal. This shows that $M_{\sigma} \subset M_{\sigma}^{\prime}$.

Conversely, let $x \in M_{\sigma}^{\prime}$. In this case the set $\Lambda_{x}$ is countable. The tripotent $u=\mathrm{w}^{*}-\sum_{\lambda \in \Lambda_{r}} e_{\lambda}$ is $\sigma$-finite in $M, e=u+v$, where $v=\mathrm{w}^{*}-\sum_{\lambda \in \Lambda \backslash \Lambda_{x}} e_{\lambda}$ is another tripotent in $M$ with $u \perp v$. Since $\left\{e_{\lambda}, e_{\lambda}, x\right\}=0$ for all $\lambda \in \Lambda \backslash \Lambda_{x}$, it follows from the separate weak*-continuity of the triple product of $M$ that $\{v, v, x\}=0$, that is, $x \in M_{0}(v)$. Hence also $r(x) \in M_{0}(v)$ (as $M_{0}(v)$ is a $\mathrm{JBW}^{*}$-subtriple of $M$ ). It follows that $r(x) \perp v$ and hence $r(x)$ is $\sigma$-finite by Proposition 5.2.

We finally observe that, by Theorem $4.1, M_{\sigma}$ is a $\Sigma$-subspace and hence it is norm-closed (cf. Lemma 2.5(i)). This completes the proof.

We are now ready to prove the main theorem of this section.
Proof of Theorem 5.1. $M_{\sigma}$ is a norm-closed inner ideal by Proposition 5.3. Let us prove the uniqueness.

Let $I$ be an inner ideal which is a 1 -norming $\Sigma$-subspace. We will show that $I$ contains all sigmafinite tripotents. Let $e \in M$ be a sigma-finite tripotent, $\phi \in M_{*}$ a normal functional of norm 1 such that $e$ is the support tripotent of $\phi$. By Lemma 2.5(v) there is $x \in I$ of norm 1 with $\phi(x)=1$. Further, we get $r(x) \in I$. Indeed, $r(x)$ is contained in the weak ${ }^{*}$-closure of the $\mathrm{JB}^{*}$-subtriple of $M$ generated by $x$. Since this subtriple is norm-separable, we get $r(x) \in I$ by Lemma 2.5(i).

In order to show $e \in I$, it is enough to show that $e \leq r(x)$. By (2.4), it is enough to prove that $\phi(r(x))=1$. Proposition 2.5 in [45] assures that $\phi\left(x^{\left[\frac{1}{2 n+1}\right]}\right)=\phi(x)^{\left[\frac{1}{2 n+1}\right]}=1$, for all natural $n$. Since $\phi$ is a normal functional and $\left(x^{\left[\frac{1}{2 n+1}\right]}\right) \rightarrow r(x)$ in the weak* topology of $M$, it follows that $\phi(r(x))=1$, as we desired.

Now, if $z \in M_{\sigma}$ is arbitrary, then there is a $\sigma$-finite tripotent $f \in M$ with $z \in M_{2}(f)$. By the above we have $f \in I$. Since $I$ is an inner ideal, we conclude that $M_{2}(f) \subset I$, and hence $z \in I$.

Therefore, $M_{\sigma} \subset I$. Lemma 2.5(iii) now shows that $M_{\sigma}=I$.
Remark 5.4. It is possible to give a shorter proof of the fact that the predual of a JBW*-triple is 1-Plichko by using the main result of [5] at the cost of applying elementary submodels theory. However, this alternative argument does not yield $M_{\sigma}$ as a concrete description of a $\Sigma$-subspace. We shall only sketch this variant:

First, it is not too difficult to modify the decomposition (2.8) by writing

$$
\begin{equation*}
M=\left(\bigoplus_{j \in \mathcal{I}} A_{j} \bar{\otimes} G_{j}\right)_{\ell_{\infty}} \oplus_{\ell_{\infty}} N \oplus_{\ell_{\infty}} p V \tag{5.1}
\end{equation*}
$$

where each $A_{j}$ is a commutative von Neumann algebra, each $G_{j}$ is a finite dimensional Cartan factor, $p$ is a projection in a von Neumann algebra $V$, and $N$ is a $\mathrm{JBW}^{*}$-algebra.

Second, an almost word-by-word adaptation of the proof of [4, Theorem 1.1] shows that the predual of $p V$ is 1-Plichko (compare Proposition 4.5). So is the predual of $N$ by the main result of [5]. Finally, the summands $A_{j} \bar{\otimes} G_{j}$ are seen to have 1-Plichko predual as in the proof of 4.6 (or by an easier argument using the finite dimensionality of $C_{j}$ ), and the stability of 1-Plichko spaces by $\ell_{1}$-sums ([34, Theorem 4.31(iii)] or Lemma 4.9) allows us to conclude.

## 6. The case of real $\mathrm{JBW}^{*}$-triples

Introduced by J. M. Isidro et al. (see [32]), real JB*-triples are, by definition, the closed real subtriples of $\mathrm{JB}^{*}$-triples. Every complex $\mathrm{JB}^{*}$-triple is a real $\mathrm{JB}^{*}$-triple when we consider the underlying real Banach structure. Real and complex $\mathrm{C}^{*}$-algebras belong to the class of real $\mathrm{JB}^{*}$-triples. An equivalent reformulation asserts that real $\mathrm{JB}^{*}$-triples are in one-to-one correspondence with the real forms of $\mathrm{JB}^{*}$-triples. More precisely, for each real $\mathrm{JB}^{*}$-triple $E$, there exist a (complex) $\mathrm{JB}^{*}$-triple $E_{c}$ and a period-2 conjugate-linear isometry (and hence a conjugate-linear triple isomorphism) $\tau: E_{c} \rightarrow E_{c}$ such that $E=\left\{b \in E_{c}: \tau(b)=b\right\}$. The $\mathrm{JB}^{*}$-triple $E_{c}$ identifies with the complexification of $E$ (see [32, Proposition 2.2] or [9, Proposition 4.2.54]). In particular, every JB-algebra (and hence the selfadjoint part, $A_{s a}$ of every $\mathrm{C}^{*}$-algebra $A$ ) is a real JB*-triple.

Henceforth, for each complex Banach space $X$, the symbol $X_{\mathbb{R}}$ will denote the underlying real Banach space.

In the conditions above, we can consider another period-2 conjugate-linear isometry $\tau^{\sharp}: E_{c}^{*} \rightarrow E_{c}^{*}$ defined by

$$
\tau^{\sharp}(\varphi)(z):=\overline{\varphi(\tau(z))} \quad\left(\varphi \in E_{c}^{*}\right) .
$$

It is further known that the operator

$$
\left(E_{c}^{*}\right)^{\tau^{i}} \rightarrow\left(E_{c}^{\tau}\right)^{*},\left.\quad \varphi \mapsto \varphi\right|_{E}
$$

is an isometric real-linear bijection, where $\left(E_{c}^{*}\right)^{\tau^{\sharp}}:=\left\{\varphi \in E_{c}^{*}: \tau^{\sharp}(\varphi)=\varphi\right\}$.
A real JBW*-triple is a real $\mathrm{JB}^{*}$-triple which is also a dual Banach space ([32, Definition 4.1] and [43, Theorem 2.11]). It is known that every real JBW*-triple admits a unique (isometric) predual and its triple product is separately weak ${ }^{*}$-continuous (see [43, Proposition 2.3 and Theorem $2.11]$ ). Actually, by the just quoted results, given a real JBW*-triple $N$ there exists a $\mathrm{JBW}^{*}$-triple $M$ and a weak*-to-weak* continuous period-2 conjugate-linear isometry $\tau: M \rightarrow M$ such that $N=M^{\tau}$. The mapping $\tau^{\sharp}$ maps $M_{*}$ into itself, and hence we can identify $\left(M_{*}\right)^{\tau^{\sharp}}$ with $N_{*}=\left(M^{\tau}\right)_{*}$. We can also consider a weak*-continuous real-linear bicontractive projection $P=\frac{1}{2}(I d+\tau)$ of $M$ onto $N=M^{\tau}$, and a bicontractive real-linear projection of $M_{*}$ onto $N_{*}$ defined by $Q=\frac{1}{2}\left(I d+\tau^{\sharp}\right)$. From now on, $N, M, \tau, P$ and $Q$ will have the meaning explained in this paragraph.

Due to the general lack for real JBW*-triples of the kind of structure results established by Horn and Neher for JBW**-triples in [30, 31], the proofs given in Section 4 cannot be applied for
tools in previous section can be applied to prove that preduals of real JBW*-triples are 1-Plichko spaces too.

We shall need to extend the concept of $\sigma$-finite tripotents to the setting of real JBW*-triples. The notions of tripotents, Peirce projections, Peirce decomposition are perfectly transferred to the real setting. The relations of orthogonality and order also make sense in the set of tripotents in $N$ (cf. [32, 43]). Furthermore, for each tripotent $e$ in $N, Q(e)$ induces a decomposition of $N$ into $\mathbb{R}$-linear subspaces satisfying

$$
N=N^{1}(e) \oplus N^{0}(e) \oplus N^{-1}(e)
$$

where $N^{k}(e):=\{x \in N: Q(e) x=k x\}$,

$$
N_{2}(e)=N^{1}(e) \oplus N^{-1}(e) \quad N^{0}(e)=N_{1}(e) \oplus N_{0}(e)
$$

$$
\left\{N^{j}(e), N^{k}(e), N^{\ell}(e)\right\} \subset N^{j k \ell}(e) \text { if } j k \ell \neq 0, j, k, \ell \in\{0, \pm 1\}, \text { and zero otherwise. }
$$

The natural projection of $N$ onto $N^{k}(e)$ is denoted by $P^{k}(e)$. It is also known that $P^{1}(e), P^{-1}(e)$, and $P^{0}(e)$ are all weak*-continuous. The subspace $N^{1}(e)$ is a weak*-closed Jordan subalgebra of the JBW-algebra $\left(M_{2}(e)\right)_{s a}$, and hence $N^{1}(e)$ is a JBW-algebra.

Given a normal functional $\phi \in N_{*}$, there exists a normal functional $\varphi \in M_{*}$ satisfying $\tau^{\sharp}(\varphi)=\varphi$ and $\left.\varphi\right|_{N}=\phi$. Let $e(\varphi)$ be the support tripotent of $\varphi$ in $M$. Since $1=\varphi(e(\varphi))=$ $\overline{\varphi(\tau(e(\varphi)))}=\varphi(\tau(e(\varphi)))$, we deduce that $\tau(e(\varphi)) \geq e(\varphi)$. Applying that $\tau$ is a triple homomorphism, we get $e(\varphi)=\tau^{2}(e(\varphi)) \geq \tau(e(\varphi)) \geq e(\varphi)$, which proves that $e(\varphi)=\tau(e(\varphi)) \in N$. That is, the support tripotent of a $\tau^{\sharp}$-symmetric normal functional $\varphi$ in $M_{*}$ is $\tau$-symmetric. The tripotent $e(\varphi)$ is called the support tripotent of $\phi$ in $N$, and it is denoted by $e(\phi)$. It is known that $\phi=\phi P^{1}(e(\phi))$ and $\left.\phi\right|_{N^{1}(e(\phi))}$ is a faithful positive normal functional on the JBW-algebra $N^{1}(e(\phi))$ (compare [47, Lemma 2.7]).

As in the complex setting, a tripotent $e$ in $N$ is called $\sigma$-finite if $e$ does not majorize an uncountable orthogonal subset of tripotents in $N$. The real JBW*-triple $N$ is called $\sigma$-finite if every tripotent in $N$ is $\sigma$-finite.

Proposition 6.1. In the setting fixed for this section, let e be a tripotent in $N$. The following are equivalent:
(a) $e$ is $\sigma$-finite in $N$;
(b) $e$ is $\sigma$-finite in $M$;
(c) $e$ is the support tripotent of a normal functional $\phi$ in $N_{*}$;
(d) $e$ is the support tripotent of $a \tau^{\sharp}$-symmetric normal functional $\varphi$ in $M_{*}$.

Consequently, for

$$
N_{\sigma}:=\{x \in N: \text { there exists a } \sigma \text {-finite tripotent } e \text { in } N \text { with }\{e, e, x\}=x\}
$$

we have

$$
N_{\sigma}=\left\{x \in M_{\sigma}: \tau(x)=x\right\}=N \cap M_{\sigma}
$$

and the following are equivalent:
(i) $M$ is $\sigma$-finite (that is, $M_{\sigma}=M$ );
(ii) $N$ is $\sigma$-finite (that is, $N_{\sigma}=N$ );
(iii) $N$ contains a complete $\sigma$-finite tripotent.

Proof. The implication $(b) \Rightarrow(a)$ and the equivalence $(c) \Leftrightarrow(d)$ are clear. The implication $(d) \Rightarrow(b)$ follows from [17, Theorem 3.2]. To see $(a) \Rightarrow(d)$, let us assume that $e$ is $\sigma$-finite in $N$. Clearly $e$ is the unit in the JBW-algebra $N^{1}(e)$, and since every family of mutually orthogonal projections in this algebra is a family of mutually orthogonal tripotents in $N$ majorized by $e$, we deduce that $e$ is a $\sigma$-finite projection in $N^{1}(e)$. [13, Theorem 4.6] assures the existence of a faithful normal state $\phi$ in $\left(N^{1}(e)\right)_{*}$. By a slight abuse of notation, the symbol $\phi$ will also denote the functional $\phi P^{1}(e)$. Clearly $\phi \in N_{*}$ and $\left.\phi\right|_{N^{1}(e)}$ is a faithful normal state.

By the arguments above, there exists a $\tau^{\sharp}$-symmetric normal functional $\varphi$ in $M_{*}$ such that $\left.\varphi\right|_{N}=\phi$. Let $e(\varphi)$ be the support tripotent of $\varphi$ in $M$. We have also commented before this proposition that $\tau(e(\varphi))=e(\varphi)$ (that is, $e(\varphi) \in N$ ) because $\phi$ is $\tau^{\sharp}$-symmetric. Since $\varphi(e)=\phi(e)=1$, we deduce that $e \geq e(\varphi)$. Therefore, $e(\varphi)$ is a projection in the JBW-algebra $N^{1}(e)$. Furthermore, $\phi(e(\varphi))=\varphi(e(\varphi))=1$ and the faithfulness of $\left.\phi\right|_{N^{1}(e)}$ show that $e=e(\varphi)$. This proves the equivalence of $(a),(b),(c)$ and $(d)$. The equality $N_{\sigma}=N \cap M_{\sigma}$ is clear from the first statement.

Since a complete tripotent in $N$ is a complete tripotent in $M$, the rest of the statement follows from the previous equivalences and [17, Theorem 4.4].

We can prove now our main result for preduals of real JBW*-triples.
Theorem 6.2. The predual of any real $\mathrm{JBW}^{*}$-triple $N$ is a 1-Plichko space. Moreover, $N_{*}$ is $W L D$ if and only if $N$ is $\sigma$-finite. In the latter case $N_{*}$ is even $W C G$.

Proof. We keep the notation fixed for this section with $N, M$ and $\tau$ as above. There exists a canonical isometric identification of $M_{\mathbb{R}}$ with $\left(\left(M_{*}\right)_{\mathbb{R}}\right)^{*}$, where any $x \in M_{\mathbb{R}}$ acts on $\left(M_{*}\right)_{\mathbb{R}}$ by the assignment $\omega \mapsto \operatorname{Re} \omega(x)\left(\omega \in\left(M_{*}\right)_{\mathbb{R}}\right)$. Thus $\left(M_{*}\right)_{\mathbb{R}}$ is a real 1-Plichko space and $M_{\sigma}$ is again a 1-norming $\sigma$-subspace by Theorem 4.1 and [36, Proposition 3.4].

In view of Lemma 2.6 to prove that the predual of $N$ is 1-Plichko, it is enough to show that $\mathcal{B}_{N} \cap M_{\sigma}$ is weak ${ }^{*}$-dense in $\mathcal{B}_{N}$. Since $M_{\sigma}$ is a 1 -norming subspace we can easily see that $\mathcal{B}_{M_{\sigma}}$ is weak ${ }^{*}$-dense in $\mathcal{B}_{M}$. Take an element $a \in \mathcal{B}_{N} \subset \mathcal{B}_{M}$. Then there exists a net $\left(a_{\lambda}\right) \subset \mathcal{B}_{M_{\sigma}}$ converging to $a$ in the weak*-topology of $M$. Since $\tau$ is weak*-continuous and $M_{\sigma}$ is a norm-closed $\tau$-invariant subspace of $M$, we can easily see that $\left(\frac{a_{\lambda}+\tau\left(a_{\lambda}\right)}{2}\right) \rightarrow a$ in the weak*-topology of $M$, where $\left(\frac{a_{\lambda}+\tau\left(a_{\lambda}\right)}{2}\right) \subset \mathcal{B}_{N_{\sigma}}=\mathcal{B}_{N} \cap M_{\sigma}$, which proves the desired weak*-density.

For the last statement, we observe that $N$ is $\sigma$-finite if and only if $M$ is (see Proposition 6.1), and hence the desired equivalence follows from Theorem 4.1 and the results presented in Sections 4 and 6. We also note that $N \sigma$-finite implies $M \sigma$-finite implies $M_{*}$ WCG implies $N_{*}$ WCG, being a complemented subspace.

We can rediscover the following two results in [4] and [5] as corollaries of our last theorem.
Corollary 6.3. ([4, Theorem 1.4]). Let $W$ be a von Neumann algebra. Then the predual, $\left(W_{s a}\right)_{*}$, of the self-adjoint part, $W_{\text {sa }}$, of $W$ is a 1-Plichko space. Moreover, $\left(W_{s a}\right)_{*}$ is $W L D$ if and only if $W$ is $\sigma$-finite. In the latter case $W_{*}$ and $\left(W_{s a}\right)_{*}$ are even $W C G$.

Corollary 6.4. ([5, Theorem 1.1]). The predual of any JBW-algebra J is 1-Plichko. Moreover, $J_{*}$ is weakly $W L D$ if and only if $J$ is $\sigma$-finite. In the latter case $J_{*}$ is even $W C G$.
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