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For many of us, water simply flows from a faucet, 

and we think little about it beyond this point of 

contact. We have lost a sense of respect for the wild 

river, for the complex workings of a wetland, for the 

intricate web of life that water supports. 
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General abstract 

River confluences are critical points in river networks where strong physical and 

chemical gradients develop, resulting in a wide range of distinctive environmental 

conditions (habitats) for biological growth. Large variations in water temperatures, 

organic matter, nutrients, for example, and in general, in water chemistry have been 

reported to occur at these sites. As a consequence of their high spatial and temporal 

heterogeneity of habitats and resources, river confluences behave as biological hotspots, 

where the number of species appears to increase very significantly in comparison with 

other river reaches. The effects of river confluences persist downstream, therefore, 

affecting biological communities and ecological processes at scales of river reaches and 

channel networks. The spatial extent of the reaches downstream of river junctions where 

heterogeneous habitat conditions persist, largely depends on the rate at which mixing 

between the mainstream and tributary waters occurs. The literature on mixing in river 

confluences is extensive, but still, our understanding of flow and mixing dynamics in 

these sites is far from complete. In particular, the effect of density contrast between the 

confluent streams on mixing has traditionally been neglected, which has been justified by 

differences in the inertia of the confluent flows being much higher than density 

differences. However, as the scale of the confluent channels increases, the probability of 

draining different geological terrains also increases which results in an increasing 

potential for significant differences in density. 

In this work, we present results of a series of field experiments carried out in a 

confluence in Northern Spain where the presence of density contrast is important for both 

the spatial arrangement of the rivers once at the confluence and river mixing. The 

confluence presents seasonal variations in the river density contrast, which ranges from O 

(10
−2

) kg m
−3

 in winter to O (1) kg m
−3 

during summer. Depending on the river density 

contrast, the confluent rivers flow side by side or one on top of the other. Through the use 

of three-dimensional numerical experiments, we illustrate that, despite being negligible 

from a dynamic point of view, the weak density contrasts observed in winter are able to 

distort the mixing layer between the rivers. This distortion changes the contact area 
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available for mixing, and ultimately affects mixing rates. Numerical experiments are also 

presented for the strong density contrast observed in summer, when the confluence is 

vertically stratified. We assess the factors controlling the location of the plunging zone 

and mixing rates. In particular, we focus on the interaction between inertial and buoyancy 

forces, the effect of wind forcing and the unsteady nature of the hydraulic forcing. It is 

shown that the steady-state location of the plunge zone is controlled by an inertia-

buoyancy balance, which accounts for the relative magnitude of the buoyancy forcing 

associated with river density differences, and the magnitudes of both the main-stream and 

the tributary inertia. This has important consequences for river mixing since mixing rates 

increase as the plunging occurs at the confluence due to a combination of large mixing-

interface surfaces and high diffusivities. Wind forcing, depending on its velocity and 

direction is able to affect mixing rates at this confluence through (1) altering the 

buoyancy-inertia equilibrium, (2) altering the patter of secondary circulation within the 

confluence and/or (3) increasing shear at the confluence. This work further shows that 

there is a time lag between a change in the equilibrium conditions of the inflows and the 

system response (movement of the plunge point) to this change. 

River junctions where water may follow two or more alternative pathways 

(diffluences) are also critical points in river networks where aquatic migratory species 

select different migration routes. This is the case, for example, of the juvenile Chinook 

salmon (Oncorhynchus tshawytscha) in the Sacramento-San Joaquin River Delta. This 

work also presents preliminary results on a reach of the Sacramento River where 

juveniles may remain in the main Sacramento River or select other two migration routes 

that lead to the interior of the delta, where salmon survival is known to decrease. This 

river reach is affected by the tides, with flow reversal occurring during flood tides; and 

the entrances to the two migration routes that lead to the interior of the delta are located at 

the outside of a river bend, where secondary circulation is known to occur. Our results are 

consistent with previous studies that show that during the flood tide almost all the flow, 

and thus, all the salmon, are directed to the interior delta through these two migration 

routes. This work also suggests that, during ebb tides, fish entrainment rates into the 

interior of the delta are higher than those expected by flow entrainment alone due to the 

preference of salmon for migrating near surface (first four meters of the water column in 



 

xi 

 

the Sacramento River), together with the effect of secondary circulation that pushes the 

surface-biased salmon towards the outside of the bend where the entrance of these two 

migration routes are located. 

The work presented in Chapter 2 has been published in Water Resources 

Research, entitled “Mixing and circulation at the confluence of two rivers entering a 

meandering reservoir “, and authored by C. L. Ramón, A. B. Hoyer, J. Armengol, J. Dolz 

and F. J. Rueda. The work presented in Chapter 3 has been published in Journal of 

Geophysical Research ― Oceans, entitled “Mixing dynamics at the confluence of two 

large rivers undergoing weak density variations”, and authored by C. L. Ramón, J. 

Armengol, J. Dolz, J. Prats and F.J. Rueda. The work presented in Chapter 4 is currently 

under review in Journal of Hydrology, entitled “the influence of flow inertia, buoyancy, 

wind, and flow unsteadiness on mixing at the asymmetrical confluence of two large 

rivers”, and authored by C. L Ramón, J. Prats and F. J. Rueda. Chapter 5 on the effect of 

the secondary circulation and fish entrance distribution on entrainment of juvenile salmon 

into the interior Sacramento-San Joaquin River Delta over a tidal cycle is in preparation 

for future submission. Two additional manuscripts are included as appendices. In 

Appendix A, we include a manuscript which contains a series of validation exercises 

through which we made sure that the 3D Cartesian primitive-equation hydrodynamic 

model, even if based on hydrostatic equations and using a simplified turbulence sub-

model, is capable of reproducing key features in river hydraulics. This manuscript has 

been published in International Journal of Computational Methods, entitled, “Simulation 

of turbulent flows in river confluences and meandering channels with a Cartesian 3D free 

surface hydrodynamic model”, and authored by C. L. Ramón, J. Prats and F. J. Rueda. 

Appendix B includes a second manuscript in which we propose and test a method to 

include inflow-outflow boundary conditions along arbitrary directions in Cartesian 

models. This approach has been used in the implementation of the model at the 

confluence between the Ebro and Segre rivers. The manuscript is cited in the literature as 

Ramón, C.L, A. Cortés, and F. J. Rueda (2015). Inflow-outflow boundary conditions 

along arbitrary directions in Cartesian lake models. Computers & Geosciences, 74(2015), 

87-96, doi:10.1016/j.cageo.2014.10.002. 
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Resumen general 

 Las confluencias de ríos son nodos clave en la red hídrica en donde se producen 

fuertes gradientes físicos y químicos (ej.: gradientes en la temperatura del agua, en la 

materia orgánica, en la carga de nutrientes, etc.), que tienen como resultado la formación 

de un abanico amplio de condiciones ambientales (hábitats) para el crecimiento biológico. 

Debido a la heterogeneidad tanto espacial como temporal de los hábitats y recursos 

presentes en las confluencias, éstas se comportan como puntos calientes de biodiversidad, 

donde el número de especies puede aumentar de forma muy significativa en comparación 

con otros tramos de la red fluvial. Además, estos efectos persisten aguas abajo de las 

confluencias por lo que influyen sobre las comunidades biológicas y sobre los procesos 

ecológicos tanto a nivel de tramos de ríos, como a nivel de toda la red fluvial; si bien, la 

extensión del tramo de río, aguas abajo de una confluencia, con características 

heterogéneas depende, en gran medida, de las tasas de mezcla entre el agua de la corriente 

principal y la de su tributario. Aunque la literatura que versa sobre la mezcla de ríos aguas 

abajo de confluencias es extensa, todavía queda camino por recorrer en nuestro 

entendimiento sobre los procesos de mezcla en estas áreas. Concretamente, y debido a 

que se trata de ambientes dominados en gran medida por las diferencias inerciales de los 

ríos confluyentes, la literatura suele despreciar el efecto sobre la mezcla que podría tener 

la presencia de contrastes de densidad entre los ríos. Sin embargo, a medida que la escala 

de la confluencia aumenta, la probabilidad de que los ríos que confluyen en ella drenen 

cuencas de mayor tamaño también aumenta, y por tanto de que drenen territorios con 

distintas características geológicas, lo que potencialmente resultaría en diferencias 

significativas en las densidades de los ríos. 

 En esta tesis, se presentan los resultados de una serie de experimentos realizados 

en una confluencia en el norte de España donde los contrastes de densidad son 

importantes tanto para la distribución espacial de los ríos una vez confluyen como para 

las tasas de mezcla de los mismos aguas abajo de la confluencia. Estos contrastes de 

densidad varían de forma estacional, con valores que van desde los O (10
−2

) kg m
−3

 en 

invierno hasta las diferencias de O (1) kg m
−3 

en verano, y la magnitud de estas 
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diferencias es responsable de que los ríos fluyan uno paralelo al otro o de que se 

dispongan uno encima del otro (estratificación vertical). Mediante el uso de modelación 

numérica, se mostrará que, a pesar de que podrían despreciarse desde un punto de vista 

dinámico, la existencia de pequeños contrastes de densidad (como los encontradas en 

invierno en esta confluencia) puede causar la deformación de la interfase de mezcla entre 

los dos ríos, la cual conlleva cambios en el área de contacto entre las dos masas de agua y, 

por tanto, tiene consecuencias sobre las tasas de mezcla. También se presentarán 

simulaciones con las que se evaluarán los factores que controlan la localización del punto 

de hundimiento así como las tasas de mezcla bajo las condiciones de fuertes contrastes de 

densidad típicas del verano, con particular foco sobre la interacción entre las fuerzas 

inerciales y de flotabilidad, el efecto del forzamiento del viento y sobre la naturaleza no 

estacionaria del forzamiento hidráulico. Esta tesis mostrará que la localización, en estado 

estacionario, del punto de hundimiento está controlada por un equilibrio entre las fuerzas 

inerciales (los ríos entran con distinta inercia a la confluencia) y de flotabilidad (los ríos 

tienen distinta densidad), lo cual tiene importantes consecuencias en la mezcla de los ríos 

ya que las tasas de mezcla aumentan a medida que el punto de hundimiento se produce en 

la confluencia en sí misma, debido a una combinación de una mayor interfase de mezcla y 

valores altos de difusividad. Por otro lado, el forzamiento del viento, dependiendo de su 

dirección y velocidad, también es capaz de afectar a las tasas de mezcla mediante (1) la 

alteración del equilibrio entre las fuerzas inerciales y de flotabilidad, (2) la alteración del 

patrón de recirculación lateral en la confluencia y/o (3) el aumento de los niveles de 

cizalla en la confluencia. Esta tesis también muestra que hay un desfase entre un cambio 

en las condiciones de entrada de los ríos (cambios en el caudal y/o densidad) y el 

desplazamiento del punto de hundimiento como respuesta del sistema a un cambio en las 

condiciones de equilibrio 

 Los nodos en la red hidrológica donde el agua puede seguir uno o más caminos 

alternativos (difluencias) son también puntos críticos en la red fluvial, en donde las 

especies migratorias acuícolas eligen distintas rutas migratorias. Este es el caso, por 

ejemplo, del salmón real (Oncorhynchus tshawytscha) en el delta formado por los ríos 

Sacramento y San Joaquín en California. Esta tesis también recoge los resultados 

preliminares de simulaciones realizadas en un tramo del río Sacramento donde los 
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juveniles del salmón real pueden o bien permanecer en la corriente principal, o bien elegir 

entre otras dos rutas migratorias que los dirigen al interior del delta, donde las tasas de 

supervivencia de los juveniles son inferiores. Este tramo del río Sacramento está afectado 

por el régimen mareal por lo que el agua fluye en sentido contrario durante la marea 

llenante, y la entrada a las dos rutas que dirigen a los salmones al interior del delta están 

situadas en el exterior de un meandro, donde se producen fenómenos de recirculación 

lateral del flujo. Los resultados preliminares son consistentes con estudios previos que 

muestran la importancia de las mareas, ya que durante la marea llenante casi todo el flujo, 

y por tanto los salmones, se dirigen hacia el interior del delta a través de estas dos rutas 

migratorias. Este trabajo también sugiere que, durante la marea vaciante el porcentaje de 

peces que entra en el interior del delta es mayor que el esperado en función del caudal 

redirigido hacia estas dos rutas, debido a la combinación de la preferencia de los 

salmones por nadar cerca de la superficie (en los primeros cuatro metros de la columna de 

agua en el río Sacramento) y de la presencia de recirculación lateral, que desplaza a los 

salmones hacia el exterior del meandro (donde se localizan las entradas a estas dos rutas 

migratorias) en las zonas cercanas a la superficie. 

 El trabajo presentado en el capítulo 2 ha sido publicado en Water Resources 

Research con el título “Mixing and circulation at the confluence of two rivers entering a 

meandering reservoir “, y sus autores son C. L. Ramón, A. B. Hoyer, J. Armengol, J. Dolz 

y F. J. Rueda. El trabajo presentado en el capítulo 3 ha sido publicado en Journal of 

Geophysical Research – Oceans con el título “Mixing dynamics at the confluence of two 

large rivers undergoing weak density variations”, y ha sido escrito por C. L. Ramón, J. 

Armengol, J. Dolz, J. Prats y F. J. Rueda. El trabajo presentado en el capítulo 4 está 

actualmente en revision en Journal of Hydrology, bajo el título “the influence of flow 

inertia, buoyancy, wind, and flow unsteadiness on mixing at the asymmetrical confluence 

of two large rivers”, y sus autores son C. L. Ramón, J. Prats y F. J. Rueda. El material del 

capítulo 5 que evalúa los efectos dentro del ciclo mareal de la recirculación lateral y de la 

distribución de los juveniles del salmón real sobre el porcentaje final de salmones que 

entran en el interior del delta formado por los ríos Sacramento y San Joaquín está en 

preparación para su futuro envío a una revista científica. Adicionalmente, se han incluido, 

como apéndices, dos manuscritos. En el apéndice A, incluimos un manuscrito que 
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contiene una serie de ejercicios de validación a través de los cuales se ha asegurado que el 

modelo hidrodinámico Cartesiano usado en esta tesis, aunque basado en las ecuaciones 

hidrostáticas y aunque haga uso de un submodelo de turbulencia simplificado, es capaz de 

reproducir características clave en la hidráulica de ríos. Este manuscrito ha sido publicado 

en International Journal of Computational Methods, bajo el título “Simulation of 

turbulent flows in river confluences and meandering channels with a Cartesian 3D free 

surface hydrodynamic model”, y ha sido escrito por C. L. Ramón, J. Prats y F. J. Rueda. 

El apéndice B incluye un segundo manuscrito en el que se propone y se evalúa un método 

para incluir condiciones de frontera de entrada y salida de flujo a lo largo de direcciones 

arbitrarias en modelos Cartesianos. Esta aproximación se ha utilizado en la 

implementación del modelo en la confluencia entre los ríos Ebro y Segre. Este manuscrito 

se cita en la literatura como “Ramón, C. L, A. Cortés, y F. J. Rueda, 2015. Inflow-outflow 

boundary conditions along arbitrary directions in Cartesian lake models. Computers & 

Geosciences, 74(2015), 87-96, doi:10.1016/j.cageo.2014.10.002”. 
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Chapter 1 

Introduction and objectives 

  

1.1 General introduction 

River confluences are characteristic of all river networks worldwide. However, their 

ubiquity has not prevented them from remaining highly ignored by the scientific 

community until very recently. The first body of literature of river confluences was 

developed in the 1980s, where studies ranged from interest in the confluence morphology, 

hydraulics and sedimentology [Mosley, 1976; Best, 1987; Roy et al., 1988] to interest in 

the ecological [Bruns et al., 1984; Petts and Greenwood, 1985] and structural [Abrahams 

and Campbell, 1976; Flint, 1980; Abrahams and Updegraph, 1987] role of tributaries at 

the scale of rivers and river networks. From that decade on, the body of work on river 

confluences has increased almost exponentially [Rice et al., 2008], demonstrating the 

importance of river confluences in the hydraulics, geomorphology, sedimentology and 

ecology of river networks. 

In terms of ecology, for example, river confluences have been shown to have an 

indubitable biological value at both the scale of river confluences and river networks. The 

supply of water, sediment and organic materials from tributaries introduces step-like 

changes in the river continuum, which can cause ecological impacts as it is a shift in fish 

and macroinvertebrate abundance and community composition [e.g., Rice et al., 2001; 

Knispel and Castella, 2003; Fernandes et al., 2004; Kiffney et al., 2006; Torgersen et al., 

2008]. At local scales, river confluences could be regions of high productivity where the 

receiving main-stream is enriched with nutrients, drifts and detritus from its tributaries 

[e.g., Fernandes et al., 2004; Wipfli and Gregovich, 2002]. As a result of two different 

water masses coming together, river confluences are also areas of high heterogeneity 

where abrupt changes in physical-chemical properties occur. Strong gradients in, for 

example, organic matter [Benda et al., 2003; Bigelow et al., 2007; Macnab et al., 2006], 

nutrients [Kiffney et al., 2006], temperature [Milner and Petts, 1994; Knispel and 

Castella, 2003; Torgersen et al., 2008] and substrate characteristics [Rice et al., 2001] 

may occur at these sites. As a result of this heterogeneity, a wide range of potential 
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habitats for biological growth can occur [Benda et al., 2004; Rice et al., 2006], and the 

contrasting environments can be usefully exploited by mobile species [Power and 

Dietrich, 2002] for breeding purposes [e.g., Kupferberg, 1996], or for example, for 

predator-, flow- or thermal-refugia use [Scrivener et al., 1994; Fraser et al., 1995; 

Kaeding, 1996; Bramblett et al., 2002; Power and Dietrich, 2002; Cairns et al., 2005]. 

Moreover, some organisms may take ecological advantage of the unusual morphology 

and hydraulics of river confluences [Franks et al., 2002]. 

  The morphology and hydraulics of river confluences is certainly unique and 

characterized by its complexity. Confluence morphology is, in broad terms, characterized 

by the presence of a scour hole, bars (tributary-mouth, mid-channel and bank-attached 

bars) and a region of sediment accumulation near the upstream junction corner [Best and 

Rhoads, 2008]. In terms of hydraulics, Best’s model [Best, 1987] identifies six distinct 

elements (which not necessarily occur in all river confluences) (Figure 1.1): (1) a zone of 

flow stagnation at the upstream junction corner (possibly associated with the region of 

sediment accumulation) where water surface super-elevation occurs, (2) flow deflection 

where the rivers meet, (3) a zone of flow separation downstream of the downstream 

junction corner (associated with the presence of bank-attached lateral bars), (4) an area of 

maximum velocity, (5) an area of flow recovery downstream of the flow-separation zone 

and (6) a highly turbulent shear/mixing layer between the confluent flows. Another 

element that is frequently observed is (7) the development of back-to-back helical cells 

(Figure 1.1) [Mosley, 1976; Ashmore, 1982; Ashmore and Parker, 1983; Ashmore et al., 

1992; Rhoads and Kenworthy, 1995, 1998; McLelland et al., 1996; Rhoads, 1996; 

Richardson et al., 1996; Bradbrook et al., 2000; Rhoads and Sukhodolov, 2001, Szupiany 

et al., 2007, 2009; Riley and Rhoads, 2012; Riley et al., 2015]. These cells develop, in the 

transverse direction, on both sides of the mixing layer as a result of the development of 

water super-elevations where the two tributaries meet (mixing layer). Flow within these 

back-to-back helical cells is directed inwards (flow convergence) near surface and 

outwards (flow divergence) near bed (Figure 1.1). The occurrence, size and shape of each 

of these elements of hydraulics are controlled by the magnitude and interaction of 

different controlling variables (not yet completely understood), that include the junction 

angle and the discharge (or momentum flux) ratio [Mosley, 1976; Best and Reid, 1984; 

Rhoads and Kenworthy, 1995, 1998], the presence of bed discordance (difference in the 

depths of the confluent streams) [Best and Roy, 1991; Biron et al., 1993, 1996a,b; Gaudet 
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and Roy, 1995; De Serres et al., 1999; Boyer et al., 2006], topographic effects, such as 

the presence of dunes [Parsons et al., 2007]; and the confluence planform (e.g., curvature 

effects [e.g., Ashmore and Parker, 1983; Riley et al., 2015] or symmetrical vs. 

asymmetrical shape of the confluence [Bradbrook et al., 2000]). All this reflects the 

complexity associated with river confluences and probably explains the lag in knowledge 

of these systems with respect to the rest of the river network. This PhD thesis focuses on 

two particular processes/services of river confluences: (1) river mixing and (2) their role 

as nodes of the river network for migratory species, such as in the case of the juvenile 

Chinook salmon [Oncorhynchus tshawytscha] in their out-migration to the sea in the 

Sacramento-San Joaquin River Delta (California). 

1.2 River mixing 

Water masses joining at a river confluence are seldom similar and may, in fact 

exhibit large differences in physical-chemical characteristics. As a result, strong physical 

and chemical gradients develop in confluences, resulting in a wide range of distinctive 

environmental conditions (habitats) for biological growth. The spatial extent of the 

reaches downstream of river junctions where heterogeneous habitat conditions persist 

largely depends on the rate at which mixing between the mainstream and tributary waters 

occurs. Understanding flow mixing at confluences is, then, of key importance to 

understand river systems. Mixing between two confluent streams occurs mainly in the 

transverse direction, as a result of the two streams flowing parallel to each other with an 

 

Figure 1.1 Best [1987]’s model of flow dynamics at river confluences and sketch of the back-to-back 

counter-rotating cells that commonly develop at river confluences in the transverse direction (section A-A’). 
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almost vertical mixing layer. Fischer et al. [1979] showed through a semi-theoretical 

analysis that transverse diffusion scales with the square of the channel width, and thus, 

mixing distances should increase significantly for large (post-confluence widths > 100 m) 

river confluences. Actually, mixing is commonly a relatively slow process and mixing 

distances downstream of river confluences are in the order of around 100 channel widths 

[Mackay, 1970; Smith and Daish, 1991; Rutherford, 1994; Lane et al., 2008, and 

references therein; Campodonico et al., 2015]. However, field studies in small and large 

river confluences have shown that, under some circumstances, rapid mixing may occur, 

with mixing lengths in the order of ≈ 10 channel widths [Gaudet and Roy, 1995; Tao et 

al., 1999; Maurice-Bourgoin et al., 2003; Lane et al., 2008]. The distortion of the mixing 

layer has been identified as the cause of this rapid mixing, but the mechanisms leading to 

the distortion of the mixing layer are still unclear. Bed discordance and the presence of a 

channel-scale helical circulation have been identified as the two most important of these 

mechanisms. Laboratory [Best and Roy, 1991; Biron et al., 1996a,b] and field 

experiments [e.g., Biron et al., 1993] have shown that, in the presence of bed discordance, 

a negative dynamic pressure develops at the lee of the tributary step and significant cross-

stream pressure gradients may develop leading to flow separation, entrainment and 

upwelling of fluid from the deeper channel into the waters of the shallower, which result 

in significant reductions in mixing lengths [Gaudet and Roy, 1995]. Gaudet and Roy 

[1995], for example, reported mixing lengths of only ≈ 25 channel widths in a small (5-10 

m in width) discordant confluence in Canada. When back-to-back helical cells develop at 

river confluences, differences in angular momentum between tributaries may cause 

helical motions to rapidly evolve into a single channel-width circulation cell [Rhoads and 

Kenworthy, 1995, 1998; Rhoads, 1996; Bradbrook et al., 2000], which appears to be very 

effective mechanisms for mixing [Rhoads and Kenworthy, 1995; Rhoads and Sukhodolov, 

2001]. Lane et al. [2008], for example, found that the mixing length between the Paraná 

and Paraguay rivers in Argentina can vary from ca. 8 to 400 km depending on whether 

channel-scale helical motions develop or not. 

Depth discordance, as reflected by small depth ratios (RD = Dt/Dm, where t = 

tributary and m = main stream), often occurs in large river confluences, such as that of the 

Negro and Solimões rivers in Brazil (RD ≈ 0.6, Laraque et al. [2009]), that of the 

Paraguay and Paraná rivers (RD ≈ 0.5, Lane et al. [2008]) or that of the Ebro and Segre 

rivers in northern Spain ― one of the study sites of this PhD thesis (RD ≈ 0.4, Ramón et 
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al. [2013], Figure 1.2). At large river confluences, however, avalanche faces and 

morphological steps due to bed discordance are typically very low-angle (see an example 

cross-section at the Ebro-Segre confluence in Figure 1.2), which prevent the formation of 

permanent flow separation [Parsons et al., 2008]. Therefore, the three-dimensional 

distortion of the mixing layer often caused by discordance may be significantly less likely 

to occur in larger channel confluences. Since the rate of increase in width with discharge 

should be greater than the rate of increase in depth [Leopold and Maddock, 1953], in 

large river confluences the width-to-depth ratios are O (10
1
) or larger (for example at the 

Ebro-Segre confluence it is ≈ 40), and, thus, topographic effects are expected to increase 

as well, limiting the development of helical motions [e.g., Szupiany et al., 2009]. So, is 

there any other potential mechanism for distorting the mixing layer at large river 

confluences? Large rivers have a greater probability of draining different geological 

terrains, so the potential for significant differences in suspended sediment concentrations 

and/or conductivities (and so, in densities) between the confluent channels increases. 

River regulations (e.g., dams and weirs) upstream of river confluences can also cause 

changes in the thermal properties of the rivers being regulated [e.g., Prats et al., 2010], 

which could result in temperature differences (and then, density differences) between the 

 

Figure 1.2 The Ribarroja reservoir. Location and bathymetry of the area of interest (the 

confluence between the Ebro and Segre rivers) and example cross-section illustrating the low 

angle slope of bed discordance. 
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confluent rivers [e.g., Prats et al., 2010]. For example Lane et al. [2008] reported 

differences in density of O (10
-1

) kg m
−3

 between the Paraná and Paraguay rivers due to 

the difference in suspended sediment loads. Trevethan et al. [2015] also reported 

differences in density of O (10
-1

) kg m
−3

 between the Negro and Solimões rivers due to 

differences in suspended sediments, conductivities and temperatures [Laraque et al., 

2009]. Ramón et al. [2013] (this PhD thesis) reported density differences ranging from O 

(10
−2

) (weak density differences) to O (1) (strong density differences) kg m
−3

 between the 

Ebro and Segre rivers due to differences in temperatures and conductivities. These small 

density differences can cause the denser river to flow below the less dense river [e.g., 

Laraque et al., 2009], widening and distorting the mixing layer, with the potential of 

increasing river mixing. However, the influence that such density differences could have 

on confluence flow and mixing dynamics is currently unknown. 

Even less studies published in the literature have focused on confluences of rivers 

with strong density contrasts (such it is the case of the O (1) kg m
−3

 density differences 

between the Ebro and Segre rivers in summer [Ramón et al., 2013], this PhD thesis). 

Under those conditions, the denser river will plunge and flow below the less dense river 

and the interface separating the confluent rivers will tend to become nearly horizontal 

downstream of the plunge point [Cook et al., 2006; Ramón et al., 2013; Lyubimova et al., 

2014]. Lyubimova et al. [2014] further observed that the plunge point could be upstream 

of the confluence under strongly buoyant conditions, and low flow rates along the main 

river. Little is known beyond those facts and more detailed studies are needed to 

understand the behavior of river confluences under strong density contrasts. But, together 

with the presence of density differences, there are other mechanisms that could influence 

mixing at river confluences, and that, to our knowledge have not yet been evaluated 

before in the literature. This PhD thesis also focuses its attention on the evaluation of two 

mechanisms suggested by Ramón et al. [2013] (this PhD thesis) in their observations of 

their field experiments at the confluence between the Ebro and Segre rivers: The role of 

(1) wind forcing and (2) the time-variability of the inflows in river mixing. 

The choice of the confluence between the Ebro and Segre rivers (Figure 1.2) was 

further (and originally) motivated by the presence of the invasive zebra mussels 

(Dreissena polymorpha, Figure 1.3a and Figure 1.3b) in the Ribarroja reservoir, where 

available records show that colonies of this species are well established since the 
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beginning of the XXI century [Navarro et al., 2006]. In addition to their negative 

ecological impacts [e.g., Strayer, 2008, and references therein], zebra mussels also cause, 

among other economic impacts, damage to water-dependent electric power generation 

and drinking water treatment facilities by fouling intake pipes and other equipment, 

which results in severely impeded flows of water into these facilities. For example, 

according to the Ebro Water Confederation (www.chebro.es), investigation and 

preventive and plague-control actions only for the period of 2006-2009 amounted to a 

total of €11.6 million and it is predicted that the cumulative cost of battling against zebra 

mussels will have come to €105 million by 2025. The study of Navarro et al. [2006] near 

the Ribarroja dam, suggested that the distribution pattern of the zebra mussels in the 

water column during the stratification period was tightly linked to the density 

stratification in the reservoir, with epilimnetic waters acting as a “biological reactor”. 

Given that stratification in the Ribarroja is hydraulically forced [e.g., Prats et al., 2010], 

that is, stratification is the result of two water masses of different physical-chemical 

 

Figure 1.3 (a,b) zebra mussel (Dreissena polymorpha), (b) example of zebra-mussel colonization in the 

Ribarroja reservoir (www.chebro.es), and (c,d) juvenile and (e) adult Chinook salmon (Oncorhynchus 

tshawytscha) (ca.water.usgs.gov).  

 

http://www.chebro.es/
http://www.chebro.es/
http://ca.water.usgs.gov/
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characteristics (the Ebro and Segre rivers) coming together at the tail of the reservoir; 

understanding mixing between the Ebro and Segre rivers is a necessary step to understand 

the distribution of the colonies of the zebra mussel in the reservoir. 

1.3 River confluences/diffluences: important nodes in the river 

network 

Together with their intrinsic and network-scale ecological value, confluences (and 

diffluences) also behave as critical nodes of the river network where aquatic migratory 

species select different migration routes. This is the case, for example, of the juvenile 

Chinook salmon (Oncorhynchus tshawytscha, Figure 1.3c and Figure 1.3d) in the 

Sacramento-San Joaquin River Delta (hereon, the Delta, Figure 1.4a). The Delta is 

characterized by its complexity, with many natural and man-made channels 

interconnected, and thus, with many confluences and diffluences. Due to the influence of 

tides, some of the nodes of the Delta can even behave as both confluences and diffluences 

depending on the tidal phase. Due to the complexity of the Delta, juveniles may take 

different migration routes on their way to the ocean [Perry et al., 2010], which could 

result in different survival rates. So far, it is known that those migration routes that lead to 

the interior Delta have the lower survival rates [Newman and Brandes, 2010; Perry, 2010; 

Perry et al., 2010, 2012; Singer et al., 2013] with factors such as high predation rates, 

longer migration times and entrainment into the water pumping stations (located in the 

southern part of the Delta, Figure 1.4a) affecting salmon survival in those migration 

routes [Brandes and Mclain, 2001; Newman and Rice, 2002; Newman, 2003; Kimmerer, 

2008; Newman and Brandes, 2010; Perry et al., 2010]. But why do salmon select a given 

route? The answer to that question is not trivial, especially in the Delta, where recovery 

strategies for endangered salmon populations must coexist with the Delta’s role in water 

management in California. The Delta supports California’s trillion dollar economy 

(eighth largest in the world) and $27 billion agricultural industry [Delta Protection 

Commission, http://www.delta.ca.gov]. The two large pumping facilities located in the 

southern part of the Delta (Figure 1.4a) provide water for municipal, agricultural, and 

domestic purposes to more than 23 million people throughout central and southern 

California [Newman and Brandes, 2010]. Associated with the pumping projects, a man-

made channel (the Delta Cross Channel, hereon DCC) was constructed to artificially 

connect the Sacramento River with the interior Delta (Figure 1.4) to reduce salinities at 

http://www.delta.ca.gov/
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the pumping stations. And precisely the DCC together with Georgiana Slough (located 

downstream of DCC, Figure 1.4) are the two connections between the Sacramento River 

and the interior Delta, and are key parts of the two salmon migration routes in the 

Sacramento River that lead to the interior Delta (the lower-survival migration routes). To 

prevent fish from entering the interior Delta, the moveable gates in the DCC are closed 

during the emigration period of endangered winter-run juvenile Chinook salmon, 

assuming that fish entrainment into DCC is directly proportional to the mean fraction of 

river flow that is diverted to the interior Delta [SWRCB, 1995; Low et al., 2006]. 

However, the validity of this assumption is not clear, and closing the DCC gates may 

result, for example, in a higher number of fish entering the interior Delta via Georgiana 

Slough (hereon GEO) [Blake and Horn, 2004]. The probability of fish entrainment into a 

given route will also depend on the hydraulic conditions that the fish encounter when 

migrating past each channel entrance, which varies with tides [Blake and Horn, 2004; 

Steel et al., 2013]. For example, fish tend to bypass the DCC on an ebb tide and to be 

advected into the DCC from the Sacramento River (both from locations upstream and 

downstream of the DCC entrance) on a flood tide [Blake and Horn, 2004]. In addition, 

although salmon route-selection is thought to be advection dominated [Blake and Horn, 

2004; Perry et al., 2015], salmon behavior such as their preference for locations near 

surface (the first four meters of the water column in the Sacramento River [Blake and 

Horn, 2004]) may affect the final fate of the fish. This surface preference could be of 

 

Figure 1.4 (a) The Sacramento-San Joaquin River Delta and (b) close-up view of the area of interest. The 

(X) symbols in (a) show the locations of the two pumping stations. 
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special importance in this reach of the Sacramento River, where the DCC and GEO 

junctions are located, for two reasons: (1) the DCC is shallower than the Sacramento 

River, with the DCC entrance located at ≈ 5 m depth; and (2) the two junctions are 

located at the outside of a river bend (Figure 1.4) where secondary circulation effects are 

expected to occur [e.g., Rozovskii, 1961]. As suggested by Blake and Horn [2004] and 

Blake et al. [2012] secondary circulation would tend to displace the surface-biased 

salmon towards the outer bank, and so, towards DCC and GEO. Thus, understanding the 

interaction of the tidal cycle with the development of secondary circulation in this reach 

of the Sacramento River, and fish distributions at the entrance of these junctions, is a key 

step in order to understand and quantify entrainment rates into these two migration routes, 

and to propose effective management strategies that maximize salmon survival and 

minimize economic losses. 

1.4 Goals of this PhD thesis 

The objectives of this thesis are: 

I. To document and understand the effects of the weak density differences between 

rivers on the mixing dynamics in and downstream of large-scale river 

confluences;  

II. To establish the factors that control the spatial arrangement of water masses and 

mixing rates across the contact interface, in river confluences under strong density 

contrasts; 

III. To better understand the role of the physical processes of circulation in driving 

salmon migration-route selection in the Sacramento River. More specifically, we 

aim to answer two key questions in relation to juvenile salmon out-migration: (a) 

is fish entrainment higher than flow entrainment due to the presence of secondary 

circulation at the DCC-GEO bend?, and (b) is fish entrainment different to flow 

entrainment due to the non-uniform spatial distribution (surface-biased) of salmon 

at the entrance of both junctions? 

For objectives (I) and (II), the junction of the Ebro and Segre rivers in Northern Spain 

was used as an example of a large confluence with strong asymmetry and a large junction 

angle (ca. 90°). To reach goals (I-II), first an experimental plan was laid out in which a 



Chapter 1. Introduction and objectives                                         11 

 

series of field campaigns were conducted near the confluence of the Ebro and Segre 

rivers. The field data collected in those campaigns was then interpreted using scaling 

arguments. Then, confluence hydrodynamics was modeled with the three-dimensional 

primitive-equation model of Smith [2006] where, in order to evaluate river mixing, 

numerical tracer experiments were conducted in which the main Ebro River was the river 

being traced. To reach goal (III) river hydrodynamics in the Sacramento-River reach was 

modeled with the three-dimensional primitive-equation model of Smith [2006] and the 

mechanistic-individual based model developed by Hoyer et al. [2014] was used to 

characterize salmon movements within the Sacramento-River reach. 

1.5 Structure of this PhD thesis 

This thesis is organized to reach goals (I-III) sequentially. First, in Chapter 2, the 

field data collected at the Ebro-Segre confluence is presented and interpreted using 

scaling arguments. Second, in Chapter 3, the transport and mixing simulations of the 

Ebro-Segre confluence are presented and the effect of weak river density differences on 

river mixing is evaluated. Next, Chapter 4 presents the transport and mixing simulations 

of the Ebro-Segre confluence under strong density differences and the factors controlling 

river arrangement and mixing are pinpointed and evaluated. Finally, in Chapter 5, the 

simulations of river hydrodynamics in the reach of the Sacramento River under study are 

presented and the effect on fish entrainment of the presence of secondary circulation and 

fish distribution upstream of river junctions are evaluated. The intention of this thesis is 

that each chapter can be read as a standalone article. This means that some of the 

information presented in each chapter is, especially that concerning the introduction and 

methods section, partially repetitive. The intention of this repetition is to provide the 

reader with all the necessary information to read each chapter independently. 
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Chapter 2 

Mixing and circulation at the confluence of two 

rivers entering a meandering reservoir 

    Published in Water Resour. Res., doi: 

10.1002/wrcr.20131  

Abstract 

A field data set collected under different conditions is analyzed to characterize the 

spatial arrangement of two large inflows (Ebro and Segre) with distinct physical-chemical 

characteristics as they join at the upstream end of the Ribarroja reservoir in northern 

Spain. Given the short average residence time of water in the reservoir, the spatial 

arrangement of the rivers at their confluence and their mixing rates are likely the drivers 

of the stratification patterns observed near the dam. In winter, inflows have similar 

densities —∆ρ/ρ0 ≈ O (10
−5

) — and their spatial distribution is largely determined by 

inertial forces, and in particular, by the discharge ratio. Downstream of the confluence, 

both rivers flow side by side and largely unmixed over long distances. In summer, with 

∆ρ/ρ0 of O (10
−3

), the flow fields at the confluence are largely controlled by buoyancy 

forces. Atmospheric forcing during strong wind events and centrifugal forces caused by 

the meandering shape of the reservoir induce significant tilting of the isotherms, leading 

to localized high mixing rates. Mixing, in general, though is weak at this time of the year. 

In fall and early winter, density differences are largely controlled by conductivity 

differences between the incoming flows. The warmer Ebro water, with larger thermal 

inertia, flows beneath the colder Segre water. The spatial arrangement of the inflows is 

largely controlled by the discharge ratio and mixing between sources is strong, likely as a 

result of mixed water being denser than either of the incoming flows. 

2.1 Introduction 

Stratification in the water column provides one of the largest physical constraints 

for biological growth in lake ecosystems, controlling the vertical rate at which mass is 

transferred, and, hence, determining the environmental conditions in which 
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biogeochemical reactions occurs and biota develops. Stratification, for example, is tightly 

linked to the oxygen dynamics in lakes and reservoirs. Under stratified conditions, the 

vertical transfer of oxygen is reduced and oxygen levels in the deeper layers of eutrophic 

systems tend to decrease, getting even to levels close to zero. Under those conditions, the 

oxidation state of many water quality constituents change, modifying their physical and 

chemical behavior. Stratification develops as a result of a subtle balance between 

processes that alter the density of water over depth and other processes that mix parcels of 

fluid within the water column. In natural lakes, with negligible through flows, heat fluxes 

tend to warm up the surface layers, and, the mechanical energy imparted by the wind in 

the water column, either directly or through shear-generation will mix water parcels. 

Water flowing over a solid bottom may also introduce the necessary turbulent kinetic 

energy to mix the water column. Hence, one expects weaker stratifications in rivers and 

reservoirs with large throughflow rates [Schräder, 1958] or with small residence times. 

Straškraba and Mauersberger [1988], in fact, developed an empirical relationship 

between the average residence times and reservoir stratification characterized by the 

temperature difference between the surface and a depth of 30 m in summer (see also 

Straškraba [1999]). Hydraulic forcing can also be a source of stratification [Tundisi, 

1984] when large inflows from rivers with different characteristics enter a lake or a 

reservoir. The Ribarroja reservoir, in northern Spain, is a case example of a reservoir that 

stratifies as a result of hydraulic forcing [Prats et al., 2010]. The two largest inflows into 

the reservoir (Ebro and Segre rivers) enter at its upstream end and have distinct physical-

chemical characteristics that vary at seasonal, and even shorter, time scales. Given the 

short average residence time of water in the Ribarroja, stratification patterns observed 

near the dam are expected to be largely controlled by the relative magnitude of the 

inflows from the Ebro and Segre rivers and the rates at which these two sources mix as 

they travel downstream.  

The extent to which basin scale stratification develops in hydraulically stratified 

reservoirs, in general, and the particular stratification patterns existing near the dam will 

depend on (1) the spatial distribution of the different sources of water as they enter the 

reservoir and (2) the rate at which they mix downstream of their confluence. The behavior 

of single inflows, in turn, critically depends on their density ρ relative to that of the 

surface of the reservoir ρ0, ambient stratification and circulation, inflow rates [Fischer et 

al., 1979], and the particular geometry of the receiving basin near the inflow regions 
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[Johnson et al., 1987; Fleenor and Schladow, 2000]. In long, narrow, straight, and 

quiescent basins with simple geometries in which lateral motions are restricted, the 

pathways of distribution of single inflows and their relevant time and spatial scales have 

been thoroughly studied in the literature through laboratory experiments [e.g., Wells and 

Wettlaufer, 2007; Wells and Nadarajah, 2009, and references therein], numerical 

simulations [e.g., Chung and Gu, 1998; Bournet et al., 1999; Kassem et al., 2003], and 

analysis of field data [e.g., Fischer and Smith, 1983; Hebbert et al., 1979; Dallimore et 

al., 2001]. According to these studies, an inflowing stream will push the stagnant ambient 

water until its inertia is arrested, at some distance from the inflow section, due to density 

differences. At this point, a stream having less density than the lake surface will separate 

from the bottom, riding on top of the water column as an overflow. The denser stream 

water will plunge, in turn, beneath the surface, and it will flow downward along the 

bottom as a gravity-driven density current, gradually entraining water until it reaches the 

level of neutral buoyancy where the densities of the flowing current and the ambient fluid 

are equal [Stevens et al., 1995; Ahlfeld et al., 2003]. The level of neutral buoyancy can 

even be the bottom of the basin [Hebbert et al., 1979; Finger et al., 2006]. Once the 

density currents reach their depth of neutral buoyancy, they will form intrusions that 

spread horizontally into the main body of the reservoir. The behavior of buoyant river 

inflows can be interpreted as the interplay between inertial and buoyancy forces, and 

hence can be parameterized in terms of the internal Froude number, Fri = U/(g'D)
0.5

, 

where U represents the inflow velocity, D the depth of the channel, and g' (= g ∆ρ/ρ0) the 

reduced gravity calculated from the density differences between lake and river water. 

Upstream of the plunge/lift point, it is assumed that motion is dominated by inertial forces 

and Fri >> 1. Downstream, in turn, buoyancy forces dominate the motion and Fri << 1. At 

the plunge/lift point, Fri is O (1), and most expressions proposed to determine the 

location of the plunge/lift points are based on this condition.  

Describing the pathways of distribution of river water under realistic conditions 

with more complex inflow geometries [Rueda and MacIntyre, 2010], with several inflows 

interacting [Marti et al., 2011], or with strong circulation in the receiving basin, however, 

remains a major challenge in the study of inflows in reservoirs. The inflow of the Segre 

River into the upstream end of the Ribarroja reservoir (Figure 2.1) is a case example 

where those conditions hold. The reservoir is constructed on the Ebro River channel, has 

an elongated and meandering planform and typically exhibits large throughflow rates. 



16                                               Chapter 2. Field experiments at the Ebro-Segre confluence 

 

 

The Segre River enters the left margin of the reservoir shortly downstream of a dam that 

regulates the inflows from the Ebro River. Being able to describe and understand the 

spatial arrangement of the Ebro and Segre waters (the largest inflows) near their 

confluence and the mixing rates of both masses as they travel downstream appears to be 

the key to understanding stratification as observed near the dam and, hence, is important 

for water quality management. However, it is a challenging task for several reasons. First, 

because of the strong cross-flows along the Ribarroja reservoir, the rate of mixing 

 

Figure 2.1 The Ribarroja reservoir (gray rectangle: area of study―the confluence between the Ebro 

and Segre rivers), bathymetry of the confluence and location of ADCP Jj, Fj, and Nj transects (gray 

solid lines) for the 2009 campaign. Gray dashed line: location of cross-section A immediately 

downstream of the junction corner. Star: location where cameras were deployed during the July 

experiment; triangles: location of thermistor chains W, N, and C during the February experiment. 

Dots: locations where CTD profiles a-f were collected on day 50 (February experiment). 
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between the river and reservoir water may not conform to classical models for inflows 

into quiescent ambient waters. Second, the flow downstream of the confluence may be 

stratified, depending on the density difference between the rivers. Many studies exist that 

study circulation patterns of stratified flows within curved or meandering channels, but 

most of them are aimed at describing flows in laboratory settings [e.g., Corney et al., 

2006; Chao et al., 2009; Cossu and Wells, 2010], estuarine environments [Lacy and 

Monismith, 2001], or in submarine channel bends [Parsons et al., 2010].  

Our general goal in this work is to describe the spatial distribution of water from the 

Ebro (hereon western W-River) and Segre (hereon northern N-River) rivers as they enter 

the Ribarroja reservoir and to understand the physical processes controlling the rate of 

mixing between these two rivers at and downstream of their confluence, at the upstream 

end of the reservoir. Based on previous records collected in 1998, an experimental plan 

was laid out in which a series of field campaigns were conducted near the confluence of 

the N- and W-rivers (see Figure 2.1). The field data collected in those campaigns is 

presented and interpreted using scaling arguments. 

2.2 Study site 

The Ribarroja reservoir (41º 18' N, 0º 21' E) is the second of a chain of three 

reservoirs (Mequinenza-Ribarroja-Flix) constructed along the lower reaches of the W-

River for hydroelectric power generation (Figure 2.1). It is warm, monomictic, and 

mesoeutrophic, and it is used for fishing, navigation, irrigation, and urban supply, in 

addition to being for hydropower. The basin is relatively shallow, with an average depth 

of 9.8 m, reaching values of up to 34 m near the dam. The free surface elevation is kept 

nearly constant and close to 69 m above sea level. Its area S and volume V when full are 

2152 ha and 2.07 × 10
8
 m

3
, respectively. With an average throughflow Q of 300 m

3
 s

−1
 

(mean value from 1998), the nominal residence time of Ribarroja (= V/Q), is 

approximately 8 days. This value ranges from ≈ 3 days to less than a month [e.g., 

Cruzado et al., 2002], depending on throughflow rates. Throughflows, in turn, typically 

vary from ≈ 200 m
3
 s

−1
 in summer to nearly 800 m

3
 s

−1
 in winter. Peak flows after storm 

events can be larger than 2000 m
3
 s

−1
 [Prats et al., 2010]. The reservoir has an elongated 

and meandering shape (Figure 2.1), with the two largest inflows (Segre N- and Ebro W-

rivers) occurring at the Northwest end. Inflows from the W-River are regulated by the 
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Mequinenza dam, which discharges directly into the Ribarroja reservoir 3 km upstream of 

the confluence of the N-River into the W-River. Only the hydroelectric intakes, releasing 

deep hypolimnetic water with stable temperatures throughout the year, are operated on a 

regular basis [Prats et al., 2010]. Inflows from the N-River, in turn, are largely 

unregulated and exhibit larger seasonal variations in temperature. Stratification in the 

reservoir, hence, is largely subject to hydraulic control exhibiting changes at seasonal 

scales.  

The strongest stratification develops in summer, with a thermocline located 

between 5 and 10 m and a nearly anoxic hypolimnion, primarily formed by cold hypoxic 

waters released from the hypolimnion of the Mequinenza reservoir [Prats et al., 2010]. 

Winds are highly variable with daily-averaged values ranging from 1 to nearly 10 m s
−1

. 

Winds are strongly periodic (with 24-hr periods), predominantly from the Southeast 

during summer (from May to September), and from the East in the first 3 months of the 

hydrologic year. From January to March, winds are predominantly from the North and 

Northeast, veering to southeasterly winds in April. The strongest winds are commonly 

associated with southeasterly winds, but gusts of strong winds from the North and 

Northwest occasionally develop. 

2.3 Material and Methods 

2.3.1 Approach 

Three different scenarios or modes for the behavior of the W- and N-rivers at their 

confluence were identified based on a preliminary analysis of existing information on 

river inflows and water temperatures, collected in 1998 (Figure 2.2). It was assumed in 

this analysis that water density would be largely controlled by its temperature, given that 

no other water properties had been observed at that time. Furthermore, this assumption is 

commonly used when studying freshwater bodies [e.g., Horne and Goldman, 1994; 

Goudsmit et al., 2002; Prats, 2011]. Scenario 1 corresponds to the first few months of the 

year, when large inflow rates (average values of ≈ 200 m
3
 s

−1
) are observed both in the 

W- and N-rivers. Peak inflows in the N-River occur in December and May, probably 

associated with rainfall events and ice-off from the Pyrenees, respectively. Inflows from 

the W-River exhibit several peaks during this period of time, probably due to withdrawals 
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from Mequinenza after major rainfall events. The W- and N-temperatures are similar, 

especially during the first and coldest part of the year. N-temperatures tend to be warmer, 

though, toward the end of this period. In Scenario 2 (summer), inflow rates are lower (≈ 

100 m
3
 s

−1
) from both sources, and decreasing, in the case of the W-River. By the end of 

the period, the inflows from the W-River are negligible. Large temperature differences 

between the sources exist, with the warmer temperatures observed in the N-River. 

Finally, Scenario 3 corresponds to fall and beginning of winter conditions. The warmer 

temperatures are from the W-River and inflow rates are similar to those in Scenario 2. 

Other studies conducted in the Ribarroja already point to the existence of these three 

scenarios [e.g., González, 2007; Prats, 2011]. 

2.3.2 Field experiments 

Three field experiments were conducted in 2009 to characterize the spatial 

distribution of the W- and N-waters at the confluence (see Table 2.1), under the three 

scenarios identified in the analysis of historical data. The first field experiment was 

conducted in late winter, from 18 February to 20 February (Julian days 49-51); the second 

in summer, on 21 and 22 July (Julian days 202-203); and the third, in late fall, on 25 and 

 

Figure 2.2 Scenarios (Sc) first proposed after analyzing daily inflow rates from the 

Ebro and Segre rivers, and water temperature in 1998. ∆T is the depth-averaged 

temperature difference between the Segre and Ebro rivers (∆T = TN−TW). 
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26 November (Julian days 329-330). Wind (speed and direction), air temperature, relative 

humidity, and solar radiation records for the days of the three experiments were collected 

at a meteorological station existing on a floating platform deployed near the dam. Water 

velocity, temperature, conductivity, and turbidity were collected along several transects. 

Water velocity profiles were collected using a boat-mounted Acoustic Doppler Current 

Profiler (ADCP). Two ADCPs (1200 kHz and 600 kHz RDI-Workhorse) were used in the 

first experiment, and only one (1200 kHz) in all others. The 1200 kHz-ADCP was 

operated in two different working modes, depending on the depth of the reservoir along 

each transect. The high-resolution coherent mode 5 was used in the shallowest transects. 

The default Mode 1 was used in the deeper portions of the lake. The maximum bin size 

was 0.5 m in all cases. The ADCP transects will be referred to as Fj, Jj, and Nj for the 

February, July, and November campaigns, respectively, where j is the number of the 

transect in Figure 2.1. Temperature, conductivity, and turbidity profiles were collected at 

several points along the transects using Seabird SBE-19 conductivity-temperature-depth 

(CTD) profilers. SBE-19 recorded at a rate of 20 Hz while free falling through the water 

column, giving a vertical resolution of O (10
−2

) m. The number of CTD profiles taken 

along each transect varied, and the distance between two consecutive profiles ranged 

from 100 to 300 m. The observations were mainly analyzed on a transect-by-transect 

mode. CTD data collected upstream of the confluence along the W- and N-rivers were 

used as references to characterize the properties of the sources (W- and N-water) in an 

end-member analysis of the mixed water downstream of the confluence. In this analysis, 

any given sample at and downstream of the confluence is assumed to be the result of a 

conservative mixture of two sources of water (end members) [e.g., Boyle et al., 1974]. 

The bathymetry of the confluence was reconstructed from an existing bathymetry map of 

the upper midhalf of the reservoir (Figure 2.1), and additional data collected with the 

ADCP during the field experiments in 2009.  

During the first experiment, three thermistor chains were deployed upstream of the 

W- (chain W) and N- (chain N) rivers and downstream of the confluence (chain C) to 

characterize daily changes in water temperature. Chains N, W, and C had 5, 13, and 14 

HOBO H20-001 temperature loggers (resolution 0.02 ºC, accuracy ± 0.2 ºC), 

respectively, arranged at about ≈ 0.4-m intervals close to the surface and 1 m closer to the 

bottom, except for chain W, where a constant interval of 1 m was used. On the second 

campaign, several cameras were deployed near a high point located at the confluence to 
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the left of the W-River on day 202 (Figure 2.1). A series of photographs were taken from 

11 A.M. to nearly 5 P.M.  

The equation of state of Chen and Millero [1986], as reported by Pawlowicz 

[2008], was used to calculate density from temperature and salinity data. Salinity or total 

dissolved solids (TDS), in turn, was estimated from specific conductivity Co0 (μS cm
−1

) 

and temperature (ºC) records as follows [Pawlowicz, 2008]: 

 











)25(0191.01

0

T

Co
TDS  . (2.1) 

The scaling factor λ in equation (2.1), here set to 0.8, is known to vary between 0.55 and 

0.9 mg L
−1

 (μS cm
−1

)
−1

 in general usage, but can be as high as 1.4 mg L
−1

 (μS cm
−1

)
−1

 in 

meromictic saline lakes [Pawlowicz, 2008]. The large variations (of up to 30%) in the 

value of the scaling factor are indicative of the extreme sensitivity of salinity values to 

changes in the ionic composition of water. Water samples collected in November 2009 

were analyzed to determine their ionic composition. Using the results of that analysis, as 

Table 2.1 Summary of experiments conducted at the Ribarroja reservoir―Dates and 

measurements 

Expe-

riment 

Day Observation from boat Day Observations from 

autonomous 

instrumentation 

Feb., 

2009 

49 ▪ CTD profiles  49-51 ▪Thermistor chains (Ebro, 

Segre and confluence) 

▪ Wind, air temperature, 

relative humidity and solar 

radiation (meteorological 

station) 

50-51 ▪ CTD profiles and 

▪ Velocity profile 

observations with a RDI 

1200 kHz and a RDI 600 

kHz 

July,  

2009 

202-203 ▪ CTD profiles and 

▪ Velocity profile 

observations with a RDI 

1200 kHz  

202 ▪ Photographs of the 

confluence 

202-203 ▪ Wind, air temperature, 

relative humidity and solar 

radiation (meteorological 

station) 

Nov., 

2009 

329-330 ▪ CTD profiles and 

▪ Velocity profile 

observations with a RDI 

1200 kHz 

329-330 ▪ Wind, air temperature, 

relative humidity and solar 

radiation (meteorological 

station) 
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proposed by Pawlowicz [2008], the correlation between TDS and specific conductivity 

gives an average value of 0.8 ± 0.2 mg L
−1

 (μS cm
−1

)
−1 

for the scaling factor, for both 

rivers, which makes the former assumption reasonable. No information was available on 

whether the ionic composition of the water from Mequinenza or the N-River changes in 

time. Hence, 0.8 is assumed valid for all the experiments. The contribution of suspended 

solid SS concentration in the density calculations was in all cases assumed negligible 

based on the observed turbidity differences (Table 2.2). The turbidity records Turb 

collected at the inflow sections were first converted to SS (mg L
−1

) using the following 

empirical equation (r
2
 = 0.97) developed for the study site 

 SS = 0.4785·Turb + 1.0904. (2.2) 

The contribution of SS to density (∆ρSS) was then calculated as follows [Ford and 

Johnson, 1983]: 

 310
1

1 









SG
SSSS , (2.3) 

where SG is the specific gravity of suspended solids. Given that almost 95% of the 

suspended sediment load from the W-River [Roura, 2004] is retained upstream in 

Mequinenza, the N-River is the largest source of suspended sediments at the confluence, 

bringing mostly silt and clay with a particle size d < 25 mm and 9% of organic matter 

[Flumen-Group, 2009]. Assuming that SG ≈ 2.65 (as in Chen et al. [2006]), the 

contribution of SS to density was always at least 1 order of magnitude lower than those 

caused by salinity and temperature differences. In February, for example, with the lowest 

temperatures (8 ºC) and the smallest differences in specific conductance (80 μS cm
−1

, 

Table 2.2), the salinity driven-density contrast between the sources was O (10
−2

) kg m
−3

. 

Differences in turbidity of 10 nephelometric turbidity units (ntu) (Table 2.2), in turn, 

introduced density differences of O (10
−3

) kg m
−3

. 
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2.4 Results and Discussion 

2.4.1 Density differences between sources 

Specific conductance versus temperature for all records collected at all depths and 

spatial locations during the days of experiments for the three field campaigns are plotted 

in Figure 2.3. Density estimates are shown as isolines on these plots. Note that the records 

tend to form straight lines between two points representing the characteristics of the W- 

and N-rivers (end members), which is indicative of all water parcels at the confluence 

being the result of mixing between these two rivers. 

 Temperature differences between rivers in February were as much as 1 ºC. W-

temperatures were nearly constant (≈ 8 ºC). N-temperatures, in turn, experienced diurnal 

oscillations with amplitudes that exceeded the average temperature differences between 

the two sources (Figure 2.3a and Figure 2.4). As a result of those changes, the records at 

the confluence also exhibited diurnal oscillations, forming straight lines between the end 

members. Conductivity differences between sources at this time of the year were of O 

(10) μS cm
−1

, with the lower conductivities (718 μS cm
−1

) observed in the N-River. 

 

Figure 2.3 Distribution of specific conductance versus water temperature (dots) observed at different 

points at the confluence between the Ebro and Segre rivers in the Ribarroja reservoir. Colored lines in the 

background are lines with equal densities, calculated as Chen and Millero [1986] (see Pawlowicz [2008]). 

(a) February experiment. Dot color represents (1) red: day 49, (2) black: morning on day 50 (3) cyan: 

afternoon on day 50 and (4) blue: day 51; (b) July experiment; and (c) November experiment. The gray 

straight-dashed line in (c) shows the curvature of lines of equal density. 
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Relative density differences ∆ρ/ρ0, driven both by differences in temperature and salinity 

between sources were of O (10
−5

). As a result of the daily temperature variations, the N-

water could be lighter or have similar density to the W-water. Maximum density 

differences ∆ρ/ρ0 occurred during the afternoon on day 50 with values of O (10
−4

) (Figure 

2.3a).  

In contrast to the data from February, the data from July and November clusters 

along a unique straight line between the two end members (Figure 2.3b and Figure 2.3c). 

This is partly due to the large temperature and conductivity differences between sources 

at those times of the year, compared to the diurnal oscillations. In July, for example, 

temperature differences of up to 6 ºC (warmer in the N-River) were observed between the 

sources. Conductivity differences at this time were, in turn, weak, and approximately six 

times smaller than those observed in November. Hence, density differences between 

sources at this time were largely driven by temperature differences, and the isopycnals in 

 

Figure 2.4 Temperature data from thermistor chains (triangles in Figure 2.1) located at (a) the 

Ebro River (chain-W), (b) the Segre River (chain-N), and (c) downstream of the confluence 

(chain-C), and differences between depth-averaged temperature ∆T for the Segre and Ebro rivers, 

∆T = TN−TW. White lines indicate 0000 hr, 1200 hr, and 2400 hr on day 50 [Time (hr) = 0 at 0:00 

hr on day 49]. Shaded areas show time for CTD casts on days 49 and 50. CTD profiles on day 51 

were collected between 1100 and 1330 hr. 
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Figure 2.3b appear as steep lines compared to the other two periods. In November, in 

turn, temperature differences between sources were of up to 5 ºC and the differences in 

conductivity were ≈ 900 μS cm
−1

. Inflow buoyancy was, at that time, controlled both by 

differences in temperature and salinity, and the W-water was, for example, denser than 

inflows from the N-River, despite being warmer. Note that all points tend to accumulate 

along two different lines, each one corresponding to data from the 2 days of the 

experiment (Figure 2.3c). While the water properties from the W-River were nearly 

constant during the experiment, the N-water was colder on the second day. Note also that 

water parcels formed by mixing between the two sources on the second day of the 

experiment should be denser than the end members, as a consequence of the curvature of 

the lines of equal density in Figure 2.3c. This interpretation, however, largely depends on 

the values of scaling factor used in equation (2.1). For 0.63 < λ < 0.8 mg L
−1

 (μS cm
−1

)
−1

, 

the mixed water is denser than both the W- and N-water. For λ > 0.8 mg L
−1

 (μS cm
−1

)
−1

, 

in turn, the larger the fraction of the W-water in the mixed parcel, the larger is its density. 

Experimentally derived values of λ (see methods) includes a range of ± 0.2 mg L
−1

 (μS 

cm
−1

)
−1

 around λ = 0.8; hence, both conditions are possible. 

2.4.2 Experiment I 

The experiment was conducted shortly after a major rainfall event. Inflow rates 

from the W-River were approximately 700 m
3
 s

−1
 on day 50, almost seven times larger 

than the N-inflows (Table 2.2). These differences in flow rates are typically observed in 

winter, as reported, for example, by Prats et al. [2010]. The weather during the field 

campaign was cold, cloudy at night, and calm most of the time. The internal Froude 

number Fri, estimated using cross-sectional average velocities and temperature 

differences (Table 2.2 and Figure 2.3a), varied from O (1) to O (10), and was always > 4, 

which suggests that flows and circulation patterns near the confluence are dominated by 

inertial forces. Hence, temperature variations were assumed to be unimportant from a 

dynamic standpoint. 

2.4.2.1 Spatial arrangement of inflows under weakly stratified conditions 

Given the marked contrast in the specific conductivity SC25 between the W- and 

N-water (≈ 80 μS cm
−1

), SC25 was taken as a tracer of the source of water at the 
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confluence [Gaudet and Roy, 1995; Laraque et al., 2009; Rueda and MacIntyre, 2010], 

and the dilution of the W-water at any given site i was calculated as follows: 

 
NW

Ni

SCSC

SCSC

2525

2525




  (2.4) 

Here SC25i is the specific conductivity of the mixture at site i, and SC25W and SC25N 

denote the conductivity of the end members (Figure 2.3a and Table 2.2). The conductivity 

plots in Figure 2.3a and the spatial distribution of dilution rates (Figure 2.5a) suggest that 

the N-water flowed attached to the left side of the confluence with a nearly vertical 

interface. Assuming (1) that vertically well mixed conditions prevail at and downstream 

of the confluence, (2) that mixing is not affected by the small density differences 

encountered in the field, and (3) that hydraulic forcing remains steady, the transverse 

mixing coefficient εt between the W- and N-water masses downstream of the confluence 

can be estimated by fitting the steady-state depth-integrated diffusion equation for SC25 

[Bouchez et al., 2010] 

Table 2.2 Average values in the Segre and Ebro inflow sections before entering the reservoir 

obtained from ADCP and CTD casts. 

Day Transect Q
(a)

 

(m
3 
s

-1
) 

uE-W
(b)

 

(ms
-1

) 

uN-S
(c)

 

(ms
-1

) 

T 

(ºC) 

Turb 

(ntu) 

SC25
(d)

 

(µScm
-1

) 

Ta
(e)

 

(ºC) 

U10
(f)

 

(ms
-1

) 

50 N-F1
g
 -96 -0.050 -0.10 8.2 17.4 713.7 10.6 2.9 

50 W-F3 730 0.468 -0.084 8.1 9.7 801.2   

51 N-F1 -116 -0.054 -0.11 7.4 13.2 722.5 8.5 1.8 

51 W-F3 624 0.371 -0.040 - - -   

202 N-J1 - 50 -0.021 -0.051 24.1 61.1 909.3 27.7 8.4 

203 W-J3-5 220 0.146 -0.031 20.8 5.2 1061.7 28.7 7.0 

329 N-N2 -12 0.007 -0.010 10.9 18.2 838.8 9.0 1.9 

329 W-N5 253 0.163 -0.003 14.2 7.4 1758.2   

330 N-N2 -69 -0.006 -0.066 10.3 17.6 833.6 14.4 0.8 

330 W-N5 172 0.108 -0.003 14.1 8.8 1743.4   

(a) 
Q = Inflow rate. 

(b)
 uE-W = average E-W velocity (positive value if westward). 

(c)
 uN-S = average N-S velocity (positive value if southward). 

(d) 
SC25 =specific conductivity (T = 25ºC). 

(e)
Ta = average temperature of air at the time when transects where collected. 

(f)
U10 = average wind speed (10 m height) at the time when transects were collected. 

(g)
 F=February, J= July, N=November. Numbers account for transects in Figure 2.1. N=Segre, W= 

Ebro. 
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2

2

Y






 
 (2.5) 

to the observations. Here, ς (= [SC25i]int/SC25W) is the ratio between the depth-integrated 

specific conductance of a given site and the specific conductance of the W-water; Y (= 

n/bp) is the transverse distance n divided by the river width bp, assumed constant over the 

whole reach (≈ 400 m); and Λ (= εt t/bp
2
) is the nondimensional elapsed time, where the 

time t = s/‹us›, s being the distance downstream and ‹us› the average streamwise velocity 

(= 0.4 m s
−1

). To solve equation (2.5), the fluxes through the banks are assumed 

negligible, i.e., ∂ς/∂Λ = 0 at Y = 0 and Y = 1. The N-water (ς = 0.89) was initially 

assumed to occupy 22.5% of the cross section; the remaining was filled with W-water (ς 

 

Figure 2.5 Dilution rates (%) from linearly-interpolated specific conductance collected from 

CTD casts on days (a) 50–51, (b) 329, and (c) 330 at the confluence. Dots account for locations 

of CTD casts. Red and blue arrows show the direction of the flow. North direction is shown. 
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= 1). This initial distribution of the N- and W-water arise from the assumption of uniform 

velocities at cross section A (Figure 2.1), with the observed inflow rates QW and QN on 

day 50 (Table 2.2). Equation (2.5) was calibrated against measured SC25 profiles 

collected at (1) sites a and b, 250 m downstream of the confluence; (2) site d, 5.7 km 

downstream of the confluence; and (3) sites e and f, 13.8 km downstream of the 

confluence (Figure 2.1). The best agreement between equation (2.5) and observed SC25 ( 

Table 2.3) was found for εt = 1.7 ± 0.1 m
2
 s

−1
 (RMSE = 1.5 μS cm

−1
). This is consistent 

with values of εt reported for large river confluences. For example, Bouchez et al. [2010] 

found εt to be 1.8 m
2
 s

−1
 at the confluence between the Solimões and the Purús rivers, and 

Lane et al. [2008] found εt to vary between 5.6 m
2
 s

−1
 and 266.0 m

2
 s

−1
 at the confluence 

between the Paraná and Paraguay rivers. If we assume that complete mixing occurs when 

cross-stream conductivity gradients become < 1 μS cm
−1

, and if we ignore the effect of 

the dam, the mixing length LM needed for the W- and N-water to become fully mixed is 

LM = 16.3 ± 1 km (or 40.75 ± 2.5 channel widths). These estimates of LM of O (10-10
2
) 

times the channel widths agree with mixing lengths encountered at large river confluences 

during periods of weak density differences [e.g., Lane et al., 2008, and references 

therein], and, suggest that the W- and N-masses would mix before reaching the dam 

(located ≈ 27 km downstream of the confluence).  

 

 

Table 2.3 Measured ― CTD profiles a, b, d, e and f in Figure 2.1― and modeled (Eq. 2.5) 

depth-integrated specific conductance SC25 (µS cm
−1

)
(a)

. 

CTD 

Profile 

s
(b)

 

(m) 

Y
(c)

 Mesured SC25 

(µScm
-1

) 

Modelled SC25 

(µScm
-1

) 

a 250 0.067 719.6 720.9 

b 250 0.916 801.0 801.0 

d 5700 0.513 780.5 782.2 

e 13800 0.990 780.3 781.7 

f 13800 0.635 779.5 781.6 

(a) 
Modeled values correspond to a transverse mixing coefficient εt =1.7 m

2 
s

−1
. 

(b) 
s = distance downstream of the confluence. 

(c)
Y= n/bp = non-dimensional transverse distance, where n = transverse distance 

from the left bank and bp = channel width. 
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2.4.2.2 Transverse circulation 

The CTD profiles collected downstream of the confluence only exhibit some 

stratification toward the left bank with lower conductivity values and slightly larger 

temperatures toward the surface (Figure 2.6). This pattern is indicative of N-water 

overflowing southward, though slowly, on top of the W-water, transversely to the 

streamwise direction as it is carried downstream. The slow transverse circulation can be 

the result of (1) momentum of the N-water, flowing southward in a shallow channel and 

into the reservoir; (2) secondary circulation occurring in the main channel as a result of its 

meandering planform; and (3) N-water being positively buoyant. All processes should 

lead to horizontal motions of similar magnitude of order O (10
−2

) m s
−1

. For example, the 

average southward speed of water in the N-River upstream of the confluence, estimated 

from the ADCP transect, was O (10
−1

) m s
−1

 (Table 2.2). Once in the reservoir, the N- and 

W-waters moving in different directions mix and given the different flow rates of both 

rivers, the transverse velocity of the mixture should be at least seven times smaller and 

become O (10
−2

) m s
−1

. The maximum transverse velocity un,c that develops in flows in 

curved or meandering channels, as a result of the centrifugal acceleration, can be 

estimated following Johannesson and Parker [1988] (see also Geyer [1993]) as follows 

 
s

s

cn
R

hu
u




6
, , (2.6) 

where Rs is the radius of curvature. For a curved channel, with Rs = 750 m (see Figure 

2.1), and the flow conditions prevailing in this scenario (D = 10 m, ‹us› = 0.4 m s
−1

), the 

 

Figure 2.6 Temperature (ºC), specific conductivity (μS cm
−1

), and 

turbidity (ntu) profiles collected on day 50. CTD profile c in Figure 2.1. 
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secondary currents should be approximately 3 × 10
−2

 m s
−1

. Finally, the velocity 

magnitude that develops in a channel of depth D in response to a change in temperature 

∆T can be estimated as [Fischer et al., 1979] 

 TgDu
bn  ,  (2.7) 

Here α is the thermal expansion coefficient, which depends on temperature. For D = 10 

m, ∆T = 1 ºC, and α = 6 × 10
−5

 ºC
−1

 (value of α for T = 8 ºC) density-driven transverse 

velocities un,b should be O (10
−2

) m s
−1

. Hence, neglecting frictional effects, one would 

expect the N-water to move southward with a speed un,b –Segre = 10
−2

 m s
−1

. At that speed, 

the water on one side of a 400 m wide channel can reach the other bank in ≈ 5-10 hr. For 

‹us› = 0.4 m s
−1

, as observed in Ribarroja, the water would have travelled 7-14 km 

downstream before reaching the right margin. Note, however, that 6 hr is also the length 

of time that the temperature in the N-River takes to increase 1 ºC above the temperature 

of the W-River (Figure 2.4). Hence, our calculations, being based on steady-state 

equations, are only approximate. In any case, they suggest that for a significant portion of 

the length of Ribarroja, the N- and W-waters flow side by side. This is consistent with the 

results of Cook et al. [2006] in the study of the confluence of the Clearwater and Snake 

rivers, with similar length scales to those of the confluence of the W- and N-rivers (width 

≈ 500 m and maximum channel depths of ≈ 16 m). They presented Multispectral Thermal 

Images (MTIs) of the confluence taken under nonstratified conditions that demonstrate 

that both rivers meet and flow parallel to each other for several kilometers downstream. 

The lateral extent occupied by the N-waters in the Ribarroja reservoir will likely depend 

on the inflow southward momentum of the N-water, the relative flow rates and the 

buoyancy differences, which in this period of time, should be small but not negligible. All 

these factors will change, especially the relative flow rates (as seen, for example, in 

Figure 2.2). 

2.4.2.3 Horizontal circulation 

Horizontal recirculation patterns, or gyres, were only observed in a reach far 

downstream of the confluence where the channel widens; leaving a shallow region to the 

left (transects F22–24 in Figure 2.1). The recirculation cell in this reach is approximately 

1 km long, occupying the shallowest regions of the channel and attached to the left bank 
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(Figure 2.1). Upstream velocities with depth-averaged values of ≈ 10
−2

 m s
−1

 were 

observed in a fringe of ≈ 300 m from the left bank (Figure 2.7a). This recirculation was 

also observed in summer (Figure 2.7b). Recirculation and flow separation, however, were 

not observed immediately downstream of the confluence, on the left margin of the W-

River, as expected according to laboratory and numerical experiments of 90º confluences 

[e.g., Gurram et al., 1997; Weber et al., 2001]. The absence of recirculation downstream 

of a confluence, though, has also been reported in other studies of natural junctions [Roy 

et al., 1988; Roy and Bergeron, 1990; Biron et al., 1993; De Serres et al., 1999]. The 

presence of a deposition bar just downstream of the confluence at the bank closer to the 

tributary and the differences in channel bottom depth between the mainstream and the 

side channel (bed discordance) have been proposed in the literature as possible causes to 

explain the absence of flow separation [De Serres et al., 1999]. Both conditions apply in 

our study site (Figure 2.1, and Bladé i Castellet et al. [2010], their Figure 5]). In fact, the 

N-water flows into the reservoir through two channels (Figure 2.1), with depths of 4 and 

2 m depth, respectively, which are shallower than the W-channel (≈ 10 m). The fact that 

the N-channel is curved and not a straight channel (Figure 2.1) [Biron et al., 1993] as well 

as the smoothly curving geometry of the downstream junction corner [Rhoads and 

Kenworthy, 1995] could also explain the absence of recirculation and flow detachment. 

2.4.3 Experiment II 

The weather during the experiment was dry with high temperatures and strong 

winds (Table 2.2) from the Southeast. Average water temperatures were ≈ 22 ºC, but the 

N-water was, in general, warmer (∆T ≈ 4-6 ºC), more turbid, and less salty than the W-

water (Figure 2.3b and Table 2.2). Water releases from Mequinenza followed the same 

schedule in both days of the experiment. Releases started at 0800 hr and completed at 

2200 hr. Flow rates increased from ≈ 150 m
3 

s
−1

 at 0800 hr to ≈ 250–280 m
3
 s

−1
 from 1300 

hr to 1600 hr, to supply electricity at peak demand. This schedule is typical of a summer 

day. These changes in flow rates are translated downstream at a velocity scale us,b 

characterizing the propagation of perturbations in a density-stratified fluid, which can be 

estimated as in equation (2.7). For α =2.25 × 10
−4

 ºC
−1

, ∆T ≈ 4–6 ºC and D = 10 m, us,b is 

≈ 0.3 m s
−1

 and the changes in release rates at the dam would propagate to the confluence 

in 2–3 hr. Hence, our observations, collected at the confluence from ≈ 16 to 18 hr, largely 

represent the hydrodynamic conditions for maximum or near-maximum flow rates. 
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2.4.3.1 Spatial arrangement of inflows under strongly stratified conditions 

Turbidity records from our CTD casts collected at the confluence were used to 

recreate the spatial distribution of the N- and W-waters at the confluence. This approach 

was considered valid given that the differences in turbidity between the sources were 

large (at least 1 order of magnitude, see Table 2.2) and, hence, turbidity can be used to 

trace the source of water at the confluence. This assumption is reasonable as long as the 

time needed to settle for a sediment particle is much larger than the travel time needed by 

a particle to flow through the confluence, so that it behaves as a conservative tracer in the 

region of interest. The flow time scales Tf can be calculated as the time to transverse the O 

(10
3
) m reach that includes the confluence region at a speed of 0.1 m s

−1
, as observed in 

our velocity profiles. That time scale Tf is ≈ 2 hr. The time scales of deposition Td, in turn, 

can be estimated by dividing the depth of the confluence D ≈ 10 m by a velocity scale 

representing the settling velocity w0 of the particles, which can be estimated from Stokes 

law [van Rijn, 1987]. For particle diameters d ≤ 25 mm [Flumen-Group, 2009] and SG ≈ 

2.65, w0 is of O (10
−4

) m s
−1

 and Td is ≥ 5 hr. Hence, given that Tf < Td, our approach to 

trace source water from turbidity values appears to be justified. In general, the minimum 

values of turbidity, indicative of Mequinenza water, appear in the deepest areas of the 

confluence (Figure 2.8). Two plumes, with large turbidity values, characteristic of the N-

water, appear near the surface both at the northeastern and western ends of the confluence 

as shown by the longitudinal transect in Figure 2.8. These two plumes correspond to the 

 

Figure 2.7 Depth-averaged E-W velocities (m s
−1

) from (a) ADCP transects F22 

and F24 on day 50 and F23 on day 51 and (b) ADCP transects J19-J21 on day 203. 
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two inflow channels from the N-River. Minimum turbidity values appear along the center 

of the W-channel, upstream of the westernmost plume due to the entrance of low turbidity 

water from the W-River. Turbidity also peaks along the northern and southern shore of 

the W-River, which is either (1) water that existed there early in the morning before the 

start of discharge operations in Mequinenza or (2) water from the most upstream plume 

formed by the N-River flowing upstream along the W-River. Photographs taken on day 

202, one day before the CTD profiles were collected, support our interpretation of the 

distribution of waters at the confluence (Figure 2.8). 

2.4.3.2 Inertial, buoyancy and wind forcings 

Average flow velocities were 0.1-0.2 m s
−1

, and the internal Froude number Fri for 

these velocities was O (10
−1

). For the maximum velocities of 0.3 m s
−1

 observed near the 

center of the W-channel, though, Fri was close to O (1), which suggests that even though 

buoyancy may be the dominant force driving motion, inertial forces cannot be ignored in 

our analysis. The sheared velocity profiles encountered along the W-River, with the 

largest downstream velocities occurring near the bottom, in fact, appear to be controlled 

by an inertial-buoyancy balance (Figure 2.9). The buoyancy forces work to arrest the 

downstream flow near the surface and make the warmer water flow upstream over the 

cold Mequinenza water. The latter, in turn, will tend to flow downstream driven both by 

 

Figure 2.8 Linearly interpolated turbidity values (ntu) from CTD casts collected on day 

203 and picture taken on day 202 at 1528 P.M. from location shown in Figure 2.1 (star). 

July experiment. Dots account for locations of CTD casts. Red and blue arrows show 

the direction of the flow. North direction is shown. 
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the inertial and buoyancy forces. Upstream of the confluence, water flowed mostly 

downstream with the largest velocities (0.2 m s
−1

) occurring near the bottom and nearly 

stagnant water near the top (Figure 2.9, J4). Downstream, the inertial forces diminish as a 

consequence of (1) mixing and (2) friction with the bottom and lateral boundaries, and 

buoyancy forces drive the top of the water column flow upstream (Figure 2.9). Given that 

streamwise velocity maxima occur near the channel bed (Figure 2.9), and that Fri ≈ 1, W-

flows likely behave as density currents below the N-waters [e.g., Kneller et al., 1999].  

Wind forcing could have also contributed to the balance of forces at the 

confluence and need to be taken into account to interpret the field observations. For 

example, water in the N-channel appeared to flow upstream along the shallowest sections 

(Figure 2.10), probably as a result of strong southeasterly winds. The low turbidity values 

existing between the two inflow channels of the N-River in Figure 2.8 could be the result 

of the wind-driven upstream flow of the low turbidity W-water. Also as a result of the 

strong wind forcing, turbidity and temperatures varied laterally in the N-channel. 

Temperatures, for example, varied from 24 ºC to 25 ºC in most of the profiles, reaching 

values of up to 28 ºC near the right bank. This distribution could be interpreted as the 

result of the strong wind forcing accumulation of warm surface water in the westernmost 

boundaries of the reservoir and tilting of the isotherms.  

 

Figure 2.9 Laterally averaged E-W velocities for transects 

J4-8 (Figure 2.1) across the Ebro channel on day 203. 
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The CTD casts collected along transect J4 in the W-channel also reveal a stratified 

water column with tilted isotherms (Figure 2.11). Near the center of the channel, a sharp 

interface at a depth of 2 m separates the cold water (19 ºC - 20 ºC) at the bottom from 

warmer (23 ºC) at the surface. At the left bank, in turn, the surface water is warmer (24 

ºC) and the temperature gradients are smoother. The tilting of the isotherms, in this case, 

could be attributed to the strong southeasterly winds acting on the stratified water column. 

The southeasterly winds will tend to elevate and widen the isotherms near the southern 

shore. Assuming a two-layer stratification with an upper mixed layer of thickness H, the 

displacement of the isotherms ∆h driven by wind forcing can be estimated in terms of the 

Wedderburn number, W, as ∆h = 0.5H/W [Shintani et al., 2010]. The Wedderburn 

number, W, expressing the balance between wind and baroclinic forcing was calculated in 

the cross-stream direction as follows: 

 
bu

Hg
W

a

2*

2'
 , (2.8) 

where ua* is the shear velocity of air (ua*
2
 = ρa/ρ0 CdwU10

2
) calculated from the air density 

ρa, wind drag coefficient Cdw (≈ 10
−3

, Fischer et al. [1979]), and wind speeds U10 

 

Figure 2.10 Temperature (ºC) and turbidity (ntu) from CTD casts, and N-S velocity (m s
−1

) from 

ADCP transect at the Segre River (transect J1 in Figure 2.1) on day 202. Dots account for 

locations of CTD casts at right. W = western (rigth) bank, E = eastern (left) bank. 
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measured at 10 m above the free surface. For H = 2 m and average wind speeds of U10 of 

≈ 7 m s
−1

, as measured on day 203, ua* = 8 × 10
−3

 m s
−1

, W ≈ 2, and the isotherm 

displacements ∆h could be up to 0.5 m, lower than observed in the field (Figure 2.11). 

The tilting of the isotherms upstream of the confluence can also be interpreted as the 

result of the secondary circulation that develops due to the curved shape of the W-

riverbed upstream of the confluence (Figure 2.1). Similar observations have been reported 

for density currents flowing in sinuous subaqueous channels [Cossu and Wells, 2010], 

estuarine flows through curved channels [Seim and Gregg, 1997; Lacy and Monismith, 

2001], and turbulent buoyant flows in curved open channels [Shen et al., 2003]. The 

isotherm displacement ∆h driven by secondary flows in a curved channel can be 

estimated if we assume a steady-state balance between centrifugal acceleration and cross-

channel baroclinic pressure gradients in the channel. The timescale Tb to reach steady 

state is determined by the cross-channel baroclinic adjustment time and can be estimated 

as [Lacy and Monismith, 2001] Tb = b/(g' H)
0.5

. For a channel width in the W-inflow 

channel bW = 300 m and H = 2 m (mean depth of the N-River at this section and time), Tb 

≈ 0.5 hr. This is lower than the advective time for the flow to pass around the bend (2-3 hr 

for a distance of 3 km), which suggests that the isotherms rapidly adjust to any changes in 

the flow field driven by perturbations in inflow rates, and, hence, that the steady-state 

assumption for the cross-channel flow in Ribarroja is reasonable. Under steady-state 

conditions, in a two-layer flow in a curved channel, in which only the bottom layer flows 

as a gravity current, the isotherm displacement ∆h can be calculated as follows [Komar, 

1969] 

 
'

2

gR

bu
h

s

s 
  (2.9) 

For Rs = 1 km (as is the case of W-channel, upstream of the confluence, Figure 2.1), ‹us› 

= 0.3 m s
−1

, and ∆ρ/ρ0 = 10
−3

 as observed in transects J4-5, the expected displacement of 

the isotherms ∆h = 2.5 m, in agreement with the observations (Figure 2.11). The tilting of 

the isotherms shown in Figure 2.11 suggests the existence of secondary circulation, with 

water in the upper layers flowing toward the inner bank, which is opposite in sign to the 

classical circulation in open-channel flow through bends [Rozovskii, 1961]. This type of 

reversed secondary circulation has been observed under nonlogarithmic streamwise 
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velocity profiles in curved estuarine channels [Seim and Gregg, 1997; Lacy and 

Monismith, 2001], and it is a common feature in density currents flowing in sinuous 

subaqueous channels [e.g., Corney et al., 2006; Keevil et al., 2006, 2007; Cossu and 

Wells, 2010; Parsons et al., 2010]. Corney et al. [2006, 2008] suggested that the sign of 

the secondary circulation in stratified sinuous channels is largely controlled by the height 

above the channel bed where the streamwise velocity is maximal. Reversed secondary 

circulation will develop for streamwise velocity profiles exhibiting peak values below ≈ 

40% - 45% of the channel depth, as it is the case in Ribarroja (see Figure 2.9). Driven by 

either centrifugal and/or wind forcings, isotherm tilting could be important to understand 

mixing between the two sources at the confluence, given that the area of the mixing 

interface increases as a result of the tilt, and water parcels are allowed to mix 

horizontally, at faster rates than vertical mixing under stratified conditions [e.g., Imboden 

and Wüest, 1995]. 

2.4.3.3 Mixing at the confluence 

Using laterally averaged velocity profiles and CTD profiles at the deepest points 

along transects J8 and J9 (near the confluence), gradient Richardson numbers Rig were 

estimated as follows: 

 
2)/(
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


  (2.10) 

 

Figure 2.11 Linearly interpolated temperature (ºC) from CTD casts in transect J4 

(Figure 2.1) on day 203. Dots show the locations of CTD profiles at right. N = 

northern (left) bank; S = southern (right) bank. 
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These calculations suggest that indeed there is a shear mixing-layer between 4 and 5 m of 

depth, where Rig < 0.25 (Figure 2.12), indicative of active mixing [Rohr et al., 1988]. The 

thickness of the shear layer encountered at the confluence agrees with the scaling 

proposed by Sherman et al. [1978]. A shear layer forming as a result of billowing in 

stratified flows should have a thickness at equilibrium θB of the form 

 
 

Tg

u
B









2

3.0  (2.11) 

For α = 2.25 × 10
−4

 ºC
−1

, ∆T = 4 ºC – 5 ºC, and a velocity difference ∆u = 0.2 m s
−1

 (the 

laterally averaged speed in the W-River upstream of the confluence, at the time of 

maximum discharge), equation (2.11) predicts a shear layer of approximately 1 m. This is 

indicative of strong mixing at the confluence tending to form a diffused interface between 

the W- and N-waters. Immediately below the shear layer (deeper than 5 m), there exists 

an interface (thermocline) where the temperature changes from 25 ºC to 20 ºC and 

gradient Richardson numbers are well above 0.25. Vertical diffusivities at the thermocline 

 

Figure 2.12 Laterally averaged E-W velocities from ADCP transects, 

temperature profiles from CTD casts, and estimated Rig for transects (a) J8, (b) 

J9 and (c) N10 in Figure 2.1. Dashed lines account for Rig = 0.25. 



Chapter 2. Field experiments at the Ebro-Segre confluence                  39 

 

were calculated from our estimates of Rig as Latif et al. [1994] 
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 (2.12) 

For Rig of O (1), equation (2.12) predicts values of O (10
−5

) m
2
 s

−1 
for the thermocline at 

the confluence (transect J9). These values are consistent with those calculated using a 

three-dimensional hydrodynamic model of the confluence for the same period of time, as 

reported by Ramón [2011]. Assuming that the W-water flows as a layer of 2 m (the 

average thickness of the hypolimnion, based on temperature profiles in Figure 2.12a and 

Figure 2.12b), below the water from the N-River, in a channel of constant depth D equal 

to the depth of the W-channel at the confluence (10 m), and assuming that mixing rate is 

constant in time, both layers would need ≈ 37 hr to mix. With average downstream speeds 

of 0.2 m s
−1 

as measured in the field, these two layers would be mixed ≈ 27 km 

downstream of the confluence. These calculations suggest stratification near the dam 

being largely inherited from the difference in properties between the W- and N-waters. 

2.4.4 Experiment III 

During experiment III, the weather was cold, foggy during the morning, and sunny 

from noon to sunset. Wind was weak at all times (Table 2.2). Average discharge rates 

from Mequinenza estimated from ADCP transects varied from 240 to 266 m
3
 s

−1
 on day 

329 and from 144 to 200 m
3
 s

−1
 on day 330. Measured discharges at the inflow section of 

the N-River were 12 and 69 m
3
 s

−1
 on day 329 and 330, respectively. This order of 

magnitude for the inflows from the W- and N-rivers agrees with inflows at the confluence 

in 1998 (Figure 2.2) and 2004 and 2005 during this month [Prats et al., 2010]. Average 

water velocities were O (10
−1

) m s
−1

 in the W-River and O (10
−2

) m s
−1

 in the N-River 

upstream of the confluence (Table 2.2). The internal Froude number Fri was O (1), which 

suggest that an equilibrium between inertial and buoyancy forces exists at the confluence. 

The N-water was, in general, colder and more turbid but had lower specific conductance 

values than the W-water (Table 2.2). 

2.4.4.1 Spatial arrangement of inflows 

Given the strong differences in the conductivity of the sources (≈ 900 μS cm
−1

), 

SC25 was used to trace the source of the water at the confluence. The conductivity was 
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taken here to be 837 and 1755 μS cm
−1

, for the N- and W-waters, respectively (Table 2.2). 

Dilution rates were estimated from SC25 data as in equation (2.4). All profiles were 

collected from 1100 hr to 1400 hr in the vicinity of the confluence of the N- and W-rivers. 

Hence, they represent a synoptic view of the flow field and the distribution of the W- and 

N-waters as they flow into the reservoir. On day 329, with a discharge ratio Rq = QN/QW = 

0.047, the water column in the reservoir appeared unstratified upstream of the confluence 

but stratified downstream, with the N-water occupying the shallower layers. At the 

confluence, the N-plume appeared confined to the left margin, but, further downstream it 

moved toward the right margin. The lateral extension of the plume was limited and only 

reached the right margin of the channel very close to the surface (Figure 2.5b). On day 

330, with N-inflow rates almost six times those recorded on day 329 (Rq = 0.4), the N-

water reached the right bank at the confluence and mixing between the sources appears to 

be stronger (Figure 2.5c). Immediately downstream of the confluence (transect N12 in 

Figure 2.1), the W-water accumulated near the right bank (Figure 2.5c). The interpolated 

conductivity plots show two local maxima, which can also be interpreted as a result of 

two plumes. One, formed near the upstream end of the confluence where the deepest 

channel of the N-River discharged into the reservoir, corresponds to the southernmost 

maximum. The second formed at the downstream end of the confluence as a result of the 

discharge of the shallowest (easternmost) channel of the N-River. Farther downstream 

(transect N18 in Figure 2.1), the low conductivity water from the N-River appeared 

attached to the right margin, while the high conductivity water from Mequinenza 

accumulated near the left margin (Figure 2.5c). These observations are suggestive of a 

strong lateral circulation set up as a result of the inertia of the side inflow being of similar 

magnitude to the longitudinal inertia of the main-stream inflows. This braided circulation 

is consistent with field data and results of three-dimensional simulations of the confluence 

between the Snake and Clearwater rivers [Cook et al., 2006] for Rq = 0.87 and ∆ρ/ρ0 of O 

(10
−3

). It seems plausible that the W-water might have been preferably flowing near the 

right margin, and we could have missed it in our CTD casts. 

2.4.4.2 Mixing at the confluence 

On day 330, the fraction of W-water in the lower layer in transect N18 (Figure 

2.1), estimated from conductivity values as in equation (2.4), was only 53%, which is 

indicative of very strong mixing between the W- and N-waters. Large mixing rates could 
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have occurred as a consequence of (1) high shear near the bottom in a weakly stratified 

water column, or alternatively, (2) as a result of the development of weakly unstable 

density profiles during mixing of the W- and N-waters. Whether shear mixing or density-

driven instabilities are responsible for the strong mixing that appears to occur downstream 

of the confluence is beyond the scope of this manuscript. In any case, shear could be 

strong enough to reduce the density gradients across a large fraction of the water column. 

Assuming a stably stratified water column on day 330 with density differences of ≈ 0.05 

kg m
−3

 and longitudinal velocity differences of 0.1 m s
−1

 between the W- and N-water in 

the main channel (Figure 2.12c), one would expect a shear layer of thickness θB ≈ 6 m, 

which is similar in magnitude to the depth of the channel D. The gradient Richardson 

number is < 0.25 at all depths, indicative of active mixing. For Rig of O (10
−1

), as 

encountered at the thermocline, vertical diffusivities were of O (10
−4

) m
2
 s

−1
. Assuming a 

constant mixing rate, and that the W-River flows as a layer of ≈ 7 m thick (thickness of 

the hypolimnion based on the temperature profiles, Figure 2.12c) below the N-water in a 

channel of constant depth D = 10 m (depth of the W-channel at the confluence region), 

both layers would need ≈ 35 hr to mix. With average observed velocities of 0.1 m s
−1

, 

both rivers would appear mixed after 13 km downstream of the confluence. 

2.4.5 Parameterization of Flows at River Confluences 

Our results from Experiments I–III suggest that the spatial arrangement of two 

rivers at a large asymmetrical river confluence with a junction angle of nearly 90º is 

largely controlled not only by the inflow velocities of the tributary Ut and the mainstream 

Um but also by the density differences between the two rivers. The velocity ratio Ru (= 

Ut/Um) represents the ratio of inertial forces between the side inflow and the mainstream, 

and for a given geometry is determined by the discharge ratio of tributary to mainstream 

inflows Rq (= Qt/Qm). The ratio of the buoyancy of the side stream, parameterized in 

terms of the celerity of the internal perturbations (g' D)
0.5

, and the magnitude of the 

inertial forces, characterized by the streamwise velocities along the main channel, is the 

inverse of the internal Froude number Fri of the confluence. For Fri >> 1, the effect of 

density differences can be neglected, and the mixing interface between the confluent 

rivers remains largely vertical (Figure 2.13a and Figure 2.13b). The location of the 

mixing layer, in this case, is largely controlled by the magnitude of Ru. For Ru << 1, the 

mixing interface will be close to the tributary bank. This was the case of Experiment I in 
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Ribarroja conducted under weakly stratified conditions. For Ru >> 1, in turn, the interface 

gets closer to the opposite bank (Figure 2.13b). Earlier work conducted under nearly 

neutrally buoyant conditions conducted in the laboratory [Best, 1987] or in small river 

confluences [Biron et al., 1993; Rhoads and Kenworthy, 1995, 1998; De Serres et al., 

1999] are consistent with our results and suggest that the location of the mixing interface 

largely depends on the momentum flux ratio Rm (= [UtQtρt]/[UmQmρm]) and the junction 

angle. The confluent rivers flow side by side (Figure 2.13a and Figure 2.13b), mixing 

laterally at a rate controlled by shear-driven horizontal turbulence and the existence of 

secondary circulation. In general, under weakly buoyant conditions, mixing rates will be 

small, unless the mixing interface becomes distorted due to channel-scale secondary 

circulation [Rhoads and Kenworthy, 1995, 1998] or under the influence of topographic 

forcings such as the presence of bed discordance [Gaudet and Roy, 1995].  

Vertical stratification will develop at the confluence if Fri < 1, and even upstream 

of the confluence if Fri << 1, as a result of the nonneutrally buoyant side-inflow moving 

upstream along the mainstream (Figure 2.13c). Under those conditions, the mixing 

interface will tilt and become horizontal at or immediately downstream of the confluence 

if Ru < 1. Mixing rates will decrease as a result of vertical stratification and the two rivers 

 

Figure 2.13 Conceptual model for the near surface (gray lines) and near bottom (black dashed lines) 

velocity streamlines and for the location of the mixing interface at the surface plane (black straight lines) 

for different velocity ratios (Ru = Ut/Um) between the tributary t and the main stream m and internal Froude 

numbers Fri (=Um /(g'D)
0.5

) at an asymmetrical confluence with a 90º junction angle. (a) Ru = 0.25 and Fri 

>> 1, (b) Ru = 2 and Fri >> 1, (c) Fri << 1, (d) Ru = 2 and Fri ≤ 1, and (e) Ru = 1 and Fri > 1. 
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may remain unmixed long distances downstream of the confluence. This was the case of 

Experiment II in Ribarroja, where stratification, as observed near the dam, is largely 

determined by the differences in buoyancy between the N- and W-waters. If Ru > 1, in 

turn, the mixing interface may become tilted across the mainstream as a result of the large 

lateral inertia of the side inflow in comparison with the stability of the water column, and 

the negatively buoyant flow may even upwell downstream of the confluence at the 

tributary bank (Figure 2.13d; Experiment III). For intermediate values of Fri of O (1), the 

distance downstream needed for the tributary water to reach its opposite bank will depend 

both on Fri and Ru (Figure 2.13e). This distance will decrease in response to increases in 

Fri
−1

 and Ru. 

The dependence of large river confluences on Fri is consistent with field 

observations at large river confluences. For example, vertical stratification develops for 

nonneutrally buoyant side flows (Fri ≤ 1) at the confluence between the Snake and 

Clearwater rivers [Cook et al., 2006]. Near vertical mixing interfaces were, in turn, 

reported for weakly buoyant side flows, Fri >> 1. Laraque et al. [2009] also reported 

observations collected at the confluence between the Negros and Solimões rivers, with 

widths of O (1) km downstream of the confluence, and suggest that under weakly buoyant 

side flows, with Fri > 1, the mixing interface between the confluent rivers was 

significantly distorted. Note, however, that in our analysis we have ignored other 

important effects, such as, those of the centrifugal forces, wind forcing or topographic 

forcing (such as the presence of bed discordance). For example, secondary circulations 

driven by the curvature of the streamlines at the confluence and/or the planform curvature 

of the confluence could lead to a higher distortion of the mixing interface than expected 

from baroclinic effects alone [e.g., Rhoads and Kenworthy, 1995; Rhoads and 

Sukhodolov, 2001]. 

2.5 Conclusions 

The spatial arrangement of inflows and their mixing rates in large asymmetrical 

river confluences are largely controlled by the ratio between forces driving the 

crossstream motion of the side inflow (inertia, buoyancy, and centrifugal forces 

associated with the meandering form of the main stream) and the inertial forces in the 

mainstream. The behavior of the confluent streams can be parameterized in terms of an 
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internal Froude number and the velocity ratio between the confluent streams. For Fri >> 

1, buoyancy forces are negligible compared with inertia and the mixing interface remains 

vertical. For Fri < 1 the confluence becomes vertically stratified. For intermediate values 

of Fri, the distance downstream needed for the tributary water to reach its opposite bank 

will depend on the velocity ratio. For higher velocity ratios, the mixing interface would 

locate farther from the tributary bank, and these distances become shorter. The influence 

in a specific location of other forces such as centrifugal forces, topographic forcing, 

and/or wind forcing will increase or decrease this length scale. A more quantitative and 

exact relationship between these controlling factors and the lateral extension of the 

tributary waters should be further explored with the aid of three-dimensional modeling 

tools. 

 

 

 



 

 

 

Chapter 3 

Mixing dynamics at the confluence of two large 

rivers undergoing weak density variations 

 Published in J. Geophys. Res. Oceans, 

doi: 10.1002/2013JC009488. 

Abstract 

 Simulations of tracer experiments conducted with a three-dimensional primitive-

equation hydrodynamic and transport model are used to understand the processes 

controlling the rate of mixing between two rivers (Ebro and Segre), with distinct physical 

and chemical properties, at their confluence, upstream of a meandering reservoir 

(Ribarroja reservoir). Mixing rates downstream of the confluence are subject to hourly 

scale oscillations, driven partly by changes in inflow densities and also as a result of 

turbulent eddies that develop within the shear layer between the confluent rivers and near 

a dead zone located downstream of the confluence. Even though density contrasts are 

low—at most O (10
−1

) kg m
−3

 difference among sources—and almost negligible from a 

dynamic point of view—compared with inertial forces—they are important for mixing. 

Mixing rates between the confluent streams under weakly buoyant conditions can be up 

to 40% larger than those occurring under neutrally buoyant conditions. The buoyancy 

effects on mixing rates are interpreted as the result of changes in the contact area 

available for mixing (distortion of the mixing layer). For strong density contrasts, though, 

when the contact area between the streams becomes nearly horizontal, larger density 

differences between streams will lead to weaker mixing rates, as a result of the stabilizing 

effect of vertical density gradients. 

3.1 Introduction 

River confluences are critical points in river networks where strong physical and 

chemical gradients develop [Kiffney et al., 2006; Bigelow et al., 2007; Gooseff et al., 

2008], resulting in a wide range of distinctive environmental conditions (habitats) for 

biological growth. As a consequence, river confluences behave as biological hotspots, 
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where the number of species appears to increase very significantly in comparison with 

other river reaches [Benda et al., 2004]. The effects of river confluences persist 

downstream, hence, affecting biological communities and ecological processes at scales 

of river reaches and channel networks [Rice et al., 2001]. The spatial extent of the reaches 

downstream of river junctions where heterogeneous habitat conditions persist largely 

depends on the rate at which fluid elements are exchanged across the mixing interface 

separating mainstream and tributary waters. Mixing rates are largely dependent on the 

development of two-dimensional vortices in the shear layer between the confluent flows, 

and, particularly, on processes leading to the distortion of the mixing layer and the 

consequent increase in the area of contact between water masses. The distortion of the 

mixing layer, in turn, has been shown to occur as a result of differences in depths between 

the main channel and the tributary (bed discordance) or channel-scale helical motions, 

which, in general, result in significant reductions in mixing lengths [e.g., Gaudet and Roy, 

1995; Rhoads and Kenworthy, 1995]. Lane et al. [2008], for example, found that mixing 

lengths between the Paraná and Paraguay rivers can vary from ca. 8 to 400 km depending 

on whether helical motions develop or not. Farther downstream of the confluence, mixing 

rates largely depend on the local characteristics of the channel [Boxall and Guymer, 2001; 

Heard et al., 2001], such as the presence of channel bends where strong secondary 

currents develop, or on the existence of dead zones, such as pools, gravel beds, side arms, 

or, in general, any other irregularity in the river morphology. 

Our understanding of flow and mixing dynamics in river confluences, however, is 

still far from complete. In particular, the effect on mixing of the density contrast between 

the confluent streams have been traditionally neglected, which has been justified by 

differences in the inertia of the confluent flows being much higher than density 

differences [e.g., Rhoads, 1996]. Laraque et al. [2009], in their field study of the 

confluence between the Negro and Solimões rivers, however, argued that the small 

density differences, associated with slight changes in suspended solid concentrations, 

made the waters from the Negro River to flow over those of the Solimões River, widening 

and distorting the mixing layer, and, hence, increasing mixing rates. These density 

differences, in general, are more likely to occur in large-scale confluent channels, with the 

mainstream and tributary draining different geological terrains [Parsons et al., 2008]. 

They could also be the result of differences in the thermal inertia between the mainstream 

and the tributary, and, in this case, one would expect the temperature-driven variations in 
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density to occur at hourly scales, as a result of diurnal variations in insolation. The 

contribution of small density differences to mixing dynamics in confluences has not been 

addressed before, with the exception of the numerical study of Biron and Lane [2008] in a 

simplified 90º junction of two rectangular channels with density differences of O (1) kg 

m
−3

. In that study, Biron and Lane [2008] demonstrated that mixing rates increased if the 

mixing layer distorted as a result of density differences. It is not clear, however, whether 

weaker or stronger density differences, or hourly scale variations in density, will have an 

effect or not on the mixing rates in river confluences. 

Our goal is to understand the effects of density differences on the mixing dynamics 

in and downstream of large-scale asymmetric confluences. The junction of two medium-

size rivers (Ebro and Segre) in northern Spain is used as an example of a large confluence 

with weak and time-varying density differences, driven by diurnal changes in water 

temperatures [Ramón et al., 2013; Chapter 2]. The two rivers join at the upstream end of a 

meandering reservoir (Ribarroja) with a complex geometry characterized by bed 

discordance and changes in channel geometry and planform occurring sequentially 

(Figure 3.1). Hence, mixing rates between the confluent rivers are expected to exhibit 

changes both in time and downstream of the confluence along the river channel. We 

analyze those changes through simulations conducted with a three-dimensional primitive-

equation (3D-PE) model. Our modeling approach is justified given the need to conduct 

unsteady simulations of density-driven changes [Ramón et al., 2013; Chapter 2] in the 

mixing layer between two water masses in a large domain with a reasonable 

computational cost. The 3D-PE models have been successfully applied, during the last 

few years, to reproduce and analyze space-time changes of density interfaces in large-

scale systems, during periods of time of days to years with reasonable computational cost. 

For example, they have been used to simulate the dynamics of salt wedges in estuaries 

[Robson and Hamilton, 2004] or the internal wave fields and mixing across pycnoclines 

in lakes and reservoirs [Hodges et al., 2000; Rueda et al., 2003; Vidal et al., 2007]. In the 

particular case of the confluence between the Ebro (hereon western W-River) and Segre 

(hereon northern N-River) rivers, the large spatial scales of the domain of interest (see 

Figure 3.1) and the need to account for the variability of the density changes at hourly 

scales prevent the use of more sophisticated modeling approaches, such as well-resolved 

Large Eddy Simulations (LES) [Rodi, 2010]. Even the hybrid Reynolds-Averaged Navier 

Stokes (RANS)-LES approach of Constantinescu et al. [2011, 2011] is too 
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computationally costly and not viable. For their RANS-LES simulation of the small river 

confluence between the KasKaskia and Copper Slough rivers, for example, 

Constantinescu et al. [2011, 2011] used a total of ≈ 5 ×10
6
 cells to discretize the ≈ 52 m 

length and ≈ 8 m width computational domain and they could only simulate steady state 

conditions. Our unsteady simulations with a 10-m resolution grid, however, require time 

scales of O (10
5
) time steps. RANS models are alternative to LES models to conduct 

unsteady simulations, providing reasonable and cost-effective results. Biron et al. [2004], 

for example, used RANS models to simulate the downstream evolution of mixing 

between the Bayonne and Berthier rivers and were able to reproduce the field 

observations collected by Gaudet and Roy [1995]. Still, full 3-D RANS models based on 

nonhydrostatic equations are very demanding, and the additional simplifications of the 

governing equations incorporated in the 3D-PE are needed. The ability of 3D-PE models 

to simulate relevant physical processes in river mixing and dynamics has been recently 

analyzed by Ramón et al. [2015] (Appendix A). Their results suggest that 3D-PE models, 

 

Figure 3.1 The Ribarroja reservoir and bathymetry of the computational domain (rectangle). The 

location of sections A1, A3 and A5 at the confluence region, the location of some of the B sections 

downstream of the confluence region and the location of the dead zone are also shown. xc is the non-

dimensional distance downstream of the junction apex. Rs = radius of curvature. Shaded areas show the 

extension of reaches R1, R2 and R3. 
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although approximate and hence less expensive than more sophisticated approaches, yield 

solutions which are consistent with experimental observations. 

The present study is distinctive in several important aspects. First and most 

important, the influence of weak density differences on mixing dynamics is taken into 

account. Given the paucity of publications on this topic, we believe that this is an 

important contribution. Second, the computational domain extends ≈ 8 km downstream of 

the confluence so the streamwise variability of mixing rates can be evaluated. Few studies 

have extended their analysis farther downstream of the confluence, but those that have, 

suggest that different phenomena may have different contributions to mixing depending 

on flow rates. For instance, Biron et al. [2004] suggest that for the Bayonne-Berthier 

confluence, the effect of bed discordance is particularly pronounced during low flow 

conditions, while the effect of river bending farther downstream of the confluence 

appears to be stronger during high flow conditions. Hence, mixing rates are expected to 

vary in space which supports our analysis in the downstream reach of the confluence. 

3.2 Study site 

The Ribarroja reservoir (41º18ˈN, 0º21ˈE) is the second of a chain of three 

reservoirs (Mequinenza-Ribarroja-Flix) constructed along the lower reaches of the W-

River for hydroelectric power generation. The basin is relatively shallow, with an average 

depth of 9.8 m, reaching values of up to 34 m near the dam. Inflows and outflows are 

regulated so that the free surface elevation is kept at a nearly constant value of ca. 69 m 

above sea level throughout the year. During peak through flows in winter, the nominal 

residence time of the reservoir can be as low as 3 days [Cruzado et al., 2002]. The 

reservoir has an elongated and meandering shape (Figure 3.1), with the two largest 

inflows (W-River and N-River) occurring at the NW end. The river confluence is 

characterized by a large (near 90º) junction angle and a curved planform which bends to 

the left immediately downstream of the confluence with a radius of curvature Rs of ca. 3 

km, almost 7 times the channel width bp downstream of the confluence, Rs/bp ≈ 7.5 

(Figure 3.1, reach R1). Depths of the W-River and N-River are discordant: the N-River 

enters the confluence through two channels of depths D of 4 and 2 m, respectively, while 

depths encountered at the W-River are of ≈ 10 m. Downstream of reach R1, the channel 

widens as it veers to the right, leaving a wide shallow embayment on the left margin 

(reach R2). Finally, in reach R3, the channel bends sharply to the right with a radius of 
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curvature Rs ca. 1.3 km (Rs/bp ≈ 3.25, Figure 3.1). Inflows from the W-River are regulated 

by the Mequinenza dam, which discharges directly into the Ribarroja reservoir 3 km 

upstream of the confluence. Only the hydroelectric intake, releasing deep cold 

hypolimnetic water, and the spillway in the Mequinenza dam are operated on a regular 

basis [Prats et al., 2010]. 

3.3 Methods 

3.3.1 Approach 

The model was first used to simulate the flow fields at the confluence during a 

period of time in February 2009, when experimental observations are available [Ramón et 

al., 2013; Chapter 2]. At that time, conductivity differences between rivers were of ≈ 80 

μS cm
−1

 and river temperatures varied weakly (at most 1ºC) in time, so that density 

differences between rivers ranged from O (10
−2

) to O (10
−1

) kg m
−3

 with the W-River 

being denser. Inflow rates were constant, but almost 8 times larger from the W-River 

(QW) than from the side inflows along the N-River (QN). This simulation corresponds to 

the base case (Base) in Table 3.1 and was used by Ramón et al. [2015] (Appendix A) for 

validation purposes. Additional simulations were conducted in this work with different 

inflow densities and discharge ratios Rq (=QN/QW), both constant in time (Table 3.1). 

Runs T1 through T8 refer to those simulations conducted with different density contrasts 

between the W-(ρW) and N-(ρN) rivers, but setting the inflow rates equal to the 

observations. The density contrast ∆ρ/ρ0 is defined as (ρW-ρN)/ρ0, where ρ0 (=1000 kg m
−3

) 

is a reference density. Hence, ∆ρ/ρ0 > 0 will refer to scenarios with positively buoyant 

side inflows. Runs M1-M5 and m1-m5 refer to those simulations conducted both with 

different ∆ρ/ρ0 and Rq (Table 3.1). M-simulations and m-simulations correspond to Rq = 

0.65 (momentum ratio Rm = 0.72) and 1.53 (Rm = 4.58), respectively. In all M-simulations 

and m-simulations total discharge was equal to that observed in the field, so that the 

influence of Rq could be compared. The selection of the values of Rq of 0.65 and 1.53 was 

intended to include situations in which inflows from the W-River are still dominant but Rq 

is closer to 1, and the reversed situation, in which the N-River dominates the flow. All 

discharge ratios are within the range of variation of Rq observed in Ribarroja under 

weakly stratified conditions [e.g., Ramón et al., 2013; Chapter 2]. The simulated velocity 

fields for the different scenarios were used to drive transport simulations in which the W-
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inflows were traced as they entered into the computational domain. The results of the 

hydrodynamic and transport models were analyzed to understand the processes driving 

mixing at and downstream of the junction. 

3.3.2 Computational model 

Simulations were conducted with a parallel version [Acosta et al., 2010] of a 3D-

PE model [Smith, 2006]. The governing equations are first posed in layer-averaged form 

by integrating over the height of a series of horizontal layers separated by level planes. 

The layer-averaged momentum equations are solved using a semi-implicit, three-level, 

iterative leapfrog-trapezoidal finite difference scheme on a staggered Cartesian grid. 

Nonactive (i.e., tracers) and active scalar transport equations were solved using a two-

level semi-implicit scheme, in which only vertical diffusion is discretized implicitly. The 

advection terms in the transport equation for scalars are discretized with a second-order 

accurate flux-limiting scheme [e.g., Durran, 1999] with use of the Superbee limiter [Roe, 

1984]. Turbulent mixing is represented in the 3-D model using diffusion-like terms. A 

Laplacian operator with constant mixing coefficients (Kh) is used to represent horizontal 

mixing of momentum and scalars. Vertical eddy coefficients of mixing Kz are calculated 

using a two-equation model originally proposed by Mellor and Yamada [1974]. This 

turbulent modeling approach is typically used in large-scale models for geophysical flows 

due to their reduced computational burden. The model has been extensively validated 

both against analytical solutions and field data sets collected in a variety of lake 

environments [Rueda and Cowen, 2005; Rueda and MacIntyre, 2010, and references 

therein] and estuaries [Zamani et al., 2010]. The model was also validated for relevant 

physical processes occurring at the confluence between the W-River and N-River [Ramón 

et al., 2015] (Appendix A). Those processes include (1) the development of a shallow 

mixing layer between two confluent streams, (2) flow past a cavity, and (3) flow in open 

channels of mildly curvature with and without stratification. Ramón et al. [2015] 

(Appendix A) also validated the model results against field data (base case, Table 3.1). 

3.3.3 Transport and mixing model of the Ribarroja reservoir 

Our computational domain extends from the Mequinenza dam to a section existing 

ca. 8 km downstream of the junction (Figure 3.1) along the W-River, and approximately 

500 
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m upstream of the confluence along the N-River. The lake geometry was discretized 

using grid cells of size (∆x, ∆y, ∆z) = (10, 10, 0.5) m in the longitudinal, lateral, and 

vertical direction, respectively. The time step ∆t was set to 2 s for stability purposes. The 

bottom drag coefficient, Cd, was set to 0.003 as proposed by Smith [2006]. The horizontal 

mixing coefficient Kh was set to 5×10
−2

 m
2 

s
−1

. This estimate corresponds to the product 

of the friction velocity u* (= Cd
0.

5‹us›, ‹us› being the cross-sectional averaged streamwise 

velocity) and the channel depth D, as proposed by Rastogi and Rodi [1978] to quantify 

turbulent transfer of momentum and temperature. The values of u* and D were, in turn, 

estimated from field data (‹us› = 0.4 m s
−1

 and D = 10 m; Ramón et al. [2013]; Chapter 2). 

Preliminary simulations showed, however, that the actual value of Kh can be ignored for 

the advection of scalars, since changes in mixing rates of at most 4% occurred in response 

to decreases in Kh from 10
−2

 to 0 m
2 

s
−1

. The model was set to run using a second-order 

Table 3.1 Model inputs for the simulation runs 

Run case ∆ρ/ρ0 
(a)

 QW 
(b)

 (m
3 
s
−1

) QN 
(b)

(m
3 
s
−1

) Rq(=QN/QW) Rm
(c)

 

Base 3.6×10
−5

-1.2×10
−4

 730 96 0.13 0.03 

T1 2.4×10
−4

 730 96 0.13 0.03 

T2 1.5×10
−4

 730 96 0.13 0.03 

T3 6.8×10
−5

 730 96 0.13 0.03 

T4 3.2×10
−5

 730 96 0.13 0.03 

T5 0 730 96 0.13 0.03 

T6 −6.8×10
−5

 730 96 0.13 0.03 

T7 −1.5×10
−4

 730 96 0.13 0.03 

T8 −2.4×10
−4

 730 96 0.13 0.03 

M1 1.5×10
−4

 500 326 0.65 0.72 

M2 6.8×10
−5

 500 326 0.65 0.72 

M3 0 500 326 0.65 0.72 

M4 −6.8×10
−5

 500 326 0.65 0.72 

M5 −1.5×10
−4

 500 326 0.65 0.72 

m1 1.5×10
−4

 326 500 1.53 4.58 

m2 6.8×10
−5

 326 500 1.53 4.58 

m3 0 326 500 1.53 4.58 

m4 −6.8×10
−5

 326 500 1.53 4.58 

m5 −1.5×10
−4

 326 500 1.53 4.58 

(a)
 Density contrast (∆ρ= ρW – ρN) between the Ebro (ρW) and Segre (ρN) rivers expressed in terms of 

a reference density (∆ρ/ρ0) 
(b)

 Inflow rates Q (m
3
s

−1
) for the Ebro QW and the Segre QN rivers. 

(c)
 Momentum ratio between the Ebro and Segre rivers (= QN×UN×ρN/ (QW×UW×ρW)), UN and UW 

being the inflow velocities of the Segre and Ebro rivers, respectively, immediately upstream of 

their confluence. 
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space-centered method for momentum advection and two trapezoidal iterations after the 

initial non-smoothed leapfrog predictive step.  

The reservoir was assumed initially at rest with a uniform density, equal to the 

averaged density of the W-River and N-River. At the downstream end, the free surface 

elevation was fixed, with densities and tracer concentrations having zero gradients. 

Inflow rates and densities at the upstream boundaries, in turn, were set to follow the field 

data of Ramón et al. [2013] (Chapter 2). Inflow rates from the W-River were set to a 

constant value of 730 m
3 

s
−1

 and were distributed uniformly in the inflow section. Inflows 

from the N-River were also constant but assumed to occur through two sections with 

different velocities, as observed in the field. Almost 2/3 of the total inflow rate (96 m
3 

s
−1

) 

from the N-River was presumed to enter through the main channel (66 m
3 

s
−1

) and the 

remaining through the secondary channel. Inflow temperatures were allowed to vary in 

time, with the hourly variations within any given day of the simulation following the 

observations collected on day 50 (2009). Wind forcing was weak at the time of the 

experiments [Ramón et al., 2013; Chapter 2] and was assumed negligible in the model. 

The model was run until more than 99% of the tracer mass initially existing in the domain 

has left (approximately 9 days). 

3.3.4 Tracer experiment and mixing rates 

W-water was traced using a constant tracer concentration CW = 100 ppm. The 

tracer concentrations downstream, varying from 0 to 100, indicated the percentage of W-

water in the mixture and, hence, were used to establish the level of mixing between the 

W-River and N-River. Mixing ratios were evaluated each 0.25 hr at 58 cross sections 

downstream of the confluence (cross sections B1–B58, Figure 3.1). The distance between 

consecutive B sections was ≈ 120 m, and the last section was almost 1 km from the 

downstream boundary to avoid the influence of boundary conditions. Other simulations 

(not shown) were conducted with the downstream boundary displaced 1.5 km farther 

downstream, with estimates of mixing rates at section 58 which varied less than 1% with 

respect to the reference case. We will use the symbol xc to refer to the distance 

downstream of the junction apex of each of these cross sections and will be given as a 

multiple of bp. Two different approaches proposed by Biron et al. [2004] were used to 

quantify mixing levels. The first is based on an index referred to as deviation from 
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complete mixing δ [Gaudet and Roy, 1995]. For a given cell i, in a cross section, the 

deviation from complete mixing δ was calculated as follows: 

 100
)(

)( 


p

p

C

CiC
=i , (3.1) 

where C(i) is the simulated tracer concentration at cell i and Cp is the theoretical 

concentration after complete mixing [Gaudet and Roy, 1995]. If CN and CW are the tracer 

concentrations in the N-River and W-River, respectively, upstream of the confluence, Cp, 

is calculated as follows: 

 
WN

WWNN

p
QQ

QCQC
=C




 (3.2) 

For QW = 730 m
3 

s
−1

, QN = 96 m
3 

s
−1

, CW = 100 ppm, and CN = 0 ppm, for example, as 

used in the T runs, Cp is of ≈ 88.4 ppm. For the M-simulations and m-simulations Cp is 

60.5 and 39.5 ppm, respectively. The mixing layer was defined as the set of cells where 

the tracer concentration equals Cp ±10%, i.e., δ(i) = ±10%. To evaluate the level of 

mixing at any given cross section, Gaudet and Roy [1995] proposed to calculate δ for the 

cells with maximum and minimum tracer concentrations in that cross section, δmax and 

δmin. Note that δmax will be positive, but δmin will take negative values. Their absolute 

values will tend to decrease as tracer concentrations get closer to Cp, as a result of mixing. 

Complete mixing between the side discharge and main stem inflows would be achieved if 

δmax and δmin are in the range ±10% [Gaudet and Roy, 1995].  

The second approach to quantify mixing levels consists of calculating the standard 

deviation of the concentration field in a given cross section σ. Standard deviations will 

tend to decrease downstream as a result of mixing, and they will become zero when tracer 

concentrations are uniform in a given cross section. Longitudinal variations of δmin and σ 

can be used to asses mixing rates. Note that both approaches to evaluate mixing levels are 

complementary. Values of δmin or δmax remaining equal to those calculated with the initial 

concentration of the rivers, in particular, are indicative of part of the river flows 

remaining unmixed in a given cross section. Standard deviation σ, in turn, allows one to 

determine the level of mixing, even if part of the source water remains unmixed. Note 
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also that both the initial values of δ and σ will depend on flow rates and initial tracer 

concentrations. 

3.4 Results and Discussion 

3.4.1 Spatial distribution of source water near the confluence 

Flow stagnation near the junction apex, flow deflection where each stream enters 

the confluence, and a shear and mixing layers between the two confluent streams can be 

identified in the simulations (Figure 3.2 and Figure 3.3). This is consistent with the 

classical model of flow at river confluences proposed by Best [1987], except for the 

absence of flow separation downstream of the junction corner. The absence of flow 

separation is, however, consistent with the field observations [Ramón et al., 2013; 

Chapter 2] and has also been reported in other studies of natural confluences [e.g., Biron 

et al., 1993; Rhoads and Kenworthy, 1995]. Our simulations are also consistent with 

those of Bradbrook et al. [2000] for asymmetrical confluences, in that water 

superelevations moved gradually, within the confluence region, toward the bank opposite 

to the side inflow (Figure 3.2a). The mixing layer between the confluent streams remains 

slightly slanted as widens downstream of the confluence (Figure 3.2). The level of tilting 

of the mixing interface, though, changes depending on the time of the day (Figure 3.2e 

and Figure 3.2g). These changes are linked to variations in the magnitude of the cross 

flows (Figure 3.2f and Figure 3.2h), which, in turn, are driven either by (1) the 

development of turbulent eddies shed from the stagnation area (which can be observed 

from tracer concentrations in Figure 3.2b–d and vertical vorticity in Figure 3.3) and (2) 

the time-varying density contrast ∆ρ/ρ0 between streams, which creates large-scale lateral 

circulation. Each of these processes has different characteristic frequencies (Figure 3.4); 

hence, their effect on the velocity and water properties can be isolated. The spectrum of 

the inflow densities peaked near a frequency of 1.1 × 10
−5

 Hz (period Tp ≈ 24 hr), with 

additional peaks at Tp = 12.7 hr and Tp = 8.5 hr corresponding to peaks in the incident 

radiation signal collected in the meteorological station (Figure 3.4b). The spectra of the 

velocity fluctuations in the streamwise (usˈ) and lateral (unˈ) directions within the 

stagnation area and the mixing interface, however, exhibit peaks at frequencies fp of 6.2 × 

10
−4

 Hz and 3.2 × 10
−4

 Hz (Figure 3.4c and Figure 3.4d), the former fp being indicative of 

vortex shedding from the stagnation area with a period Tp = 0.45 hr.  
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The 6.2 × 10
−4

 Hz frequency in the stagnation area agrees with the theoretical 

estimates of frequency of Kelvin-Helmholtz instabilities in shallow mixing layers 

[Vowinckel et al., 2007] fp (= 4.57 × 10
−4

 Hz), calculated as [Sukhodolov and 

Sukhodolova, 2007] 

 

3/1

2











U

U

C

U
=f c

d

c

p


 (3.3) 

Here Ūc (= 0.25 m s
−1

) is the depth-averaged mixing layer centerline velocity, ∆Ū (= 

0.331 m s
−1

) is the difference between the depth-averaged downstream velocities in the 

W-River and the N-River, and γ (≈ 60 m) is the width of the area of flow stagnation 

(Figure 3.2a). Hence, the vortices simulated in the shear layer between the W-River and 

N-River are Kelvin-Helmholtz (KH) structures (Figure 3.3), consistently with the 

 

Figure 3.2 (a) Time-averaged and (b, c, d) instant tracer concentrations at the surface plane. (b) 19:00 

hr, (c) 19:15 hr, (d) 19:30 hr. And time-averaged (e, g) tracer concentration (ppm) and (f, h) cross-

stream velocities at section B13 (xc = 4.7) between (e, f) 11-12 hr and (g, h) 19-20 hr. Distance = 0 m at 

the right bank. Black solid lines in (a-e, g) account for the location of the mixing interface (= Cp ±10%) 

and white dots in (a) show the location of the maximum time-averaged water surface elevation at 

sections A1 (xc = 0.17) to B12 (xc = 4.4). Arrows in (a) show the locations − stagnation zone (A) and 

mixing layer (B) − where the spectral signal of the velocity fluctuations was calculated in Figure 3.4c-d. 

Run case Base in Table 3.1. 
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simulations of the confluence between the Kaskaskia and Copper Slough by 

Constantinescu et al. [2011, 2012], where KH vortices were shown to develop within the 

shear layer both for Rm >> 1 and Rm << 1. 

3.4.2 Dead zone dynamics 

The channel widens in reach R2 (Figure 3.1) between xc = 5.7 and xc = 9.7 

creating a dead zone on the left bank. Instantaneous and mean (averaged over 24 hr) 

depth-averaged flow fields at the dead zone are shown in Figure 3.5. Note that a shear 

layer develops between the mainstream and the dead zone, with vortices that grow in size 

and entrain water from the main channel as they move downstream from the upstream 

corner (Figure 3.3, Figure 3.5a and Figure 3.5b). Consistently with the simulations of 

shallow mixing layers around dead zones [Constantinescu et al., 2009], the vortices 

shown in Figure 3.5 are KH instabilities. They are shed with a frequency fp of 3.06 × 10
−4

 

Hz (Tp = 0.91 hr), which agrees with the theoretical KH instability frequency (fp = 2.7 × 

10
−4

 Hz) calculated with equation (3.3), for Ūc = 0.18 m s
−1

, differences between the 

depth-averaged downstream velocities in the mainstream and dead zone ∆Ū = 0.38 m s
−1

, 

and γ ≈ 100 m (Figure 3.5). 

The time-averaged velocity fields reveal the existence of a large gyre within the 

embayment (Figure 3.5c). Previous laboratory experiments, though, suggest that a 

secondary gyre, with the opposite circulation to the primary gyre, should also develop for 

 

Figure 3.3 Vertical vorticity (s
−1

) at the surface plane at 11:30 hr. Circles show the locations where 

eddies are shed (stagnation area and upstream corner of the dead zone). Dashed lines show the 

location of two eddies shed from the stagnation area, which are ~ 0.5 hr apart. Run case Base in 

Table 3.1. 
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Figure 3.4 Power spectra of (a) the maximum outward velocities at section B13 (xc = 4.7), (b) the 

fluctuations of the normalized inflow densities ((ρ−ρ0)/ ρ0) for the Ebro and Segre rivers after a six-

day simulation, and (c, d) the fluctuations of the depth-averaged velocity fields usˈ, unˈ and wˈ during 

the last two days of simulations at locations (c) A (inside the stagnation zone) and (d) B (mixing 

layer) shown in Figure 3.2a. Vertical dashed gray lines show the location of frequencies f = 1.1×10
−5

 

Hz, f = 2.2×10
−5 

Hz, f = 3.3×10
−5

, f = 3.3×10
−4 

Hz, and f = 6.2×10
−4 

Hz. Run case Base in Table 3.1. 
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dead zones having width-to-length ratios b0/L0 < 0.5 [e.g., Weitbrecht and Jirka, 2001], as 

is the case of our study site. The fact that this secondary gyre is not reproduced in our 

simulations may be the result of the semicircular planform geometry of the embayment 

(see Figure 3.1) or bathymetric effects. As suggested by Sukhodolov et al. [2002], the 

riverbed geometry of dead zones with complex morphological structures in natural rivers 

may produce velocity patterns that differ from those observed in laboratory studies. For 

example, they observed a secondary gyre that rotates in the same direction as the main 

gyre. Muto et al. [2002] also observed a unique small cell in an embayment in a natural 

river (b0/L0 = 0.25), which they attributed to bed irregularities, such as bed undulation. 

Alternatively, the absence of this secondary gyre in our simulations could be due to the 

inability of the two-equation turbulence model closure. Gualtieri [2008], for example, 

also failed to reproduce the secondary gyre in his 2-D computations of the experiment of 

Weitbrecht and Jirka [2001] with a standard two-equation k-ε turbulence model. Later, 

 

Figure 3.5 Depth-averaged velocity fields at the dead zone region and depth-averaged 

downstream velocities Us at section B23 (xc = 7.2) located at EW-Distance 4960 m. (a) Instant 

velocities at time t = 11:30 hr, (b) instant velocities at t = 12:00 hr, and (c) time-averaged 

values. Run case Base in Table 3.1. The upstream junction corner where eddies are shed 

(square A), the evolution of eddy B (circle), and the limits of the shear layer between the dead 

zone and the main stream (gray dashed lines) are also shown. 
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Gualtieri et al. [2009] were able to reproduce the laboratory experiments of Muto et al. 

[2000] on a flume with a unique dead zone. They compared the standard k-ε model, 

which assumes isotropic turbulence, and a nonisotropic Reynolds stress model, and found 

that the estimates of the transverse velocities, though similar, were better predicted when 

the anisotropy of the Reynolds stresses was explicitly represented. 

3.4.3 Physical drivers of cross-stream fluid motion 

The contribution of baroclinic forces, associated with the time-varying side-inflow 

density, to the development of cross-stream circulation and, thus, mixing layer distortion, 

is examined next. Following assumptions by Kalkwijk and Booij [1986], adding the 

lateral baroclinic forces and neglecting Coriolis, the transverse momentum equation can 

be written as: 
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Here us and un represent the velocity components in the streamwise s and lateral n 

directions; g is the acceleration of gravity; ζ is the free surface elevation; and Az is the 

kinematic eddy viscosity in the vertical z direction. The first and second terms in equation 

(3.4) are local acceleration and lateral inertia; terms 3 through 5 represent the centrifugal 

Fc, barotropic Fp, and baroclinic Fb forcings of the cross flow. The sixth term represents 

momentum transport by turbulent diffusion. Note that Rs in term 3 is negative for 

channels veering to the left and positive otherwise. Negative values in equation (3.4) 

indicate acceleration toward the left bank.  

The time-averaged magnitude of each term in equation (3.4) was evaluated from 

simulated variables at xc = 4.7 and xc = 15.3, in three different scenarios with ∆ρ/ρ0 set to 

0 and ± 2.4 × 10
−4

 (runs T1, T5, and T8 in Table 3.1). The results are shown in Table 3.2. 

For neutrally buoyant side inflows (run T5), the cross-stream motion is largely controlled 

by a balance between Fc and Fp, both of O (10
−5

) m s
−2

. For nonneutrally buoyant side 

inflows (runs T1, T8), in turn, even with weak density differences, the force balance 

becomes even more complex, and Fb becomes one of the dominant terms, also of O (10
−5

) 

m s
−2

, especially immediately downstream of the confluence where the density contrast is 
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larger. The magnitude of Fc compared to that of Fb will vary depending on the cross 

section. The former can be quantified using the maximum transverse velocities in a 

curved channel un,c estimated as in Johannesson and Parker [1988], un,c = 6‹us›D/Rs. The 

ideal speed of the gravity current in the absence of shear and mixing, c = (g ∆ρ/ρ0 D)
0.5

/2 

will be taken as a proxy of the magnitude of Fb. This value increases from 0.03 m s
−1

 for 

∆ρ/ρ0 = ± 3.2 × 10
−5

 to 0.07 m s
−1

 for ∆ρ/ρ0 = ± 2.4 × 10
−4

. Lateral velocities induced by 

Fc are weak compared to those induced by Fb especially in the first bend, where, for ‹us› = 

0.32 m s
−1

 and D = 10 m as observed at xc = 4.7, un,c ≈ 6.4 × 10
−3

 m s
−1

. Modeled 

maximum outward lateral velocities in this section agree with these estimates. For 

example, low-pass filtered (f < 4 × 10
−5

 Hz) cross-flow velocities near surface at xc = 4.7 

ranged from 3.2 to 5.1 cm s
−1

 depending on ∆ρ/ρ0. This indicates that cross-stream motion 

is largely set up by the existence of density contrasts. Farther downstream, at xc = 15.3 

(‹us› = 0.2 m s
−1

, D = 14 m), un,c increases to ca. 0.013 m s
−1

, and the centrifugal and 

baroclinic forcings become comparable.  

Baroclinic and centrifugal forcings act in the same or in opposite direction, 

depending on whether side inflows are positively or negatively buoyant and on whether 

the flow bends to the left or to the right. For example, in the first bend to the left (reach 

R1), the cross-stream flow will be stronger in response to increases in density contrasts 

for ∆ρ/ρ0 > 0, tilting and distorting the mixing layer toward the right bank (Figure 3.6a 

and Figure 3.6b). For ∆ρ/ρ0 = 0, Fc is weak to effectively tilt the mixing layer (Figure 3.6e 

Table 3.2 Time- and section- averaged magnitude (m s
−2

) of terms in Eq. 3.4 (transverse 

momentum equation) at xc = 4.7 and xc = 15.3. Negative values indicate forcing towards the left 

bank. 

 Section 

 B13 (xc = 4.7) B49 (xc = 15.3) 

 Run case Run case 

Term in Eq. 4 T1 T5 T8 T1 T5 T8 

2 
(a)

 −2.1×10
−5

 −1.7×10
−5

 −1.8×10
−5

 2.9×10
−6

 4.3×10
−6

 2.3×10
−6

 

3 
(b)

 3.8×10
−5

 3.8×10
−5

 3.7×10
−5

 −3.4×10
−5

 −3.4×10
−5

 −4.3×10
−5

 

4 
(c)

 −1.1×10
−5

 −1.1×10
−5

 −3.4×10
−5

 2.8×10
−5

 3.5×10
−5

 4.7×10
−5

 

5 
(d)

 4.9×10
−6

 −7.8×10
−9

 −2.1×10
−5

 −3.5×10
−6

 8.9×10
−9

 7.2×10
−6

 

6 
(e)

 3.2×10
−6

 6.2×10
−7

 −1.7×10
−6

 −6.1×10
−7

 −2.2×10
−7

 2.0×10
−6

 

(a) 
Advection, 

(b)
 centrifugal forcing, 

(c)
 barotropic forcing, 

(d)
baroclinic forcing,

 (e)
 turbulent 

diffusion 
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and Figure 3.6f). For ∆ρ/ρ0 < 0, the mixing interface remains largely vertical until density 

contrasts are large enough to overcome Fc (|∆ρ/ρ0 | > O (10
−6

)) and to tilt the mixing 

interface toward the left bank (Figure 3.6i and Figure 3.6j). In the second bend to the right 

(xc ≥ 10.3, reach R3), negatively buoyant side inflows increase cross-flow strength, and 

the mixing interface tilts to the left (Figure 3.6d, Figure 3.6h, and Figure 3.6l).  

Lateral inertia (term 2 in Eq. (3.4)) is particularly significant close to the 

confluence (see section B13 in Table 3.2). Its magnitude is, in turn, linked to the 

momentum ratio Rm. As a result of changes in Rm., several changes occur in the flow field 

near the confluence. First, as Rm. increases, the location of the mixing layer moves farther 

away from the tributary bank (see, for example, Figure 3.6e and Figure 3.6f). This is 

consistent with earlier work conducted under nearly neutrally buoyant conditions in river 

confluences [e.g., Biron et al., 1993; Rhoads and Kenworthy, 1995, 1998]. Second, under 

nonneutrally buoyant conditions, the tilting of the mixing layer increases (Figure 3.6a and 

Figure 3.6i). 

 

Figure 3.6 Time-averaged location of isolines of tracer concentration C = Cp for different discharge 

ratios Rq and density constrasts Δρ/ρ0 between the Ebro and Segre rivers and distance downstream. 

Sections (a, e, i) B2 (xc = 1.8), (b, f, j) B13 (xc = 4.7), (e, g, k) B28 (xc = 8.5) and (d, h, l) B49 (xc = 

15.3). Rq = 0.13 (black solid lines), Rq = 0.65 (black dotted lines), and Rq = 1.53 (gray solid lines). 
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3.4.4 Mixing rates between the Ebro and Segre rivers 

In the base case simulation, mixing is complete at the most downstream section, 

almost 7.5 km (xc ≈ 18.7) from the junction apex, where average absolute values of δmin 

and δmax become < 10% (Figure 3.7a). Minimum deviation δmin remained constant and 

close to −100% (i.e., indicative of weak mixing) but only for xc ≤ 5.4 within reach R1. 

Strong mixing occurs, as revealed by increasing values of δmin (or decreasing σ, Figure 3.7 

and Table 3.3) once in reach R2, where the channel widens to form a dead zone (5.7 ≤ xc 

≤ 9.7), and downstream, as the channel narrows again and bends to the right (xc > 9.7, 

reach R3). Mixing lengths between the W-River and the N-River are of O (10
1
) channel 

widths which are indicative of rapid mixing between the confluent streams, consistently 

with the field observations of Ramón et al. [2013] (Chapter 2) and the prior results on 

mixing in river confluences [e.g., Rhoads and Kenworthy, 1995; Rhoads and Sukhodolov, 

2001; Lane et al., 2008, and references therein].  

 

Figure 3.7 Boxplot of (a) maximum δmax and minimum δmin deviations from complete 

mixing δ (%), and of (b) standard deviations σ (ppm) of tracer concentrations at sections 

B1-B58 for the Base case simulation in Table 3.1. The gray dashed lines in (a) show the 

upper and lower limits (δmax = 10% and δmin = −10%) within which complete mixing is 

achieved [Gaudet and Roy, 1995]. The shaded area shows sections within reach R2. 



64                                                            Chapter 3. Mixing under weak density differences 

 

 

Mixing rates, as revealed by δmin and σ, were also subject to changes in time, as 

shown by the upper and lower whiskers in Figure 3.7a and Figure 3.7b. These changes 

can only be attributed in our simulations to either changes in inflow densities (Figure 

3.4b) or the existence of large coherent structures developing at the dead zone (Figure 

3.5) and at the stagnation area (Figure 3.2, Figure 3.3, and Figure 3.4c). The time series of 

σ and ∆ρ/ρ0 at xc = 4.7, xc = 8.5, and xc = 15.3 during the last two days of simulation are 

shown in Figure 3.8a-c. The spectra of the signals are also shown (Figure 3.8d-f). Note 

that the variability of σ in reach R1, with peak frequencies near 3.1 × 10
−4 

Hz (Figure 

3.8d), is largely associated with unsteady large coherent structures which exhibit similar 

frequencies (see Figure 3.4c and Figure 3.4d). The contribution of the coherent structures, 

however, weakens downstream (for example, at xc = 15.3) where the variability of σ 

(from 2 ppm to 9 ppm) becomes dominated by the diurnal changes in inflow densities 

(Figure 3.8f). 

Table 3.3 Time-averaged mixing rates (absolute values) ― Δσ/ Δs (ppm m
−1

) ― evaluated in 

reaches R1, R2, R3 and along the study reach (Total). 

Run case  R1 R2 R3 Total 

Base 5.3×10
−3

 9.8×10
−3

 2.4×10
−3

 5.1×10
−3

 

T1 1.1×10
−2

 6.2×10
−3

 1.9×10
−3

 5.3×10
−3

 

T2 9.1×10
−3

 7.9×10
−3

 2.5×10
−3

 5.6×10
−3

 

T3 4.7×10
−3

 1.0×10
−2

 2.2×10
−3

 5.0×10
−3

 

T4 3.7×10
−3

 9.2×10
−3

 2.0×10
−3

 4.4×10
−3

 

T5 3.7×10
−3

 3.7×10
−3

 3.8×10
−3

 4.0×10
−3

 

T6 5.0×10
−3

 7.4×10
−3

 4.1×10
−3

 5.3×10
−3

 

T7 7.1×10
−3

 7.6×10
−3

 2.7×10
−3

 5.2×10
−3

 

T8 8.7×10
−3

 7.2×10
−3

 1.9×10
−3

 5.1×10
−3

 

M1 5.5×10
−3

 2.3×10
−3

 5.5×10
−3

 4.8×10
−3

 

M2 3.7×10
−3

 1.7×10
−3

 8.0×10
−3

 5.4×10
−3

 

M3 2.9×10
−3

 1.5×10
−3

 3.6×10
−3

 2.9×10
−3

 

M4 4.9×10
−3

 1.2×10
−2

 4.0×10
−3

 6.3×10
−3

 

M5 5.7×10
−3

 8.7×10
−3

 4.6×10
−3

 5.8×10
−3

 

m1 1.1×10
−2

 3.1×10
−3

 3.8×10
−3

 5.5×10
−3

 

m2 8.4×10
−3

 2.0×10
−3

 5.5×10
−3

 5.1×10
−3

 

m3 8.0×10
−3

 1.5×10
−3

 2.6×10
−3

 3.4×10
−3

 

m4 1.0×10
−2

 8.6×10
−3

 2.5×10
−3

 6.2×10
−3

 

m5 9.0×10
−3

 5.7×10
−3

 4.3×10
−3

 5.8×10
−3
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3.4.5 Influence of density differences on mixing rates 

Time-averaged values of σ for runs T1–T8 (Table 3.1) are plotted in Figure 3.9a as 

function of the distance downstream of the junction apex xc and the density contrast 

∆ρ/ρ0. For any given run with a fixed value of ∆ρ/ρ0, the separation between isolines will 

vary with distance and represents the magnitude of the local mixing rate: the closer the 

isolines the stronger the mixing. Values of mixing rates ∆σ /∆s, evaluated in reaches R1–

R3 and along the study reach (xc = 0-18.7), are also shown in Table 3.3. Mixing rates, for 

example, tend to be larger in reach R2 compared to reach R1, consistently with Figure 

3.7. The weakest mixing (∆σ /∆s = 4.0 × 10
−3 

ppm m
−1

) occurred for ∆ρ/ρ0 = 0, tending to 

increase for weakly buoyant side inflows in response to changes of O (10
−5

) in ∆ρ/ρ0. For 

 

Figure 3.8 (a-c) Time-varying standard deviation σ of tracer concentrations (black lines) and density 

contrast Δρ/ρ0 between rivers (gray lines) during the last two days of simulations in the Base case 

simulation (Table 3.1), and (d-f) spectral curves for the time-varying σ. (a, d) Section B13 (xc = 4.7) in 

reach R1, (b, e) section B28 (xc = 8.5) in reach R2, and (c, f) section B49 (xc = 15.3) in reach R3. The 

frequency peaks fp = 1.14×10
−5 

Hz (period Tp ~ 24 hr) and fp = 3.1×10
−4 

Hz (Tp = 0.9 hr) characteristic of 

the density signal and of the coherent structures, respectively, are shown (gray dashed lines). 
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the largest values of ∆ρ/ρ0 tested (> 10
−4

), in turn, mixing rates in the study reach tended 

to decrease in response to increases in side-inflow buoyancy. Note that the differences in 

mixing rates between weakly and strongly buoyant side inflows occur mainly in reach R3. 

In this reach, mixing rates appeared to be weaker for strongly buoyant conditions (more 

spaced isolines in Figure 3.9a and Table 3.3) and stronger for weakly buoyant conditions. 

For positively buoyant inflows maximal mixing rates occurred at ∆ρ/ρ0 = 1.5 × 10
−4 

(∆σ 

/∆s = 5.6 × 10
−3 

ppm m
−1

). For negatively buoyant inflows, maximal rates occurred at 

∆ρ/ρ0 = −6.8 × 10
−5 

(∆σ /∆s = 5.3 × 10
−3 

ppm m
−1

). These mixing rates, in general, were 

up to 40% larger than those simulated with ∆ρ/ρ0 = 0 (Table 3.3).  

Any differences in mixing rates between simulations in Figure 3.9a should be the 

result of differences in (1) the contact area between the water masses, where the spatial 

gradients of tracer concentration are significant, and/or (2) the diffusion coefficients near 

that mixing interface. The contact area at any given cross section was identified as the set 

of vertical and horizontal interfaces between adjacent cells where the tracer concentration 

 

Figure 3.9 Variation with non-dimensional distance downstream of the junction apex (xc) of the 

linearly-interpolated time-averaged values of standard deviations σ, for different density contrasts 

(Δρ/ρ0) between the Ebro and Segre rivers. Run cases (a) T1-T8 (b) M1-M5 and (c) m1-m5 in Table 

3.1. The location of xc = 5.7 ―start of reach R2― and xc = 9.7 ― start of reach R3― is shown (gray 

dashed lines). Note that the resolution of the σ isolines (white lines) increases downstream from 

gradients 5 ppm within reaches R1 and R2 to gradients of 1 ppm within reach R3. White squares in 

(b, c, d) show locations of xH points. 
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changes from C > Cp to C < Cp. It can be decomposed in the model into a set of interfaces 

available for vertical mixing, of area Sz, and another set of interfaces available for 

horizontal mixing, of area Sh. Surface of contact areas (Sz and Sh) and their average 

vertical diffusion coefficients at several cross sections downstream of the confluence are 

shown in Table 3.4, for side inflows with different density contrasts. 

3.4.5.1 Mixing layer distortion 

As shown in Figure 3.6, the tilting of the mixing interface, and hence the contact 

area between the rivers, is tightly linked to the magnitude of ∆ρ/ρ0. The changes in Sh 

occurring in response to buoyant side inflows are, in general, weak (at most of ± 10%) 

within reach R1 compared to the changes in the area available for vertical mixing Sz 

(Table 3.4). For example, the area Sz was ca. 13 and 5 times larger for ∆ρ/ρ0 = +2.4 × 10
−4

 

and ∆ρ/ρ0 = −2.4 × 10
−4

, respectively, than for ∆ρ/ρ0 = 0, at xc = 4.7 (compare, also, Figure 

3.6b, Figure 3.6f, and Figure 3.6j). Farther downstream, at xc = 8.5, Sz for ∆ρ/ρ0 = ± 2.4 × 

10
−4

 is two order of magnitude larger than Sz for ∆ρ/ρ0 = 0 (Table 3.4 and Figure 3.6c, 

Figure 3.6g, and Figure 3.6k). Note, also in Table 3.4, that Sz tends to be larger for 

positively buoyant side inflows, compared to the cases of negatively buoyant side inflows 

at xc = 4.7. This occurs also at xc = 8.5 and can be first attributed to the effect of bottom 

friction, which will tend to decelerate the downslope lateral flow of negatively buoyant 

side inflows, but will not affect the lateral near-surface motion of positively buoyant side 

inflows. Second, it can also be understood as a result of the interplay between Fc and Fb 

(Equation (3.4)). Although the cross flows, un,c, induced by Fc are small compared to 

those induced by Fb in reaches R1 and R2 (see section 3.4.3), they can delay the tilting of 

the mixing interface for ∆ρ/ρ0 < 0. For example, for ‹us› = 0.32 m s
−1

, un,c ≈ 6.4 × 10
−3

 m 

s
−1

, and c ≈ ± 0.07 m s
−1

, as expected for ∆ρ/ρ0 = ± 2.4 × 10
−4

 (see section 3.4.3), Sz could 

increase ca. 500 m
2
 more for positively buoyant side inflows in the time the mean flow 

goes from xc = 1.8 to xc = 4.7. 

3.4.5.2 Eddy diffussivities 

As density contrasts increase and the mixing layer tilts, the vertical density 

gradients across the mixing interface tend to suppress turbulent motions, causing vertical 

diffusivities Kz to decrease. These effects of side-inflow buoyancy on Kz, though, are 

smaller than the effects on the area of contact near the confluence. For example, at xc = 

1.8, Kz averages ≈ 0.01 m
2
s

−1
 at the interface for ∆ρ/ρ0 = 0 (Table 3.4), but is 1.5 times 
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lower for ∆ρ/ρ0 = +2.4 × 10
−4

 (Table 3.4). By contrast, the interface area is up to 16 times 

larger under nonneutrally buoyant conditions, compared to the simulation with ∆ρ/ρ0 = 0. 

These results, hence, suggest that the higher mixing rates under nonneutrally buoyant 

conditions are largely the result of a higher level of distortion of the mixing layer. This 

conclusion is consistent with simulations [Bradbrook et al., 2001; Biron and Lane, 2008] 

and field observations [Rhoads and Kenworthy, 1995; Rhoads and Sukhodolov, 2001] of 

river confluences reported earlier. The mechanisms causing distortion in Ribarroja, 

though, are not the same as those reported earlier. 

Once the side inflows have reached the opposite side of the main channel and the 

interface becomes nearly horizontal, further changes in the density contrast do not affect 

the contact area. Note, for example, that Sz is nearly constant for ∆ρ/ρ0 > +1.5 × 10
−4

, at xc 

= 8.5 (Table 3.4). The effects of side-inflow buoyancy on Kz, though, become important 

at that point. At xc = 8.5, in particular, Kz for ∆ρ/ρ0 = +1.5 × 10
−4 

is 1.3 times higher than 

Kz for ∆ρ/ρ0 = +2.4 × 10
−4 

(Table 3.4). The distance downstream to this point where the 

interface becomes horizontal will be referred to as xH and has been plotted in Figure 3.9a 

for those simulations where the mixing interface became horizontal within the 

computational domain. Note that mixing rates decrease (i.e., the spacing between isolines 

increases) downstream of xH in Figure 3.9a. Any changes in the contact area occurring 

downstream of xH will be the result of the balance between the centrifugal forcing, 

controlled by channel geometry, and the stability of the water column, resulting from 

vertical density gradients. Inflows with larger density contrasts will lead to more stable 

interfaces downstream, which will tend to remain closer to horizontal in channels with a 

given curvature. At xc = 15.3, for example, Sz for ∆ρ/ρ0 = +2.4 × 10
−4 

is almost twice the 

value calculated for ∆ρ/ρ0 = +1.5 × 10
−4 

(Table 3.4). Thus, the negative effect of large 

density contrasts on mixing rates should be understood as a result of the development of 

very stable horizontal interfaces where mixing is suppressed by vertical density gradients. 

Centrifugal forcing, in turn, will tend to generate lateral density gradients, hence, 

increasing mixing rates. 

3.4.5.3 Influence of momentum ratios 

The lowest mixing rates still occur for ∆ρ/ρ0 = 0, independently of Rm (or Rq) 

(Figure 3.9b and Figure 3.9c and Table 3.3). Also independently of Rm, mixing rates 
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increase or decrease in response to increases in |∆ρ/ρ0|, depending on whether the side 

inflows are weakly or strongly buoyant. The value of ∆ρ/ρ0 for maximal mixing rates 

(∆ρ/ρ0*), though, changes in response to stronger side-inflow momentum. Note that 

∆ρ/ρ0* decreases in response to increases in Rm for positively buoyant side inflows but 

increases for ∆ρ/ρ0 < 0. The site where the mixing interface becomes horizontal also 

changes in response to changes in Rm. For positively buoyant side flows, xH moves 

upstream as a result of stronger side-inflow momentum, but it moves downstream for 

negatively buoyant side inflows. Note that for Rq = 1.53 the interface did not even 

become horizontal (Figure 3.6l) for the most negatively buoyant flows tested, and, hence, 

mixing rates always increased in response to increases in side-inflow density (see Table 

3.3 and the upper left side of the plot in Figure 3.9c, where the isolines are monotonically 

decreasing as a function of ∆ρ/ρ0).  

This different behavior of xH for positively versus negatively buoyant side inflows 

can be understood as the result of the interplay between the inertia of the tributary and the 

mixing induced by its initial acceleration at and near the confluence. The inertia of the 

tributary favors the distortion of the mixing interface both for positively and negatively 

buoyant side inflows (Figure 3.6a and Figure 3.6i) and, as a result, mixing rates increase. 

Compare, for example, the location of the isoline of 40 ppm in Figure 3.9b and Figure 

3.9c, for the M-simulations and m-simulations in which the initial σ, upstream the 

confluence, is similar. For ∆ρ/ρ0 > 0, a horizontal mixing interface develops within 

reaches R1 or R2 which counteracts the mixing induced by the lateral inertia of the 

tributary. For ∆ρ/ρ0 < 0, a horizontal mixing interface does not develop in R1 or R2 and 

mixing continues increasing. The effect on mixing of the tributary lateral inertia increases 

with Rm, and, as a result, the density contrast between the two sources of water ∆ρ/ρ0, and 

thus Fb, decreases more rapidly downstream with increasing Rm (Figure 3.10a and Figure 

3.10b). Once in reach R3, the interplay between Fb and Fc (Figure 3.10b-d) pushes the 

mixing interface to tilt toward the left bank for negatively buoyant side inflows. A weaker 

Fb explains why for Rq = 1.53 the interface did not become horizontal within reach R3.  

As Rm increases, the influence on mixing of the dynamics of the dead zone 

decreases. See, for example, that σ remains equal to ca. 30 ppm within reach R2 for ∆ρ/ρ0 

= 0 and Rm = 4.58 in Figure 3.9c. This is the result of the mixing interface between rivers 

moving laterally toward the bank opposite to the tributary bank (where the dead zone is 
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located) as Rm increases (Figure 3.6), so that it moves farther away from the shear layer 

that forms between the mainstream and the dead zone (Figure 3.3 and Figure 3.5). The 

interaction between the mixing interface and the dead zone will be then dependent on the 

mechanisms forcing the distortion of the mixing layer (here, the baroclinic forcing) which 

brings them closer again (Figure 3.6c, Figure 3.6g, and Figure 3.6k). 

3.5 Summary and Conclusions 

The effect of weak density contrasts on mixing rates between two rivers of 

asymmetrical confluence and meandering planform were analyzed with a three-

dimensional model. Mixing rates under weak density contrast of up to O (10
−1

) kg m
−3

, 

typical of large river confluences, were up to 40% larger than those simulated under 

neutrally buoyant conditions. This increase in mixing is largely the result of density 

contrasts leading to changes in the contact area between water masses available for 

 

Figure 3.10 (a) Variation with distance downstream of the time-averaged 

density contrast between the Ebro and Segre rivers, and time- and width-

averaged (b) centrifugal forcing Fc, (c) baroclinic forcing Fb, and (d) Fc + Fb at 

section B35 (xc = 10.3) for runs M5 (gray line) and m5 (black line). The shaded 

area in (a) shows sections within reach R2. 
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mixing. Stronger density contrasts, which might lead to nearly horizontal contact areas 

shortly downstream of the confluence, will lead to weaker mixing rates compared to 

weakly buoyant conditions, as a result of the stabilizing effect of strong vertical density 

gradients. As shown through unsteady simulations, even weak time-varying density 

differences, driven by diurnal changes in inflow temperatures, could lead to significant 

changes in mixing rates between the confluent rivers depending on the time of the day. 

The distortion of the mixing layer is largely controlled by the strength of the cross-

stream motions, which, in turn, is driven by a subtle interaction between baroclinic and 

centrifugal forces. The first is associated with the magnitude and sign of the density 

contrasts; the second, with the magnitude and sign of the curvature. In our study site, with 

the channel veering to the left downstream of the confluence, centrifugal forcing 

increases the distortion of the mixing layer induced by positively buoyant side inflows, 

but, tends to diminish the tilting of the interface that results from negatively buoyant 

inflows. Hence, as a result of the channel geometry, mixing rates at river confluences 

could respond differently depending on whether the side inflows are negatively buoyant 

or positively buoyant. As the side-inflow inertia increases, the mixing interface moves 

closer to the bank opposite to the side inflow and mixing increases immediately 

downstream of the confluence, favoring the development of horizontal mixing layers for 

weakly density contrasts. These results, in general, strongly suggest that density 

differences between confluent rivers, even though weak, have a strong impact on mixing 

rates and patterns at large river confluences.  

Mixing ratios also oscillated in time as a result of large-scale coherent vortices 

developing (a) in the shear layer between the two river sources near the confluence and 

(b) in a dead zone sited shortly downstream. The dead zone, though, appears ― under the 

conditions observed in the field―as the site where mixing is more energetic. Changes in 

standard deviations of 0.01 ppm m
−1

 were found in the dead zone, almost twice the rates 

observed in other reaches. This suggests that the existence of channel irregularities near 

confluences leading to the development of dead zones might accelerate the rate at which 

water masses mix downstream of river junctions. The contribution of side irregularities to 

mixing, though, will depend on whether the mixing interface between the confluent rivers 

becomes close or not to the shear layer generated at those sites. This, in turn, will depend 

on (1) the momentun ratio between the confluent rivers, which determines the position of 
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the vertical mixing interface to the tributary bank, under neutrally buoyant conditions, and 

(2) the forces controlling the tilting of the interface. 
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Chapter 4 

The influence of flow inertia, buoyancy, wind, and 

flow unsteadiness on mixing at the asymmetrical 

confluence of two large rivers  

 Under review in J. Hydrol.            

Abstract 

 The rates and patterns of mixing of two large rivers with large density differences 

at a strongly asymmetrical confluence in northern Spain are analyzed. We assess the 

factors controlling the site where the denser river plunges and the mixing rates between 

the rivers. In particular, we focus on the interaction between inertial and buoyancy forces, 

the effect of wind forcing and the unsteady nature of the hydraulic forcing. The steady-

state location of the plunge line is shown to be controlled by an inertia-buoyancy balance, 

which accounts for the relative magnitude of the buoyancy forcing associated to density 

differences between the confluent rivers, and the magnitudes of both the main-stream and 

the side-flow (tributary) inertia. The plunge line moves to upstream locations as the 

inertia of the tributary increases (for low tributary inertia) and/or the density contrast 

between the rivers increases. This has important consequences for river mixing since 

mixing rates increase as the plunging occurs at the confluence. The high mixing rates in 

this case occur as a result of a large mixing interface surface and high diffusivities. As the 

plunge moves upstream or downstream of the confluence, vertical diffusivities or the area 

of contact available for mixing decrease and constrain mixing rates. Wind forcing, 

depending on its velocity and direction, affects mixing rates through (1) altering the 

buoyancy-inertia equilibrium and so changing the location of the plunge line, (2) altering 

the pattern of secondary circulation within the confluence and/or (3) increasing shear at 

the confluence. Flow unsteadiness can lead to changes in the location of the plunge line 

through time and thus can strongly modify mixing rates at the confluence. The 

downstream movement of the plunge line is advection dominated, while its upstream 

movement seems to respond to a baroclinic response of the confluence. 
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4.1 Introduction 

The strongest physical and chemical gradients in river networks occur in river 

confluences, where two rivers draining different watersheds merge [Bigelow et al., 2007; 

Gooseff et al., 2008; Kiffney et al., 2006]. A wide range of environmental conditions for 

growth occur at those sites, leading to species-rich biological communities, with a number 

of species that tends to be larger than elsewhere in the river network [Benda et al., 2004; 

Rice et al., 2006]. The persistence downstream of heterogeneous habitat conditions 

largely depends on the rate of mixing between the confluent flows and on the spatial 

arrangement of the flows at and downstream of the confluence, that is, whether rivers 

flow side by side or one on top of the other. Water from the two confluent rivers will flow 

side by side if their densities are similar and the rate at which they mix will largely 

depend on the extent to which the nearly-vertical mixing layer that develops between the 

confluent rivers distorts, increasing the area of contact between water masses. The 

distortion of the mixing layer, in turn, may occur as a result of differences in depths 

between the main channel and the tributary (bed discordance) or channel-scale helical 

motions, which in general result in significant reductions in mixing lengths [e.g., Gaudet 

and Roy, 1995; Lane et al., 2008; Rhoads and Kenworthy, 1995]. The development of 

two dimensional vortices in the shear layer between the confluent rivers have also been 

shown to increase mixing rates between the water masses but their effect on river mixing 

could be rather limited [Konsoer and Rhoads, 2014; Lane et al., 2008]. Very recently 

Ramón et al. [2014] (Chapter 3) also argued that weak density differences between the 

confluent rivers may lead to larger distortion rates of the mixing interface, hence larger 

contact areas between rivers and enhanced mixing rates. 

Most studies published in the literature on river confluences have been conducted 

under homogeneous or weakly stratified conditions. Few studies, however, have focused 

on confluences of rivers with strong density contrasts. Under those conditions, the denser 

river will plunge and flow below the less dense river and the interface separating the 

confluent rivers will tend to become nearly horizontal downstream of the plunge point 

[Cook et al., 2006; Ramón et al., 2013 (Chapter 2); Lyubimova et al., 2014]. Lyubimova et 

al. [2014] further observed that the position on the water surface where the denser flow 

actually plunges (plunge point) could be upstream of the confluence under strongly 

buoyant conditions, and low flow rates along the main river. The behavior of plunging 
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flows has been thoroughly studied in long, narrow, straight and quiescent basins with 

simple geometries, using laboratory experiments [e.g., Wells and Wettlaufer, 2007; Wells 

and Nadarajah, 2009 and references therein; Sequeiros et al., 2010; Cortés et al., 2014], 

numerical simulations [e.g., Chung and Gu, 1998; Bournet et al., 1999; Kassem et al., 

2003] and analysis of field data [e.g., Hebbert et al., 1979; Fischer and Smith, 1983; 

Dallimore et al., 2001; Arneborg et al., 2007]. The behavior of the buoyant river inflows 

can be interpreted as the interplay between the inertia of the river inflow and buoyancy 

forces, associated with the density differences between the inflow and the stagnant water 

in the basin. Hence, it can be parameterized in terms of the internal Froude number, Fri = 

U/(g′D)
1/2

 where, U represents the inflow velocity, D the depth of the channel and g′ (= g 

Δρ/ρ0), the reduced gravity calculated from the density differences between lake and river 

water and a reference density ρ0. Upstream of the plunge/lift point it is assumed that 

motion is dominated by inertial forces and Fri >> 1. Downstream, in turn, buoyancy 

forces dominate the motion and Fri << 1. At the plunge/lift point Fri is O (1), and most 

expressions proposed to determine the location of the plunge/lift points are based on this 

condition. Similar arguments can be used to analyze the behavior of confluent rivers with 

strong buoyancy differences. Side-flow inertia and the basin geometry, however, need to 

be also taken into account in determining the site of the plunging and the shape of the 

mixing interface in river confluences. The role of side-flow inertia and, in general, the 

behavior of river confluences under strong density contrasts have not been studied in 

detail before in the literature.  

Our general goal is to understand the factors that control the spatial arrangement of 

water masses and mixing rates across the contact interface, in river confluences under 

strong density contrasts. To that end, we conduct simulations of hydrodynamic and 

transport processes occurring in a confluence in Northern Spain where the Ebro (hereon, 

Western W- or main River) and Segre rivers (Northern N-River or tributary) merge with a 

strong asymmetry, i.e. a nearly 90º junction angle [Ramón et al., 2013] (Chapter 2). The 

flow rates along the main river are regulated by a dam constructed ≈ 2.5 km upstream of 

the junction apex (Figure 4.1a), which could result in high fluctuations in the W-inflow 

rates throughout the day, following hydro-power generation rules (e.g., Figure 4.1b-c). 

The W-River is denser than the N-River during most times of the year (up to 63% of the 

time in the stratification period, from June to November, and 79% when considering the 

whole year, based on the analysis of available historical data). Hence, here we focus on 
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Figure 4.1 (a) The Ribarroja reservoir, model domain (shaded gray area) and bathymetry of the region of 

interest (rectangle). The location is shown for the N-River inflow sections (N1 and N2), three of the W 

sections in the W-channel, three of the A-sections, one of the ADCP transect collected in the field on day 

329 (transect F) at the confluence region, and three of the B sections downstream of the confluence. (b, c) 

Inflow rates from the W- and N- rivers, and hourly-averaged (d-e) wind velocities and (f, g) directions on 

(b, d, f) day 203 and (c, e, g) days 329-330 in 2009. (h) Wind rose for the whole year 2009 at the Ribarroja 

reservoir. The wind rose in (h) shows directions the wind was blowing towards. 
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the analysis of the spatial arrangement of the rivers when the main river is denser than the 

tributary. We hypothesize that the mixing rates and the spatial arrangement of the two 

rivers at the confluence under steady forcing, whether the confluence appears stratified or 

not, depends on whether the denser main river plunges upstream or downstream of the 

confluence. This, in turn, is controlled by (1) the ratio of inertial forces between the 

confluent rivers, which can be parameterized in terms of the ratio between the tributary to 

the main velocities Ru (= UN/UW), and (2) the ratio of the buoyancy of the tributary and 

the magnitude of the inertial forces along the main channel, which can be parameterized 

in terms of a confluence internal Froude number Fric (=UW/(g'D)
0.5

). Here, UN and UW are 

the inflow velocities in the tributary and the main stream, respectively, and the reduced 

gravity g′ (= g (ρW−ρN)/ρ0 =g Δρ/ρ0) is calculated from the density difference between the 

two rivers and a reference density ρ0 (= 1000 kg m
−3

). Although the discharge ratio Rq (= 

QN/QW) and the momentum flux ratio Rm (= [UN QN ρN] / [UW QW ρW]) are commonly used 

as a metric for the bulk inertial forces of confluent flows, in this study Ru corresponds 

directly (same order of magnitude) to Rq, and it was chosen over Rq to be consistent with 

the parameterization of inertial forces given by the Froude number. Other factors that may 

control the spatial arrangement, and, hence, mixing rates observed at a given time at the 

confluence include: the time-varying nature of the inflow rates along the main river and 

wind forcing. In their analysis of data from their field experiments, Ramón et al. [2013] 

(Chapter 2) suggested that the strong southeasterly winds that blew during the 

stratification period were playing an important role in the spatial arrangement of the W- 

and N-rivers at their confluence. To the extent of our knowledge, these effects have not 

been analyzed previously in the literature.  

4.2 Study site 

The Ribarroja reservoir (41º18' N, 0º21' E) is the second of a chain of three reservoirs 

(Mequinenza-Ribarroja-Flix) constructed along the lower reaches of the W-River for 

hydroelectric power generation. The reservoir has an elongated and meandering shape 

(Figure 4.1a), with an average depth of 9.8 m, reaching values of up to 34 m near the 

dam. The system is strongly regulated (Inflows and outflows) so that the free surface 

elevation is kept at a nearly constant value of ≈ 69 m above sea level throughout the year. 

The residence time of the water in the reservoir is low and never exceeds one month even 

during the lowest through-flows typically observed in summer [Cruzado et al., 2002]. 
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The two largest inflows to the reservoir are the W- and N- rivers, which merge at a near 

90º junction angle at the NW end of the reservoir. The confluence is characterized by its 

curved planform which bends to the left with a radius of curvature Rs of ≈ 3 km, almost 7 

times the channel-width bp (≈ 400 m) downstream of the confluence, Rs/bp ≈ 7.5 (Figure 

4.1a). Depths of the W- and N- rivers are discordant: the N-River enters the confluence 

through two channels of depths D of 4 m and 2 m, respectively, while depths encountered 

at the W-River are of ≈ 10 m.  

4.3 Methods 

4.3.1 Computational model 

Simulations were conducted using a parallel version [Acosta et al., 2010] of a 

three-dimensional primitive-equation (3D-PE) model, solving the layer-averaged form of 

the shallow water equations [Smith, 2006]. The momentum equations are solved on a 

staggered Cartesian grid, using an efficient second-order accurate, space-centered, semi-

implicit and three-level iterative leapfrog-trapezoidal finite difference scheme. Non-

active- (i.e. tracers) and active-scalar transport equations were solved using a two-level 

semi-implicit scheme, in which only vertical diffusion is discretized implicitly. The 

advection terms in the transport equation for active and non-active scalars are discretized 

with a second-order accurate flux-limiting scheme [e.g., Durran, 1999]. Turbulent mixing 

is represented in the 3D-PE model using diffusion-like terms. A Laplacian operator with 

constant mixing coefficients (Kh) is used to represent the unresolved horizontal turbulent 

mixing of momentum and scalars. Vertical eddy coefficients of mixing Kz are calculated 

using a two-equation model originally proposed by Mellor and Yamada [1974] and later 

modified by Kantha and Clayson [1994]. This turbulent modeling approach is typically 

used in large scale models of river and estuarine flows [e.g., Morillo et al., 2008; Chua 

and Fringer, 2011; Wang et al., 2011; Gleichauf et al., 2014] given the large aspect ratios 

of their grids and its reduced computational burden. The present implementation of the 

model follows the formulation of Gross et al. [1999], which considers vertical diffusion 

as the only form of transport.  

Our modeling approach is further justified given the need to conduct unsteady 

simulations of time-varying inflow rates during the stratification period [Ramón et al., 
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2013; Chapter 2] in a large domain with a reasonable computational cost. Our simulations 

with a 10-m-resolution grid require O (10
5
) computational time steps, which limits the use 

of full 3D RANS models based on non-hydrostatic equations or the use of more 

sophisticated modeling approaches such as well-resolved Large Eddy Simulations (LES) 

[Rodi, 2010] or even the hybrid Reynolds-Averaged Navier Stokes (RANS)-LES 

approach of Constantinescu et al. [2011, 2012]. The model has been validated both 

against analytical solutions and field data sets collected in a variety of lake environments 

[Rueda and MacIntyre, 2010 and references therein] and estuaries [Llebot et al., 2014], 

and for relevant physical processes occurring in river confluences, including: (1) the 

development of a shallow mixing layer between two confluent streams, (2) flow past a 

cavity and (3) flow in open channels of mild curvature with and without stratification 

[Ramón et al., 2015, Appendix A]. Additional tests (not shown) were conducted to check 

the ability of the model to represent Kelvin Helmholtz instabilities. These additional tests 

included simulations of the shallow mixing layers reported by Chu and Babarutsi [1988] 

and Uijttewaal and Booij [2000] Ramón et al. [2015] (Appendix A) also validated the 

model results (runs U1-3, Table 4.1) against field data collected at the confluence.  

4.3.2 Approach 

The model was first used to evaluate our hypothesis of an inertia-buoyancy 

balance at the Ebro-Segre confluence. A first set of simulations (A-series in Table 4.1) 

were conducted under steady hydraulic and buoyancy forcing. The forcing conditions 

correspond to a range of values for the river velocity ratio Ru and confluence internal 

Froude number Fric that can potentially occur at the confluence during the stratification 

period (Figure 4.2). Modeled velocities were then applied to simulate the transport of a 

tracer injected in the domain through the W-River. The time-averaged spatial 

arrangement of the confluent rivers, the location of the plunge line (the region at surface 

where the denser W-River plunges below the N-River) and mixing rates were analyzed. A 

subset of the simulations included in the A-series corresponds to the daily-averaged 

forcing conditions observed under stratified conditions in 2009 [Ramón et al., 2013; 

Chapter 2]. This subset is referred to as S-runs in Table 4.1. These simulations were re-

run but subject, this time, to different wind speeds and directions (SW-runs in Table 4.1), 

to analyze the interaction of wind forcing, Ru and Fric in determining the spatial 
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arrangement of the rivers and their mixing rates at the confluence. A final set of 

simulations was conducted subject to the time  

 

Table 4.1 Model inputs for the simulation runs 

Run 

case 

JD
(a)

 ∆ρ/ρ0  

 

QW  

(m
3
/s) 

QN  

(m
3
/s) 

Ru 

 

Rq Rm Fric U10
 

(m/s)  

Φ
 (b) 

(º) 

A-

series 

- 1.01×10
−4

, 

1.4×10
−3

 or 

4.7×10
−3

 

34 

to 

351 

6 

to 

944 

0.15 

to  

18 

0.1 

to 

11.8 

0.015  

to 

213 

0.04 

to 

2 

0 - 

 Runs with steady flows:   

S1 203 1.4×10
−3

 86 57 1.02 0.58 0.67 0.13 0 - 

S2 329 1.01×10
−4

 138 51 0.57 0.37  0.21 0.79 0 - 

S3 330 7×10
−5

 61 43.5 1.09 0.71 0.78 0.42 0 - 

 Runs with steady flows and constant wind forcing:   

SW1 203 1.4×10
−3

 86 57 1.02 0.58 0.67 0.13 6 0 

SW2 203 1.4×10
−3

 86 57 1.02 0.58 0.67 0.13 6 90 

SW3 203 1.4×10
−3

 86 57 1.02 0.58 0.67 0.13 6 135 

SW4 203 1.4×10
−3

 86 57 1.02 0.58 0.67 0.13 6 180 

SW5 203 1.4×10
−3

 86 57 1.02 0.58 0.67 0.13 6 270 

SW6 203 1.4×10
−3

 86 57 1.02 0.58 0.67 0.13 12 0 

SW7 203 1.4×10
−3

 86 57 1.02 0.58 0.67 0.13 12 90 

SW8 203 1.4×10
−3

 86 57 1.02 0.58 0.67 0.13 12 135 

SW9 203 1.4×10
−3

 86 57 1.02 0.58 0.67 0.13 12 180 

SW10 203 1.4×10
−3

 86 57 1.02 0.58 0.67 0.13 12 270 

SW11 329 1.01×10
−4

 138 51 0.57 0.37  0.21 0.79 6 0 

SW12 329 1.01×10
−4

 138 51 0.57 0.37  0.21 0.79 6 90 

SW13 329 1.01×10
−4

 138 51 0.57 0.37  0.21 0.79 6 135 

SW14 329 1.01×10
−4

 138 51 0.57 0.37  0.21 0.79 6 180 

SW15 329 1.01×10
−4

 138 51 0.57 0.37  0.21 0.79 6 270 

SW16 329 1.01×10
−4

 138 51 0.57 0.37  0.21 0.79 12 0 

SW17 329 1.01×10
−4

 138 51 0.57 0.37  0.21 0.79 12 90 

SW18 329 1.01×10
−4

 138 51 0.57 0.37  0.21 0.79 12 135 

SW19 329 1.01×10
−4

 138 51 0.57 0.37  0.21 0.79 12 180 

SW20 329 1.01×10
−4

 138 51 0.57 0.37  0.21 0.79 12 270 

 Runs with unsteady flows and wind forcing (field conditions):    

U1 203 1.4×10
−3

 0-288 57 f (t)
(c)

 f (t) f (t) f (t) f (t) f (t) 

U2 329 1.01×10
−4

 0-344 51 f (t) f (t) f (t) f (t) f (t) f (t) 

U3 330 7×10
−5

 0-340 43.5 f (t) f (t) f (t) f (t) f (t) f (t) 

(a)
 JD = Julian day. 

(b)
 0º = northerly winds. 

(c)
 f (t) = values are variable in time. 
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varying flow rates and wind forcing (U-runs in Table 4.1) observed in 2009 [Ramón et 

al., 2013; Chapter 2] (Figure 4.1b-g). The results of these runs focus on the effect of 

unsteadiness in the hydraulic forcing on the relevant time scales of response (location of 

the plunge point) of the system. 

4.3.3 Transport and mixing model of the the Ribarroja reservoir 

Our computational domain extends from the Mequinenza dam to a section ≈ 8 km 

downstream of the junction apex (shaded gray area in Figure 4.1a) along the W-River, 

and approximately 500 m upstream of the confluence along the N-River. Our study area, 

however, is shorter and extends only 2.3 km downstream of the junction apex (Figure 

4.1a). The N-boundary was placed 1 km upstream of the confluence. The lake geometry 

was discretized using grid cells of size (Δx, Δy, Δz) = (10, 10, 0.5) meters in x- y- and z- 

directions, respectively. For stability purposes, the time step Δt was set to 3 s in all but in 

the SW- runs, for which Δt = 2 s. The bottom drag coefficient, Cd, was set to 0.003 as 

proposed by Smith [2006]. The reservoir was assumed initially at rest with a uniform 

density, equal to the averaged density of the W- and N- rivers. At the downstream end, 

the free surface elevation was fixed, with densities and tracer concentrations having zero 

gradients. Inflow rates at the upstream boundaries, in turn, were changed depending on 

the simulation series, and either set to conform to the field data of Ramón et al. [2013] 

(Chapter 2), or to constant values representing a range of density and momentum 

conditions. N-inflows were assumed to occur through two sections (Figure 4.1) with 

different velocities, as observed in the field. Almost 2/3 of the total inflow rate from the 

N-River was presumed to enter through the main channel and the remaining through the 

secondary channel. Inflow rates in the W-River were distributed uniformly in the inflow 

section. All inflow densities were set to be constant in time (Table 4.1).  

The model was set to run using two trapezoidal iterations after the initial non-

smoothed leapfrog predictive step, and the superbee limiter [Roe, 1984] in the solution of 

the scalar transport equation. Other flux-limiters tested [van Leer, 1974] yielded similar 

results. With approximately 40 grid cells across the channel, and almost 20 cells in depth, 

mixing and dispersive processes scaling with the channel dimensions are well resolved, 

and the sub-grid scale mixing to parameterize is mainly the turbulent diffusion. Based on 

a large set of experiments in rivers, Fischer et al. [1979] argued that the non-dimensional 

transverse mixing coefficient εt/Du
*
(= Kh/ Du

*
) should be approximately 0.15 with an 
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error bound of ± 50%, u* being the shear velocity (= usCd
0.5

). For average post-

confluence streamwise velocities us ranging from 0.03 to 0.45 m s
−1

, as encountered in the 

simulations and D = 10 m, Kh could range from O (10
−3

) to O (10
−2

) m
2 

s
−1

. Even lower 

values, of O (10
−4

) m
2 

s
−1 

and zero, were used by Wang et al. [2011] or Chua and Fringer 

[2011] in their simulations of the Snohomish River estuary, and North San Francisco Bay, 

respectively, and justified based on the high numerical diffusion of their advective 

scheme. In our simulations, with a non-diffusive advective algorithm, the horizontal 

mixing coefficient Kh was still set to 10
−5

 m
2 

s
−1

, but, additional runs were conducted with 

Kh up to 10
−1

 m
2 

s
−1

, to check the sensitivity of our results to this parameter.  

Given that the 3D-PE model is hydrostatic, and, being the grid aspect ratio Δz/Δx 

of O (10
−2

), hence, Δz/Δx << 1, non-hydrostatic flow features will not be resolved. The 

importance of the non-hydrostatic pressure effects in a given flow can be assessed, as 

pointed by Wang et al. [2009], by considering the ratio β of the scales for the vertical and 

horizontal variability of the flow. For features with β ≈ O (1), those effects are significant 

and should not be neglected. For those with β
2
 << 1, non-hydrostatic effects can be safely 

ignored. The latter is the case of the secondary circulation that develops at the confluence, 

which has length scales ranging from ≈125 m to the channel width bp and a vertical scale 

equal to the depth of the channel D, and for which β
2
 is of O (10

−3
-10

−4
), i.e. β

2 
<< 1. The 

role of these largely-hydrostatic features in controlling river mixing in confluences is well 

documented in the literature [see, for example, Rhoads and Kenworthy, 1995, 1998; 

Rhoads and Sukhodolov, 2001]. The influence of non-hydrostatic flow phenomena, in 

turn, remains largely unexplored, and an open question. Hence, the 3D-PE model should 

provide, at least to first order, a reasonable representation of flow and mixing at the 

confluence. 

A total of 74 simulations were run in the A-series (Table 4.1), with values of Ru 

and Fric encompassing conditions observed at the confluence under the stratified 

conditions in 2009 [Ramón et al., 2013; Chapter 2] and other years (Figure 4.2). River 

density contrasts ∆ρ/ρ0 were set equal to those observed in 2009 [Ramón et al., 2013; 

Chapter 2] and river inflow rates were varied to achieve different values for Ru and Fric. 

For the Fric calculations the average depth of the W-River (D = 10 m) was used. Only for 

the simulations with the lowest Fric (≤ 0.08), a fictitious river density contrast of 4.7 × 
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10
−3

 was used. In all A-simulations, the density contrast was assumed driven by 

temperature differences alone. 

The particular forcing conditions observed on days 203, 329 and 330 in 2009 

[Ramón et al., 2013; Chapter 2] were used to develop boundary and initial conditions for 

the S-, SW-, and U-runs (Figure 4.1b-g, Table 4.1). The confluence was then stratified, 

and density contrasts between the rivers were driven by both differences in temperature 

and salinity/conductivity. On day 203, the density difference was O (10
−3

) and on days 

329 and 330, in turn, ∆ρ/ρ0 was O (10
−4

). Inflow rates from the N-River, QN, were 

constant but those from the W-River, QW, were variable (Figure 4.1b-c). The daily-

averaged Rq, Ru, Rm and Fric values on days 203, 329 and 330 are shown in Table 4.1. 

Winds were moderate in November, but strong, with average speeds of 7 m s
−1 

(Figure 

4.1d), and from the SSE-SE on day 203 (Figure 4.1f). In the S-runs (runs S1-3 in Table 

4.1) the model was forced using the observed daily-average inflow rates and the observed 

density differences, until reaching steady-state. In the SW-runs (runs SW1-SW20 in 

 

Figure 4.2 Combinations of Ru and Fric occurring at the confluence during the stratification period 

(summer and autumn), calculated from daily-averaged historical discharges, temperatures and 

conductivities collected at the confluence in 1998, 1999, 2003 and 2004 (for details on the density 

and flow data from which Ru and Fric were calculated, see Prats et al. [2010] and Prats [2011]). 

Situations in which the W-River is denser (black dots) than the N-River account for 63% of the 

time. The shaded area shows the range of Ru and Fric values analyzed in the A-series. 
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Table 4.1), the steady-state simulations on days 203 and 329 were forced with different, 

but constant, wind speeds U10 and directions Φ. A total of 20 simulations were conducted 

in which we tested the dominant wind direction, as observed in 2009 (southeasterly 

winds, ≈ 135º, Figure 4.1h); together with 4 ideal winds blowing from each of the four 

cardinal directions. We also tested two wind speeds: U10 = 6 m s
−1

, which correspond to 

the 85 percentile of wind velocities in 2009, and U10 = 12 m s
−1

, the largest magnitude 

observed in 2009 (Figure 4.1h). Finally, in the U-runs (runs U1-U3 in Table 4.1), the 

model was run subject to unsteady W-inflow rates and wind forcing as observed on days 

203, 329 and 330 in 2009. 

In any given simulation, the model was run with the same inflow and outflow 

conditions day after day until at least 99% of the water mass initially existing in the 

domain had left the computational domain. This length of time was 7 days, on average, 

and always less than 20 days for the flow rates tested. 

4.3.4 Tracer experiments, mixing rates and plunging point 

W-water was traced using a constant tracer concentration CW = 100 ppm. Tracer 

concentrations downstream, varying from 0 to 100, indicated the percentage of W-water 

in the mixture, and hence, were used to establish the level of mixing between the W- and 

N- rivers. Tracer variability was evaluated each 0.25 hours at 16 cross-sections 

downstream of the confluence (cross-sections B1-B16, Figure 4.1a). The distance 

between consecutive B-sections was ≈ 120 m. Tracer variability was also evaluated at 43 

sections in the W-channel (cross-sections W1-W43, Figure 4.1a), which are ≈ 55 m apart, 

and at 6 sections within the confluence region (cross-sections A1-A6, Figure 4.1a). We 

will use the symbol xc to refer to the distance downstream of the junction apex of each of 

these cross-sections (W-sections will take negative values), and will be given as a 

multiple of bp. We used the standard deviation σ of tracer concentration [Biron et al., 

2004; Ramón et al., 2014; Chapter 3] to quantify mixing levels. Standard deviations will 

tend to decrease downstream of the confluence as a result of mixing (Figure 4.3), and 

they will become zero when tracer concentrations are uniform in a given cross-section. 

By contrast, standard deviations > 0 ppm upstream of the confluence in the W-channel, 

will be indicative of the presence of N-water in the W-channel (Figure 4.3). To compare 

mixing among simulations and different days, mixing rates, calculated as ∆σ/s = 
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(σi−σ0)/si, and total mixing, calculated as TM = (1− σi/σ0) ×100, were evaluated at section 

i = B16 (Figure 4.1a). Here, si and σi are the distance downstream of the junction apex and 

the standard deviation of tracer concentrations at B16, respectively. The expected 

standard deviation of tracer concentrations if no mixing occurs between the two rivers, is 

represented by σ0, and is calculated from the flow rates and tracer concentrations in each 

of the rivers similarly to Lewis and Rhoads [2015]: 
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where Cp is the theoretical concentration after complete mixing [Gaudet and Roy, 1995], 

calculated with the daily-averaged inflow rates as: 

 

Figure 4.3 Expected shapes of standard deviations of tracer concentration in the streamwise 

direction if (a) the tributary is not able to flow upstream into the main river channel (σ = 0 ppm at 

distances < 0) and no mixing occurs between rivers downstream of the junction apex (σ = σ0 at 

distances > 0), (b) the tributary is not able to flow upstream into the main river channel but river 

mixing occurs downstream of the junction apex and (c) some fraction of the tributary is able to 

flow upstream into the main river channel until distance xup and river mixing occurs downstream 

of the confluence. 
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For example, for the values of input tracer concentrations and the daily-averaged 

inflows used in the model in the S-runs, Cp = 60.13, 73.02 and 58.4 ppm and σ0 = 48.96, 

44.36 and 49.27 ppm on days 203, 329 and 330, respectively. The mixing interface was 

defined as the set of cells where tracer concentration equals Cp ± 10%. Cells with C > Cp 

+10% will be representative of the W-water while cells with C < Cp − 10% will be 

representative of the N-water [Gaudet and Roy, 1995]. Plunging is assumed complete 

once the maximum surface concentration at any given point in a cross-section is < Cp + 

10%. The distance from the junction apex to this section will be taken as representing the 

location of the plunge point xc-PL. The plunge line is identified as the group of surface 

cells where tracer concentrations transition from C ≥ Cp + 10% to C < Cp + 10%. 

4.4 Results and Discussion 

4.4.1 Plunging and stratification at the confluence  

The location of the plunge point is represented in Figure 4.4 (white isolines) for 

the different values of Ru and Fric shown in Table 4.1. For the range of Ru values 

analyzed, there exists a critical Fric value (Fric ≈ 0.3), above which the location of the 

plunge line is always downstream of the junction apex. For Fric > 0.3, independently of 

Ru, buoyancy forces associated with the density differences between the rivers are not 

strong enough to overcome the inertia of the main stream flow and plunging occurs 

downstream of the junction apex (xc-PL > 0). For Fric ≈ 0.9 and larger the W-River plunges 

downstream of the confluence (xc-PL > 1.76). The exact location of the plunge point 

downstream of the junction apex depends, though, on both Ru and Fric. Note, for example, 

that the plunge point is at the center of the confluence (xc-PL = 0.93) for Ru ≈ 0.5 and Fric ≈ 

0.7. As Ru becomes < 0.5 or > 0.5, the plunge point will only remain at the center of the 

confluence if Fric falls below 0.7 (note that the xc-PL isoline = 0.93 distances from the 

vertical black line, marking Fric ≈ 0.7, for values of 0.5 < Ru < 0.5 in Figure 4.4). Thus, 

for Fric > 0.3, the plunge point forms at the most upstream location for Ru of 0.5 and it is 

displaced downstream as Ru increases or decreases from that value (Figure 4.5a-d).  
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The tendency of the plunge point to move downstream for Ru << 1 for a given Fric 

(> 0.3) can be explained in terms of inertial and buoyancy effects at the confluence. As 

reported earlier in the literature [e.g., Biron et al., 1993; Rhoads and Kenworthy, 1995, 

1998] for neutrally buoyant conditions, the location of the mixing layer moves farther 

away from the tributary bank as inertial forces in the tributary increase. This is consistent 

with the location of the mixing layer moving closer to the W-bank as Ru increased from, 

for example, ≈ 0.15 to ≈ 0.5 for Fric ≈ 0.7. By adding a density difference, buoyancy 

effects sum up to this inertial effect, which allows water from the tributary to reach the 

opposite bank faster (the plunge point moves upstream) as Ru increases. However, as 

inertial forces in the tributary keep increasing (Ru >> 1 and Rm >> 1), inertial effects start 

controlling the location and orientation of the mixing interface. As tributary inertia 

 

Figure 4.4 Results of the A-series of simulations. Time-averaged linearly-interpolated total mixing TM 

(%) and time-averaged location of the plunge point xc-PL (white solid isolines) as function of Ru (left y-

axis) and Fric. Gray dots represent the actual values of Ru and Fric tested (see Table 4.1). The dashed 

black line identifies the Fric values for which the largest total mixing TM occurs for a given Ru. The 

location is also shown for the daily-averaged (black-encircled white dots) and instant Ru vs. Fric 

observed on Julian days 203 (stars), 329 (black dots) and 330 (crosses). Black square shows the daily-

averaged conditions observed by Prats et al. [2013]. The horizontal and vertical black lines mark Ru 

values = 0.5 and Fric values = 0.67, respectively. For a more complete description, the right y-axis show 

the corresponding values of Rm for a given value of Ru in the left y-axis.  
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Figure 4.5 (a-d) Time-averaged location of the mixing interface (magenta) between the W-(Ebro) and N-

(Segre) rivers, area of the mixing interface available for (e) horizontal Sh and (f) vertical Sz mixing, (g) 

average value of Kz within the mixing interface, and (h) width-averaged usec-rms at section A5. Simulations in 

the A-series with Fric = 0.45 and (a) Ru = 0.15, (b) Ru = 0.4, (c) Ru = 2.5, and (d) Ru = 8.9. Black lines in 

(a-c) show the location of the plunge line. Gray shaded areas in (e-h) show simulations in which plunging 

occurs within the confluence. Values of Sh, Sz and Kz are evaluated for the whole extension of the mixing 

layer within the study reach (−6 ≤ xc ≤ 5.6). The aspect ratio (x:y:z) in (a-d) is 40:20:1 
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increases, the increasing rates of turbulent diffusion will tend to keep the tributary flow 

attached to bed, counteracting buoyancy effects. This tendency results in a shift in the 

orientation of the mixing interface towards more vertical positions (e.g., Figure 4.5b-d), 

and thus, in a downstream displacement of the plunge point in Figure 4.4 as Ru increases.  

As the mixing layer shifts towards more vertical positions for Ru >> 1, lateral 

shear along this interface increases, and as a result, flow structures similar to Kelvin-

Helmholtz (KH) instabilities develop (Figure 4.6), which may contribute to increasing 

lateral mixing. The occurrence of strong KH structures for both Rm >> 1 and Rm << 1 is 

consistent with simulations of other river confluences [Constantinescu et al., 2011, 2012]. 

It is also consistent with the work of Prats et al. [2013], based on the analysis of airborne 

thermal images, which provided evidence of the occurrence of KH-instabilities at the 

confluence, under Ru = 0.28 (Rm = 0.05) and Fric = 1.26. These conditions are among 

those simulated to produce Figure 4.4. In those simulations (not shown), the scales and 

position of the oscillations in the shear layer were similar to those reported by Prats et al. 

[2013]. 

4.4.2 Mixing rates  

River mixing varied with both Ru and Fric as shown in Figure 4.4. For any given 

Ru, Froude numbers for which mixing rates were maximal (0.6 < Fric < 0.8) tended to 

coincide with those for which plunging occurred within the downstream half of the 

confluence (0.93 < xc-PL < 1.76, see the dashed black line in Figure 4.4). Mixing rates 

decreased away from that range. For Ru ≈ 1, as Fric decreased from O (1) to O (10
−1

), TM 

dropped from ≈ 60% to 30%. Those changes are largely the result of the increasing 

density contrasts between the rivers inhibiting vertical mixing across the mixing interface 

(see Figure 4.7). In the transition of Fric from O (1) to O (10
−1

), the mixing interface 

between the rivers tended to become horizontal (Figure 4.7d-a). The area available for 

horizontal mixing Sh decreased from O (10
4
) to O (10

3
) m

2
 (Figure 4.7e). The area of the 

mixing interface available for vertical mixing Sz, in turn, increased almost one order of 

magnitude, from O (10
4
) to O (10

5
) m

2
 (Figure 4.7f). But the vertical diffusivities Kz 

within the mixing layer decreased almost two orders of magnitude from O (10
−3

) m
2 

s
−1

 to 

nearly molecular values of O (10
−5

) m
2 

s
−1

 (Figure 4.7g), as typically reported in stratified 

flow such as estuarine environments [e.g., Lung and O’Connor, 1984]  
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For Ru ≈ 1, as Fric increased above 0.8, river mixing decreased again (Figure 4.4). 

The mixing interface in those cases tilts and becomes more vertical and aligned with the 

axis of the main channel for the largest Fric tested (Figure 4.7c and Figure 4.7d). The 

vertical diffusivities Kz remained constant and of O (10
−3

) m
2 

s
−1 

(Figure 4.7g). The area 

for horizontal mixing Sh remained similar as Fric increased above 0.8 (Figure 4.7e). The 

area for vertical mixing Sz and the total area of the mixing interface decreased (Figure 

4.7f). Hence, maximal mixing rates occur if plunging occurs at the confluence. If it occurs 

upstream, river mixing tends to decrease as a result of lower vertical diffusivities. If it 

occurs downstream, in turn, total mixing decreases as a result of reductions in the areas 

available for mixing. Mixing rates between rivers, hence, are subject to seasonal changes 

resulting from changes in the position of the plunge point. On day 203, when the plunge 

 

Figure 4.6 Instant values of (a-c) tracer concentrations (ppm) and (d-f) vertical vorticities (s
−1

) at 

the surface plane for simulations in the A-series with Fric = 0.45 and (a,d) Ru = 8.9, (b,e) Ru = 5.4 

and (c,f) Ru = 2.5. Black isolines in (a-c) show tracer concentrations C = Cp. Black arrows in (c-d) 

show the location of eddies within the mixing layer. 
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Figure 4.7 (a-d) Time-averaged location of the mixing interface (magenta) between the W-(Ebro) and N-

(Segre) rivers, area of the mixing interface available for (e) horizontal Sh and (f) vertical Sz mixing and 

average value of (g) Kz within the mixing interface for simulations in the A-series with Ru = 1.2 and (a) Fric 

= 0.12, (b) Fric = 0.34, (c) Fric = 0.80, and (d) Fric = 1.5. Black lines in (a-d) show the location of the 

plunge line. Gray shaded areas in (e-g) show simulations in which plunging occurs within the confluence. 

Values of Sh, Sz and Kz are evaluated for the whole extension of the mixing layer within the study reach (−6 

≤ xc ≤ 5.6). The aspect ratio (x:y:z) in (a-d) is 40:20:1 
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Table 4.2 Absolute values of time-averaged mixing rates and total mixing at xc = 5.7, location of 

the plunge point and ratios of time-averaged energy available through stirring and shear within 

the domain volume between 0 ≤ xc ≤ 5.7. The presence of hyphens indicates that term has not 

been evaluated in that simulation. 

Run 

case 

Julian 

day 

∆σ/s  

(ppm m
−1

) 

TM 

(%) 

xc-PL Rsk-s
 (a,b) 

 

(%)  

Rsk-sk0
 (c)

  

 

Rs-s0
 (d)

  

 

S1 203 6.2×10
−3

 29.0 −5.35 1 - - 

S2 329 1.2×10
−2

 64.0 1.52 28 - - 

S3 330 1.4×10
−2

 66.4 0.89 11 - - 

SW1 203 1.0×10
−2

 46.8 −1.23 1 3.4 4.4 

SW2 203 1.7×10
−2

 80.9 −5.40 2 7.8 6.0 

SW3 203 1.6×10
−2

 72.0 −5.29 3 12.6 4.8 

SW4 203 8.8×10
−3

 41.1 −2.10 10 19.9 2.5 

SW5 203 1.3×10
−2

 61.8 1.27 14 71.5 6.3 

SW6 203 2.0×10
−2

 91.9 1.14 3 49.8 17.7 

SW7 203 2.1×10
−2

 99.2 −1.60 5 119.8 27.6 

SW8 203 2.1×10
−2

 95.6 −1.48 1 12.6 27.8 

SW9 203 1.6×10
−2

 71.9 −1.48 13 144.5 13.3 

SW10 203 1.8×10
−2

 82.1 5.64 7 130.6 21.7 

SW11 329 1.6×10
−2

 84.1 3.02 25 5.91 4.6 

SW12 329 1.8×10
−2

 93.1 1.15 15 4.81 6.3 

SW13 329 1.9×10
−2

 95.5 0.89 11 2.90 5.3 

SW14 329 7.3×10
−3

 37.3 >5.7 0 0.02 2.7 

SW15 329 9.8×10
−3

 50.5 >5.7 19 3.8 3.9 

SW16 329 1.5×10
−2

 78.2 5.27 12 12.3 20.0 

SW17 329 1.9×10
−2

 97.8 1.02 2 3.73 46.3 

SW18 329 1.9×10
−2

 95.9 1.40 6 15.2 49.6 

SW19 329 1.7×10
−2

 88.9 >5.7 4 3.6 18.6 

SW20 329 7.7×10
−3

 39.7 >5.7 7 7.0 20.4 

U1 203 1.4×10
−2

 65.5 - - - - 

U2 329 1.5×10
−2

 79.1 - - - - 

U3 330 1.6×10
−2

 72.8 - - - - 

(a)
 V = volume of the domain downstream of xc > 0, ‹› = time-averaged values.

 

 (c)
 Rsk-s =  

V

s

V

sk PP  ×100 

(d)
 Rsk-sk0 = 010  U

V

sk

V

sk PP  , where the subscript “U10=0” refers to 

the steady simulation without wind forcing (here S1 or S2)
 

(e)
 Rs-s0 = 010  U

V

s

V

s PP   
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line under steady state was located upstream of the confluence (Figure 4.4 and Ramón et 

al. [2013]; Chapter 2), mixing rates were O (10
−3

) ppm m
−1

 (and TM ≈ 29%), one order of 

magnitude lower than mixing rates on days 329 and 330 (TM > 50%) (runs S1-3 in Table 

4.2), when the plunge line was located at the confluence region. 

For any given value of the Froude number, Fric, total mixing was minimal for Ru 

of ≈ O (1), increasing both as Ru becomes larger or lower than O (1). Larger mixing rates 

for larger velocity ratios (Ru >> 1) could be the result of high tributary inertia leading to 

wide and nearly vertical mixing interfaces where strong KH structures develop (e.g., 

Figure 4.5d and Figure 4.6). Mixing in those cases is energetic, with TM being larger than 

70% for Ru >> 1 and all Fric tested (Figure 4.4). Note that, the mixing layer in Figure 4.5d 

even attached to the W-bank within the study reach. However, TM also increased with Ru 

in our simulations with Kh = 10
−1

 m
2
 s, for which KH billows are inhibited, which 

suggests that another mechanisms could be at play. Past work has shown that the 

secondary circulation at river confluences typically consists of two counter-rotating cells, 

which converge near the surface towards the mixing layer and diverge towards the river 

banks near the bed [e.g., Ashmore et al., 1992; Rhoads and Kenworthy, 1995, 1998; 

Rhoads, 1996; Rhoads and Sukhodolov, 2001]. Depending on factors such as the 

momentum ratio, the junction planform or the junction angle [Rhoads and Kenworthy, 

1998; Bradbrook et al., 2000], one of the cells can dominate over the other and even 

occupy the whole channel. Lewis and Rhoads [2015] argued that mixing rates could 

increase with Rm as the result of the increasing dominance of the tributary cell. In the A-

series, for Fric = 0.45, for example, the high junction angle together with a positively 

buoyant tributary produces a secondary circulation which is already dominated by the 

tributary cell at the confluence, even for the lowest Ru (Rm) tested. As Ru (Rm) increases 

the strength of the secondary circulation also increases, which is parameterized in Figure 

4.5h as the Root Mean Square of the width-averaged secondary velocity usec-rms at section 

A5 (Figure 4.1a). The secondary velocity was calculated with the Rozovskii method 

[Rozovskii, 1961; Parsons et al., 2013]. An increase in the strength of the secondary 

circulation at the confluence could be then also responsible for an increase in river mixing 

as Ru >> 1. 

The larger mixing rates observed for lower velocity ratios as Ru << 1 (see TM 

values for Ru < 0.4 and 0.3 < Fric < 1.2 in Figure 4.4) are likely the results of the limited 

vertical extent of the upper layer carrying N-water at the confluence under those 
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conditions. As the velocity ratio decreases, the discharge ratio, and hence, the thickness of 

the N-layer in the water column also decreases. The distance downstream of the 

confluence where a layer of limited extent initially occupying the top of the water column 

becomes fully mixed LMz can be estimated as LMz ≈ ‹us› H
2
/Kz, in terms of the average 

streamwise velocity ‹us›, vertical diffusivity Kz and the layer depth H [e.g., Rutherford, 

1994]. The streamwise velocity at the confluence for Ru << 1 is largely dictated by the 

inflow velocity of the main river UW. For Ru << 1, Kz also remained almost unchanged 

(see Figure 4.5 for Ru < 0.61). Hence, LMz decreased as discharge ratios decreased, and 

hence, as the thickness of the N-layer decreased, leading to higher TMs for the lowest Ru 

analyzed.  

4.4.3 Wind driven changes  

The mechanical energy introduced in the water column by wind forcing acting on 

the air-water interface alters the large-scale flow field and the turbulent kinetic energy 

TKE balance, hence, changing mixing rates and the spatial arrangement of the river 

masses at the confluence. This effect, in turn, is likely to vary depending on the wind 

direction. Although the winds in Ribarroja are predominantly from the South-East and 

against the flow in the W-River (Figure 4.1a), here, and for the sake of completeness, we 

analyze the effect of wind forcing, in the four cardinal directions. We further consider two 

different scenarios with the hydraulic conditions prevailing on days 203 and 329, with 

strong- and moderate- buoyancy differences between the rivers. The changes in the 

vertical turbulent kinetic energy (TKE) balance introduced by winds are either the result 

of increasing fluxes of TKE across the air-water interface, redistributed in the water 

column through turbulent diffusion, or, alternatively, the result of the increasing 

magnitude of vertical shear leading to the local production of TKE within the water 

column. These two mechanisms of production of TKE are referred to as stirring (Psk) and 

shear production (Ps). These two terms are balanced by the sinks of TKE, which include 

frictional dissipation and, in the case of stratified water columns, buoyant dissipation (see 

Gross et al. [1999], for example). Both the energy available in the system through stirring 

and shear increased in response to wind forcing (see ratios Rsk-sk0 and Rs-s0 for the SW-

runs in Table 4.2 which represent percentages with respect to the Psk and Ps values in the 

S-runs). However, Psk represented always less than 30% of Ps (see ratios Rsk-s in Table 

4.2), which suggests that wind forcing increased mixing at the confluence mainly through 
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shear. Hence, the shear production term is taken as a proxy for the effect of wind on the 

mixing rates.  

The easterly winds tended to decelerate the flow along the main river, producing a 

similar effect as if decreasing Fric and increasing Ru relative to the reference values with 

no winds. As a result of the weaker inertial forces along the channel compared to the 

buoyancy differences, the plunge point tended to move upstream (see xc-PL values in Table 

4.2 for S1 and SW2). Note that in Figure 4.8a, the plunge point is already upstream of the 

plotted area, hence, this upstream retreat of the plunging is not evident in Figure 4.8c. 

River mixing increased (Table 4.2) in response to E-winds. Total mixing was almost three 

times larger when the river was subject to E-winds of 6 m s
−1 

(run SW2) compared to 

conditions without any wind. Since the retreat of the plunge point upstream was only ≈ 20 

m, the increasing mixing rate was mainly the result of the increasing level of turbulence 

existing in the water column. Note, for example, in Table 4.2 that shear production of 

turbulent kinetic energy at the confluence on day 203, under strong density differences, 

was six times larger when subject to moderate-to-strong E-winds (run SW2) compared 

with the conditions under no wind forcing.  

The westerly winds, in turn, tended to accelerate the inflow along the main river, 

with an effect similar to increasing the Fric and decreasing Ru in relation to the reference 

conditions, hence, displacing the plunge point downstream. On day 203, for example, 

with strong density differences, the plunge point moved in response to the W-winds from 

a position upstream of the junction apex into the confluence (Figure 4.8e). With the 

plunging interface at the confluence, where horizontal shear at the interface from the side- 

stream flow increases, mixing rates tended to increase. Total mixing, in this case, was ≈ 

30% larger when compared with the reference conditions under no wind (see run SW5 in 

Table 4.2). The effects of W-winds on river mixing with moderate density contrasts 

between the rivers, as observed on day 329, appeared contradictory. Total mixing under 

moderate density contrast decreased 15% (run SW15) in spite of increasing vertical shear 

(Table 4.2). But note that the tributary was forced to remain attached to its bank and the 

interface between the two rivers moved towards a more vertical position (Figure 4.8j). 

The two rivers were forced by the winds to flow side by side within the study reach and 

the areas available for mixing decreased as the wind speed increased (see Figure 4.8j) 

and, as a result, mixing decreased (runs SW15 and SW20 in Table 4.2). The confinement 

of the tributary waters towards its bank under the influence of the strong westerly winds 
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in Figure 4.8j is similar to observations and simulations of river plumes under the 

influence of strong downwelling winds pushing the plume towards the coast [e.g., Hickey 

et al., 1998; García Berdeal et al., 2002; Otero et al., 2008]. Fong and Geyer [2001] 

attributed the lower mixing rates observed in river plumes being confined under the 

 

Figure 4.8 Time-averaged spatial arrangement of the Ebro (W-) water (red), the Segre (N-) 

water (blue), and the mixing interface (magenta) for constant wind velocities of 6 m s
−1

 and 

different directions. Runs (a) S1, (b) SW1, (c) SW2, (d) SW4, (e) SW5, (f) S2, (g) SW11, 

(h) SW12, (i) SW14 and (j) SW15 in Table 4.1. The y-axis is aligned with the North 

direction. The Ebro and Segre waters are 60% opaque. Aspect ratio (x:y:z) 40:20:1. 
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influence of downwelling winds to a decrease in the contact area between the water from 

the river plume and the surrounding ambient water. 

Winds acting along the tributary (S- and N-winds) control the intensity of the 

secondary circulation and, hence, the spatial distribution of the rivers at the confluence. 

Southerly winds, in general, weaken the secondary circulation that develops at the 

confluence because of the tributary inertia and its positive buoyancy, which tends to 

position the tributary water along the right margin in the main river. Depending on the 

wind speed, and the density contrast, the tributary may even remain attached to its bank, 

along the left margin of the main channel. Note, for example, that on day 203, with strong 

density differences, the interface remained nearly horizontal independently of the wind 

forcing (Figure 4.8d). On day 329, in turn, with moderate density contrasts, the tilting of 

the interface changed drastically in response to winds (see Figure 4.8i). Under no wind 

forcing (Figure 4.9b and Figure 4.9c), and consistent with field observations (Figure 4.9a 

and Figure 4.9b), the secondary circulation within the confluence on day 329 became 

rapidly dominated by the tributary cell, which occupied all the channel cross-section and 

pushed water towards the right bank near the surface and towards the left bank near the 

bottom. As a result, under no wind forcing, the interface in the main channel was near the 

surface along the left margin (Figure 4.8f). The S-winds counteract the inertia of the 

tributary and the baroclinic forces related to the density differences, reinforcing the W-

cell (Figure 4.9f). Under steady 6 m s
−1

 southerly winds, the two rivers were forced to 

flow side by side with a more vertical interface (Figure 4.8i and Figure 4.9f). The contact 

area available for mixing was in this case smaller than under the reference conditions, and 

hence, river mixing was weaker (Figure 4.8i and Table 4.2). This is, for example, the case 

of run SW14 in Table 4.2, for which TM is ≈ 27% weaker than TM under the reference 

conditions. In contrast to S-winds, N-winds tend to intensify the tributary cell (Figure 

4.9d), favoring the upwelling of the W-river near the left bank (see Figure 4.8b and 

Figure 4.8g as an example) downstream of the confluence. TM increases and the plunge 

point moves downstream in response to N-winds (see Figure 4.8b, Figure 4.8g, Table 

4.2). These effects are consistent with an increase in Ru (Figure 4.4). Easterly and 

westerly winds also changed the secondary circulation at the confluence on day 329. By 

decelerating the flow along the main river, easterly winds reinforce the tributary cell, 

which increases in strength (Figure 4.9e) and mixing increases (runs SW12 and SW17). 

In contrast, by accelerating the flow along the main river, westerly winds reinforce the W-
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Figure 4.9 Secondary circulation at section F (see its location in Figure 4.1a). (a) Instant secondary 

circulation measured with an ADCP in the field around 13 hr on day 329, (b) instant secondary circulation 

predicted by the model in the simulation of field conditions (run U2) at the time the ADCP transect was 

collected, and (c-g) time-averaged secondary circulation in (c) the simulation under steady-state in the 

absence of wind (run S2) and (d-g) the simulations under steady-state with a constant wind forcing of 6 m 

s
−1

 from the (d) North (run SW11), (e) East (run SW12), (f) South (run SW14) and (g) West (run SW15). 

Dark and light gray colors in c-g show the location of the W-River and the mixing layer, respectively. 

Secondary circulation was calculated with the Rozovskii method [Rozovskii, 1961; Parsons et al., 2013]. 

Arrows show the main pattern of recirculation. 
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cell (Figure 4.9g), which promotes the confinement of the N-river towards its bank (e.g., 

Figure 4.8j) and a decrease in river mixing (runs SW15 and SW20 in Table 4.2). 

Overall, it is possible to extract the following conclusion: for combinations of Ru 

and Fric that result in locations of the plunge point upstream of the junction apex, wind 

forcing generally results in an increase in river mixing mainly due to an increase in 

velocity shear (Table 4.2). This is the case of the particular confluence analyzed here, 

where the strongest winds (commonly from the SE, Figure 4.1h) tend to coincide with 

periods with strong buoyancy differences [Ramón et al., 2013; Chapter 2]. For 

combinations of Ru and Fric that result in locations of plunge points downstream of the 

junction apex, in turn, winds could force (depending on wind direction) the two rivers to 

flow side by side for longer distances, decreasing the area available for mixing and 

ultimately decreasing mixing rates.  

4.4.4 Flow unsteadiness and plunging 

As instant values in Figure 4.4 show, there is a high variability in time of both Ru 

and Fric on the three simulated days (U-runs), due to the highly variable W-inflows 

(Figure 4.1b and Figure 4.1c). On day 203 all the combinations of Ru and Fric lie above 

the isoline xc-PL = 0.93 in Figure 4.4, which suggest that the plunge line was always 

located upstream of the confluence midpoint. Results of run U1 show, in fact, that the 

plunge line between the W- and N-rivers was at all times located upstream of the 

confluence on day 203 (Figure 4.10a), even at times of maximum W-discharges (Figure 

4.1b). This is consistent with the field observations on that day [Ramón et al., 2013; 

Chapter 2]. The magnitude of the inflows from the W-River (inertial forces) controlled 

how far upstream the plunge line moved within the W-channel, which was, at times, 

located immediately downstream of the Mequinenza dam (xc ≈ −6) (Figure 4.10a). On 

days 329 and 330, however, values in Figure 4.4 lie upstream of, within and downstream 

of the confluence. At the time when field data were collected (11-14 hr) and consistent 

with field observations [Ramón et al., 2013; Chapter 2], the plunge point is located 

downstream of the confluence on day 329 (Figure 4.10b), but it is located in the upstream 

mid half of the confluence or upstream of it on day 330 (see the location of the plunge 

point at time 35-38 hr in Figure 4.10b). The plunge point also moved, however, to 

locations upstream of the confluence midpoint on day 329 during the time of zero 

withdrawals from Mequinenza and after the time of peak Rq (Rq = 0.58 at 16 hr, Figure 
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4.1c) in the afternoon (Figure 4.10b). The opposite occurred on day 330, when the plunge 

point moved to locations downstream of the confluence (Figure 4.10b) after peak flows 

from the W-River in the evening (Rq = 0.13 at 20 hr in Figure 4.1c). 

In what follows, we will use the confluence midpoint (isoline xc-PL = 0.93 in Figure 

4.4) as a reference to understand the response of the plunge point to changes in Ru and 

Fric through time. As shown by the horizontal dark-gray shaded areas in Figure 4.10b, 

there are times on days 329 and 330 in which the confluence exhibited the opposite to the 

expected pattern according to the steady inertia-buoyancy equilibrium (Figure 4.4): that 

 

Figure 4.10 (a,b) Variation with time of the streamwise location of the plunge point (xc-PL) between 

the W- and N- rivers on days (a) 203 (run U1) and (b) 329-330 (runs U2 and U3). And (c) variation 

with time of the W-inflow velocities (UW) and average velocities of the streamwise displacement of 

the plunge line (uPL) at times (A-F horizontal dark-gray shadded areas) when the location of the 

plunge line is opposite (upstream of or downstream of) to that expected according to the isoline xc-PL 

= 0.93 (see Figure 4.4 and section 4.4.1 for further details) on days 339-330. Vertical light-gray 

shaded areas in (a,b) show the location of the confluence region and gray dotted lines in (a,b) show 

the location of the confluence midpoint. 
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is, the plunge point is located downstream of xc-PL = 0.93 when it was expected to be 

upstream of it (according to the instant values of Ru and Fric at that time) or vice versa. 

For example, between 7.75-8.75 hr on day 329 (time interval B in Figure 4.10b) values of 

Ru vs. Fric lie below the isoline xc-PL = 0.93 in Figure 4.4, which would be indicative of the 

plunge point being located downstream of the confluence midpoint. During that time, 

however, the plunge point started moving from upstream locations towards downstream 

locations (Figure 4.10b). This indicates the system needs time to adjust from one state to 

another, that is, the system needs time for the plunge point to move in the streamwise 

direction towards the new equilibrium position. Figure 4.10c shows the time-varying W-

inflow velocities on days 329 and 330 and the time-averaged velocity of the plunge-point 

displacement (uPL) at the times when the location of the plunge point exhibited the 

reversed pattern. At times when the plunge point is moving from upstream to downstream 

locations (time intervals B, C, E and F in Figure 4.10b), uPL matches the advective 

velocity of the main stream UW (Figure 4.10c). At times when the plunge point is moving 

from downstream to upstream locations (time intervals A and D in Figure 4.10b) uPL 

becomes negative and could be as high as ≈ −0.55 m s
−1

 (see time interval A in Figure 

4.10c). These high upstream velocities, however, do not reflect a real upstream movement 

of the plunge point (since flow downstream of the confluence is mostly directed 

downstream) but are the result of the baroclinic time needed for the new N-water entering 

the confluence to reach the opposite margin. This time will depend on the lateral location 

of the mixing interface between rivers at the time the equilibrium Ru-Fric changes towards 

a plunge point that should be located upstream of xc-PL = 0.93. A and D time intervals in 

Figure 4.10b cover 1 hr and 1.25 hr, respectively. The ≥ 1 hr time intervals approximate 

the baroclinic adjustment time Tb (= bc/(gˈD)
0.5

) of the confluence (bc ≈ 380 m being the 

average width of the confluence, Figure 4.1a), which for days 329 and 330 are Tb-329 = 1.1 

hr, Tb-330 = 1.3 hr.  

4.4.5 Flow unsteadiness and mixing rates 

Figure 4.11a-c show the boxplots over time of the standard deviation σ of tracer 

concentration on days 203, 329 and 330 (U-runs in Table 4.1). On day 203 (Figure 4.11a), 

σ is highly variable upstream of the confluence (xc < 0), with σ changing from 0 to 20 

ppm even immediately downstream of the Mequinenza dam (xc ≈ −6). σ values are on 

average > 0 ppm at xc ≈ −6 (σ = ≈ 5 ppm, Figure 4.11a), which indicates that on average 
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some fraction of the N-water is able to reach locations immediately downstream of the 

Mequinenza dam. This high variability in σ upstream of the confluence is the result of the 

unsteadiness in the location of the plunge point between the W- and N- rivers (Figure 

4.10a). This variability however, is damped downstream of the confluence (xc ≥ 1.76), 

with σ varying over time in a range of only 5 ppm at xc = 5.7 (Figure 4.11a). This low 

variability in σ is the result of the plunge point being always located upstream of the 

confluence (Figure 4.10a), which allows the formation of a stable vertical stratification 

downstream of the confluence. The 24h-averaged σ results show average mixing rates of 

O (10
−2

) ppm m
−1

 (TM ≈ 65%) (Table 4.2). This is one order of magnitude higher than 

mixing rates in the S1 run (steady-state in the absence of wind) and of the same order as 

mixing rates in the steady-state SW3 run (Table 4.2) in the presence of winds coming 

from the SE (as on day 203, Figure 4.1d-f) with U10 = 6 m s
−1

. This indicates that river 

mixing was primarily increased by the southeasterly winds blowing on that day and 

 

Figure 4.11 Boxplots of standard deviations (σ) of tracer concentrations over a 24 hr period 

upstream, at and downstream of the confluence on days (a) 203, (b) 329 and (c) 330. The 

shaded areas show the location of the confluence region (0 ≤ xc≤1.76). U-runs in Table 4.1 
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highlights the importance of the southeasterly winds in increasing river mixing during the 

stratification period in Ribarroja. 

There is also variability in σ upstream of the confluence on days 329 and 330 

(Figure 4.11b and Figure 4.11c). Time variability in σ is, however, restricted to a 

narrower area on those days, indicative of less capability of the N-water to flow upstream 

on top of the W-water in the W-channel. Note that the plunge point on both days is 

always located downstream of xc = −2 (Figure 4.10b) and that σ equals 0 ppm at xc < −3 

(Figure 4.11b and Figure 4.11), which is indicative of pure (unmixed) W-water. Boxplots 

in Figure 4.11b and Figure 4.11c show that mixing downstream of the confluence is 

highly variable on both days 329 and 330, with σ values varying from 4 to 21 ppm and 

from 8 to 21 ppm at xc = 5.7 on each day, respectively. This high variability in σ both 

upstream and downstream of the confluence is the result of the plunge point moving both 

upstream and downstream of the confluence on those days (Figure 4.10b).  

4.5 Summary and Conclusions 

The confluence between the Ebro and Segre rivers has been presented as an 

example of a strongly-asymmetrical (junction angle of ≈ 90º) large river confluence 

subject to strong density contrasts between the confluent rivers. The location of the 

plunge point between the rivers, at this confluence, is controlled by an inertia-buoyancy 

equilibrium which can be expressed in terms of the velocity ratio and a confluence Froude 

number. The plunge point between rivers will move to upstream locations as the 

confluence Froude number decreases and/or the velocity ratio increases (for low velocity 

ratios). As the velocity ratio (tributary inertia) keeps increasing, though, the plunge point 

tends to move to downstream locations due to the increasing rates of turbulent diffusion 

that tend to keep the tributary flow attached to bed, shifting the orientation of the mixing 

interface towards more vertical positions.  

River mixing downstream of the confluence is strongly dependent on the location of 

the plunge point between the confluent rivers. The biggest mixing rates occur when the 

plunge point is located at the confluence itself due to a combination of a big contact area 

of the interface between rivers and high mixing coefficients, especially in the vertical 

direction. As the plunge point moves upstream of the junction apex, mixing rates decrease 

as a result of a decrease in the magnitude of vertical eddy diffusivities within a horizontal 
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mixing interface. Mixing rates also decrease as the plunge point moves to locations 

downstream of the confluence as a result of a decrease in the total area of contact between 

the confluent rivers. 

The effect of wind forcing on the spatial arrangement of the confluent rivers 

depends on both wind velocity and direction, but can completely alter the inertia-

buoyancy equilibrium at the confluence and even move the location of the plunge point 

from locations upstream of the junction apex to locations downstream of the confluence, 

and hence, modify river mixing rates. Winds opposite to the direction of the main stream 

are more effective in increasing shear at the confluence, and in turn, in increasing river 

mixing. 

Unsteady river-inflows change the streamwise equilibrium location of the plunge 

point through time which means that for a given density contrast the plunge point can 

move from locations upstream of the confluence to locations downstream of the 

confluence, and vice versa, due to changes in river inflows alone. This is important since 

mixing rates decrease as the plunge point moves to locations upstream of the confluence. 

There is a delay in time between the shift in the equilibrium conditions and the 

corresponding streamwise movement of the plunge point. 

Although buoyancy and wind effects are shown to be important in this confluence, 

the characteristics of this confluence are transitional between a lake and a river, which 

poses limitations to the general applicability of these findings to all river confluences. 

 



 

 

 

Chapter 5 

Effect of secondary circulation and fish entrance 

distribution on entrainment of juvenile salmon 

into the interior Sacramento-San Joaquin River 

Delta over a tidal cycle 

 

Abstract 

Federally listed Sacramento River Chinook salmon juveniles must survive passage 

through the Sacramento – San Joaquin River Delta in order to successfully out-migrate to 

the ocean. Two of the four salmon main migration routes in the Sacramento River direct 

salmon to the interior of the delta, where salmon survival is known to decrease. Although 

migration route selection is thought to be advection-dominated, the combination of 

physical and biological processes that control route selection is still poorly understood. 

The reach in the Sacramento-River where the entrances (diffluences) of the two lower-

survival migration routes are located is strongly influenced by the tides, with flows 

reversing twice daily, and the two diffluences are located in the outside of the same 

Sacramento River bend where secondary circulation occurs. Three dimensional 

simulations are conducted, both in the Eularian and Lagrangian frame, to understand tidal 

and secondary-circulation effects on the migration route selection of juveniles within this 

reach of the Sacramento River. Although salmon behavior is reduced to the simplest 

(passively-driven neutrally-buoyant particles), the preliminary results that are presented in 

this chapter are consistent with previous studies that show that during the flood tide 

almost all the flow, and thus, all the salmon, are directed to the interior delta through 

these two migration routes. This work also suggests that, during ebb tides, fish 

entrainment rates into the interior of the delta are higher than those expected by flow 

entrainment alone due to the preference of salmon to migrate near surface, together with 



108                            Chapter 5. Secondary circulation effects on salmon entrainment rates 

 

 

the effect of secondary circulation that pushes the surface-biased salmon towards the 

outside of the bend where the entrance of these two migration routes are located. 

5.1 Introduction 

Three of the four Chinook-salmon (Oncorhynchus tshawytscha) runs hosted by the 

Sacramento-San Joaquin River Delta (hereafter, the Delta) are federally listed as 

endangered, threatened and a “species of concern”, respectively [NMFS, 1997]. One of 

their key life stages is the out-migration period (the period of migration from natal 

tributaries to the ocean), when juveniles must negotiate the Delta, which is a complex 

network of natural and man-made channels (Figure 5.1a) that has been highly altered to 

convey water for domestic and agricultural uses via two large pumping stations located in 

the interior Delta [Nichols et al., 1986] (Figure 5.1a). Due to the complexity of the Delta, 

juveniles may take different migrations routes in their way to the ocean [Perry et al., 

2010]. In particular, in the Sacramento River (Figure 5.1a) there are four main migration 

routes [Perry, 2010] and those that lead to the interior Delta have the lower survival rates 

[Newman and Brandes, 2010; Perry, 2010, Perry et al., 2010, 2012, Singer et al., 2013], 

likely due to high predation rates, longer migration times and entrainment into the water 

pumping stations [Brandes and Mclain, 2001; Newman and Rice, 2002; Newman, 2003; 

Kimmerer, 2008; Newman and Brandes, 2010; Perry et al., 2010]. Salmon-population 

survival decreases as the number of fish that select migration routes that lead to the 

interior Delta increases [e.g., Perry et al., 2010, 2012, 2013]. Then, recovering 

endangered salmon populations in the Delta requires understanding of, among others, 

migration-route selection. 

  Two of the four migration routes in the Sacramento River lead to the interior 

Delta: one crossing the Delta Cross Channel (hereafter, DCC, Figure 5.1) and the other 

one crossing Georgiana Slough (hereafter, GEO, Figure 5.1), which can entrain up to 

50% of juvenile salmon into the interior Delta [Perry, 2010]. While GEO is a natural 

connection between the Upper and interior Delta, DCC is a 1.1 km-long man-made 

channel used to divert water from the Sacramento River into the interior Delta to reduce 

salinities at the pumping stations. Both channel-junctions are ≈ 0.9 km apart and are 

located in the outside of the same Sacramento River bend (hereafter the DCC-GEO bend). 

The first part of the bend, where the Sacramento-DCC junction (hereon the SD junction) 
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is located, curves with a radius of curvature Rs of ≈ 0.8 km (Rs/b = 8, where b ≈ 100 m is 

the average Sacramento-River channel width, Figure 5.1c). The second part of the bend, 

where the Sacramento-GEO junction (hereafter the SG junction) is located, curves with a 

sharpest Rs of ≈ 400 m (Rs/b = 4) (Figure 5.1c). The DCC is controlled via moveable 

 

Figure 5.1 (a) The Sacramento-San Joaquin River Delta, (b) close-up view of the area of interest (the DCC-

GEO bend) and (c, d) bathymetry of the computational domain for the Dec. 2008 period and for the (c) real 

and (d) straightened case. The (X) symbols in (a) show the locations of the two pumping stations. The gray 

dots in (b) show the location of the USGS gaging stations used as model boundary conditions. Black lines 

in (c) show the location of the ADCP transects. Red lines in (c) and (d) show the particle-release sections A 

and B, respectively. 
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control gates located at the SD junction. DCC gates are closed during the emigration 

period of endangered winter-run juvenile Chinook salmon, assuming that fish entrainment 

into DCC is directly proportional to the mean fraction of river flow that is diverted to the 

interior Delta [SWRCB, 1995; Low et al., 2006]. However, the validity of this assumption 

is not clear, since if the DCC gates are closed flow into GEO increases, which could 

result in an increase in the number of fish entering the interior Delta through GEO. 

Although migration routes probabilities generally corresponded well with the mean 

fraction of total Sacramento-River discharge in each route [Perry, 2010; Perry et al., 

2010; Steel et al., 2013; Cavallo et al., 2015], the proportion of fish entering a route 

(entrainment rates) can deviate markedly from the mean proportion of flow to that route 

[Perry, 2010; Perry et al., 2010; Cavallo et al., 2015]. For example, Blake and Horn 

[2004] showed that, during the 2001 study, there were times when significant entrainment 

occurs into DCC (and into GEO) when comparatively little water was moving into these 

channels. Perry et al., [2010] observed, however, that, during the Dec-2006 and Jan-2007 

salmon-release study, the proportion of fish migrating within the Sacramento River was 

about 10% higher than the fraction of flow remaining in the Sacramento River and the 

proportion of fish entering GEO could be lower than the fraction of flow into GEO. These 

examples suggest the mechanisms governing route selection are more complex, and other 

factors could also influence fish entrainment rates. Examples of other potential factors 

listed in the literature are [e.g., Perry et al., 2010]: (1) tidal forcing, (2) fish behavior and 

(3) the presence of secondary circulation in river bends.  

Tidal forcing causes the Sacramento River to flow upstream twice daily for flow 

rates below ≈ 360 m
3
 s

−1
 at the USGS (U.S. Geological Survey) station 11447890 (Figure 

5.1b). These flow reversals cause the relative distribution of flows among the 

Sacramento, DCC and GEO channels to vary over hourly time scales (Figure 5.2 and 

Figure 5.3). For example, nearly all of the river flow is diverted into the DCC and GEO 

during reversed-flow flood tides (Figure 5.3d and Figure 5.3e), whereas Sacramento-

River flow tends to bypass the DCC (almost no flow enters the DCC) during ebb tides 

[e.g., Blake and Horn, 2004; Dinehart and Burau, 2005a] (Figure 5.3b). Then, the 

probability of fish entrainment will depend on the hydraulic conditions that the fish 

encounter when migrating past each channel entrance [Blake and Horn, 2004; Steel et al., 

2013]. For example, fish tend to bypass the DCC on an ebb tide and to be advected into 

the DCC from the Sacramento River (both from locations upstream and downstream of 
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the DCC entrance) on a flood tide [Blake and Horn, 2004] (Figure 5.3). Thus, any fish in 

the Sacramento River during an ebb tide has to bypass first the DCC entrance and second 

the GEO entrance and then escape entrainment on the subsequent flood tide [Blake and 

Horn, 2004]. 

Although migration route selection is thought to be advection-dominated [Blake 

and Horn, 2004; Perry et al., 2015], salmon behavior can still influence entrainment 

rates. For salmon to be entrained in direct proportion to the flow, fish density distributions 

should be uniform both in time and space. However, late-fall Chinook salmon juveniles 

have been shown to exhibit nocturnal migration behavior [Blake and Horn, 2004; Perry, 

2010; Chapman et al., 2013; Zajanc et al., 2013; Perry et al., 2015]. This nighttime 

 

Figure 5.2 Discharge and water stages measured at the USGS gauging stations for the (a, b) Dec. 

2008 (DCC gates opened) and (c, d) Jan. 2009 (DCC gates closed) simulation-periods (Warming-up 

time not shown). Flow is positive if directed downstream. The shaded gray areas in (a, c) show time 

periods in which ADCP transects were collected. 
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arrival varied from 55% to 86% of the population among releases [Perry et al., 2015], 

ranging from diel arrival that was proportional to the availability of daylight hours to 

substantial nocturnal migration [Blake and Horn, 2004; Chapman et al., 2013; Plumb et 

al., 2015; Perry et al., 2015]. Salmon distributions are also not uniform in space. Salmon 

have preference for locations near surface and fish density tends to be higher near the 

surface, with most of the salmon located within the first four meters of the water column 

in the Sacramento River [Blake and Horn, 2004]. Salmon are not uniformly distributed in 

the horizontal direction either [e.g., Blake and Horn, 2004; Perry et al., 2014]. Blake and 

Horn [2004] observed that upstream of the DCC entrance, fish density was slightly biased 

towards the western shore, inside the bend, but closer to the bend the maxima of fish 

density was displaced to the outside margin of the bend, where the DCC and GEO 

entrances are located. This horizontal displacement of fish is apparently not related to fish 

behavior but, instead, it is strongly linked to the horizontal location of maximum 

velocities within each junction [Blake and Horn, 2004]. Hence, it should vary on tidal 

time scales, predisposing salmon to be entrained into the DCC or GEO on certain tidal 

phases. In particular, the likelihood of salmon being diverted into DCC should increase 

towards the end of an ebb tide (Figure 5.2 and Figure 5.3b). In GEO, in turn, this 

likelihood should be maximal on a full or slackening ebb tide [Blake and Horn, 2004; 

Dinehart and Burau, 2005a] (Figure 5.2 and Figure 5.3). However, during peak ebb tides, 

when the Sacramento-River flows bypass the DCC (Figure 5.2 and Figure 5.3b), the 

streamlines of maximum velocities are located in the center of the river cross-section, but, 

yet, fish distributions downstream of the DCC entrance have been shown to be skewed to 

the eastern bank [Blake and Horn, 2004], which proved that juveniles are not simply 

following a path of maximum velocity through that junction. What is the additional 

process? Blake and Horn [2004] and Blake et al. [2012] suggested that strong secondary 

circulation developing at river bends as it occurs near DCC and GEO [e.g., Dinehart and 

Burau, 2005a; Bever and MacWilliams, 2015], could influence the location of salmon in 

the river cross-section. In particular, fish bypassing the DCC on a peak ebb tide could be 

predisposed to enter GEO due to secondary-circulation moving the surface-oriented 

salmon to the outside of the bend. Thus, understanding the interaction of the tidal cycle 

with the development of secondary circulation in the DCC-GEO bend and fish 

distributions at the entrance of these junctions is of key importance in order to understand 

and quantify entrainment rates into these two migration routes. To our knowledge, the 
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effects on fish entrainment rates of secondary-circulation developing in river diffluences 

in channel bends, such as the DCC-GEO bend, remains unexplored.  

Our general goal in this work is to understand the factors controlling migration 

route selection in river junctions existing in curved and tidal rivers. In particular, this 

study aims to answer two key questions: (1) is fish entrainment higher than flow 

entrainment due to the presence of secondary circulation at the DCC-GEO bend?, and (2) 

is fish entrainment different to flow entrainment due to the non-uniform spatial 

distribution (surface-biased) of salmon at the entrance of both junctions? We hypothesize 

that fish entrainment increases, especially at GEO, due to secondary-circulation effects 

during peak ebb tides and that secondary circulation becomes stronger (entrainment rates 

into GEO increase) when DCC gates are closed. We also hypothesize that the preference 

for juveniles to out-migrate near the surface makes them more susceptible to be entrained 

into both DCC and GEO due to a positively interaction with secondary-circulation effects 

and due to differences in channel depths between the main stem (Sacramento River) and 

the distributaries. For example, the depth of the distributary at the SD junction is located 

at ≈ 5 m, while the Sacramento River at that point is ≈ 9 m deep (Figure 5.1c). The 

likelihood of fish being entrained into DCC should increase if they accumulate near the 

 

Figure 5.3 Sketches of possible combinations of flow direction within the domain 

when DCC gates are open. (a) Beginning of the ebb tide, (b) Peak ebb tide, (c) end 

of the ebb tide, (d) flood tide with flow convergence at the SD junction, (e) flood 

tide with flow convergence at the SG junction, and (f) flood tide with negative flows 

in the North boundary. 
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surface, and would decrease if the distribution were biased towards the bottom. To that 

end, we conducted simulations of hydrodynamic and transport processes occurring in the 

DCC-GEO bend, both under an Eulerian and Lagrangian frame, under the conditions 

experienced by juvenile salmon during the December-2008 and January-2009 releases 

(Figure 5.2), when DCC gates were opened and closed, respectively, and when tidal 

forcing strongly affected flows within the study region. 

5.2 Study site 

The Delta is one of the most managed river systems in the world [Cohen and 

Carlton, 1998]. In very general terms the Delta can be divided into three physical regions: 

The Upper Delta, which contains the Sacramento River system, the Central/Interior Delta, 

containing the Mokelumne and San Joaquin River systems, and the Southern Delta, where 

the pumping stations are located (Figure 5.1a). The interior Delta supplies water for more 

than 25 million residents and supports a billion-dollar agricultural industry. The 

Sacramento River (Upper Delta) accounts for the majority of the fresh and high-quality 

water entering the Delta (≈ 75%). Thus, in order to improve water quality near the 

pumping stations, water from the Sacramento River is diverted into the interior Delta 

through the DCC. Our region of interest comprised the DCC-GEO bend in the 

Sacramento River, a ≈ 3km-long reach between latitudes 38º14ʹ14ʺN and 38º15ʹ28ʺN, and 

between longitudes 121º31ʹ18ʺW and 121º30ʹ19ʺW, where the diversions to DCC and 

GEO are located (Figure 5.1). Channel walls are generally steep and depths in this reach 

of the Sacramento River average ≈ 7 m with maximum depths of ≈ 13 m downstream of 

the DCC entrance and in the outside of the bend downstream of the GEO entrance (Figure 

5.1c). The DCC bottom is located at a depth of about 5 m, while the Sacramento River 

within the SD junction is 9 m deep. The GEO bottom is located at a similar depth (≈ 5.1 

m) as the average Sacramento River depth within the SG junction. Junction angles of the 

SD and SG junctions are ≈ 105º and ≈ 135 º respectively. 

The Sacramento River flows are largely dictated by the release of water from 

upstream storage reservoir, but also by natural processes such as winter precipitation and 

springtime snowmelt. The distribution of water is determined by the pumping stations 

that can export up to 50% of the total flow [Nichols et al., 1986]. Flows within our study 

region are also influenced by the tidal cycles that vary on diel, biweekly and annual 
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timescales. On a typical tidal cycle, peak flows in the DCC occur approximately 3.5 hr 

after those in the Sacramento River and peak flows in GEO are ≈ 90º out of phase from 

those in the Sacramento River (see Figure 5.2a as an example). Flow into DCC is 

controlled by the timing of the phase lag of water-surface slope between the Sacramento 

River and the Mokelumne River, which most of the time forces the flow to move towards 

the Mokelumne River. However, during some time before the peak ebb tide the flow at 

DCC is directed towards the main Sacramento River (Figure 5.3a and note that flows in 

the USGS station 11336600 take negative values during some periods in Figure 5.2a). In 

GEO, the frictional decay of the tidal wave causes the flood tide to be shorter than the ebb 

tide (e.g., Figure 5.2a and Figure 5.2d) 

As flow in the Sacramento River increases, the net flow into DCC and GEO also 

increases, but the overall percentage of the Sacramento flow entering those channels 

decreases. In addition, increases in the Sacramento-River flow decreases the relative 

strength of tidal fluctuations in the junction area, changing the tidal flow pattern in the 

DCC and in the Sacramento River. When DCC is closed flow into GEO increases. This 

can be seen in Table 5.1 where the tidally-averaged (Godin filter, Godin [1972]) values in 

the station USGS 11447903 (located in GEO) averaged 49.05 m
3
 s

−1
 and 66.16 m

3
 s

−1
 in 

the December-2008 and January-2009 release periods, respectively, despite slightly 

higher flow rates in the Sacramento River occurring in the first period. 

5.3 Methods 

5.3.1 Approach 

An Eularian model (see details in Section 5.3.2) was first used to simulate the 

three-dimensional flow field of the study reach during two periods of time, when salmon-

release experiments were carried out by the Unites States Geological Survey USGS and 

when flows within the study reach where strongly affected by the tides (Figure 5.2). The 

first period extended from December 3 to December 9 in 2008, and is referred to as Dec. 

period. The second period, referred to as Jan. period, was from January 15 to January 21 

in 2009. The simulations of the study reach of these two periods are referred to as Cases 

E1A and E2A, respectively, in Table 5.2. While tidally-averaged Sacramento-River flows 

were similar in both periods (Table 5.1), in the Jan. period, DCC gates were closed, which 

allows us to also analyze the influence of opening/closing the gates on fish entrainment 
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rates. Both time periods were re-run, but in this case the model domain was artificially 

rotated to transform the DCC-GEO bend into a straight river reach (Figure 5.1d) to 

evaluate secondary-circulation effects on salmon entrainment rates. These are the run 

cases E1B and E2B in Table 5.2. The three-dimensional hydrodynamic fields generated 

by the Eularian model were then used in the Lagrangian model (see details in Section 

5.3.5) to predict the local dispersal of particles (salmon) within the model domain. Our 

approach to the lagrangian frame was based in two main assumptions: (1) The movement 

of particles is advection-dominated, the salmon behavior being secondary, and (2) 

Salmon behave as passively and neutrally-buoyant particles. Although Goodwin et al. 

[2001, 2006] suggested that juvenile salmon respond to hydrodynamic features such as 

localized lateral and vertical shears and local increases in turbulence intensity, in the 

prismatic channels typical of the Delta there are few physical or bathymetric features that 

would generate localized lateral and vertical shears or localized increases that would 

initiate a behavioral response, in particular a response that would change a fish's fate. The 

first assumption is consistent with the literature since physical variables have been shown 

to highly explain fish entrainment [Blake and Horn, 2004; Perry et al., 2010]. The 

secondary importance of fish behavior can be broadly explained in terms of current 

speeds relative to the swimming capabilities. Typically, juvenile Chinook salmon can 

sustain ≈ 2 body lengths per second [Nelson et al., 1994]. Considering an average fish 

length of 10 cm [Brandes and Mclain, 2001], this transforms to swimming capabilities of 

0.2 m s
−1

. During the time periods under study (Table 5.1 and Table 5.2), average water 

velocities approach ≈ 0.45 m s
−1

 and ≈ 0.3 m s
−1

 during peaks in the ebb and flood tidal 

currents, respectively, suggesting that hydrodynamics is dominating over fish behavior. It 

is only at times when the velocities are weak and lower than O (10
−1

) m s
−1

, mainly near 

Table 5.1 Time-average of the tidally-averaged observed discharges (m
3
 s

−1
) at the 

USGS stations. 

 Time period 

USGS station From 3 to 9 Dec. 2008 From 15 to 21 Jan. 2009 

USGS 11447890 171.67 152.50 

USGS 11336600 64.48 0 

USGS 11447903 49.05 66.16 

USGS 11447905 51.92 78.92 

Mass balance error 6.22 7.42 
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the slack tide, that we expect the fish behavior to be in control of its motion. However, 

these times of “slack-water” only account for 19% and 26% of the time in the 2008 and 

2009 time periods, respectively. The dominance of advective processes is, however, not 

true in the vertical direction, where water velocities are O (10
−1

) m s
−1

 and even lower, 

and salmon should be able to move freely. The exact behavior of salmon in the vertical is 

largely unkown, hence, salmon free-movement in the vertical direction will be ignored in 

this first approximation to the problem. Despite the secondary importance of salmon-

behavior in the horizontal direction, juvenile salmon could still swim, commonly to 

maintain position (positive retro-axis) [e.g., Nelson et al., 1994]. In this first 

approximation we will assume, however, that salmon are passively driven by the currents. 

5.3.2 Hydrodynamic model: Eularian frame 

Simulations were conducted with a parallel version [Acosta et al., 2010] of a 

three-dimensional primitive equation 3D-PE model [Smith, 2006]. The governing 

equations are first posed in layer-averaged form by integrating over the height of a series 

of horizontal layers separated by level planes. The layer-averaged momentum equations 

are solved using a semi-implicit, three-level, iterative leapfrog-trapezoidal finite 

difference scheme on a staggered Cartesian grid. Turbulent mixing is represented in the 3-

D model using diffusion-like terms. Unresolved horizontal turbulent mixing of 

momentum and scalars is represented with a constant eddy-viscosity Ah and eddy 

diffusivity Kh, respectively (see details in Appendix A). The vertical viscosity Az and 

diffusivity Kz are calculated using a two-equation model originally proposed by Mellor 

and Yamada [1974] and later modified by Kantha and Clayson [1994]. This turbulent 

Table 5.2 Simulation runs in the Eularian and Lagrangian frame. 

Eulerian 

runs 

Period Bathymetry Lagrangian 

Runs 

Release 

Section 

Depth limit in  

releases 

E1A From 3 to 9 Dec. 2008  Real L1 

L2 

A 

A 

Non 

4 m 

E1B From 3 to 9 Dec. 2008 Straightened L1 

L2 

B 

B 

Non 

4 m 

E2A From 15 to 21 Jan. 2009  Real L1 

L2 

A 

A 

Non 

4 m 

E2B From 15 to 21 Jan. 2009 Straightened L1 

L2 

B 

B 

Non 

4 m 
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modeling approach is typically used in large scale models for geophysical flows due to 

their reduced computational burden. The model has been validated against analytical 

solutions, field and laboratory data sets collected in river confluences [Ramón et al., 

2015, Appendix A], and in particular, in the San Francisco Bay and the Delta region 

[Smith et al., 2005; Zamani et al., 2010]. Being the model hydrostatic, the importance of 

non-hydrostatic pressure effects need to be assessed. This can be done, as pointed by 

Wang et al. [2009], by considering the ratio β of the scales for the vertical and horizontal 

variability of the flow. For features with β ≈ O (1), those effects are significant and should 

not be neglected. For those with β
2
 << 1, non-hydrostatic effects can be safely ignored. 

The latter is the case of the secondary circulation that develops within the model domain, 

which has a length scale in the order of the channel width b and a vertical scale equal to 

the depth of the channel D, and for which β
2
 is of O (10

−2
-10

−3
), i.e. β

2 
<< 1. This 

suggests that these features are largely hydrostatic. The large with-to-depth ratio in the 

Sacramento River was pointed out by Bever and MacWilliams [2015], together with the 

size of the grid cells in their simulations (10 m, 5m and 0.5 m in the along, across and 

vertical direction, respectively), to be responsible for their simulations accounting for 

non-hydrostatic effects not significantly improving their predictions of secondary 

circulation in our study site. 

5.3.3 Transport model of the Sacramento River 

The limits of our model domain were chosen to match the location of existing 

USGS gaging stations. The N-, E-, S- and W- boundaries were placed at the location of 

USGS gaging stations USGS 11447890 (upstream boundary of the Sacramento River), 

USGS 11336600 (DCC boundary), USGS 11447903 (GEO boundary), USGS 11447905 

(downstream boundary of the Sacramento River), respectively (Figure 5.1). Bathymetric 

information was provided by the USGS. The river geometry was discretized using grid 

cells of size (∆x, ∆y, ∆z) = (2, 2, 0.5) meters. The time step ∆t was set to 1 s for stability 

purposes. The bottom drag coefficient, Cd, was set to 0.004 as proposed by Smith [2006] 

and slip conditions were assumed at the lateral walls. Ah was set to 0.1 m
2 

s
−1

. following 

equation Ah = 0.3×D×u
* 

[Rastogi and Rodi, 1978], where D (= 7 m) is the average depth 

in the Sacramento River and u* is the friction velocity, calculated as u* = (g×D×Ic)
0.5

, 

where g is the acceleration due to gravity and Ic ( = 7.4×10
−4

) is the Sacramenteo-River 

channel slope within the study reach. This value is comparable to the value (Ah = 0.05 m
2 
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s
−1

) used by Wolfram [2013] in a tidal river junction located ≈ 20 km downstream of our 

study site. Baroclinic effects were ignored in the model due to the homogenous density 

field within the study reach: flows in this portion of the Sacramento River are composed 

of freshwater inputs from the Sacramento River and the salinity front is located far away 

downstream of the study reach. The model was set to run using a second order space-

centered method for momentum advection and two trapezoidal iterations after the initial 

non-smoothed leapfrog predictive step.  

A spatial and temporal average water surface elevation (ζ) was obtained by 

averaging ζ values at the four USGS stations over the duration of each modelling period. 

This elevation was subtracted from water stage information (referred to NAVD88) on the 

bathymetry data to generate the final bathymetry of the model for each time period. Cells 

which were not inundated at this depth (those having negative depths relative to the 

average ζ) were not included in the domain. No allowance was made for lateral increases 

in the number of computational cells with tidal fluctuations (i.e., no wetting and drying of 

grid cells) since hydrodynamic effects, related to the expansion and contraction of flow 

area with tidal fluctuations, were assumed to be small owing to the generally steep 

channel walls. The river reach was assumed initially at rest. Discharge Q and ζ data 

recorded at the four USGS gaging stations (Figure 5.2) at 15 minute intervals were used 

as model boundary conditions. At the Sacramento-River downstream end (West 

boundary), the model was forced with information on ζ. The other three boundaries 

(upstream end of the Sacramento River, DCC and GEO) were forced with inflow rates 

(Figure 5.2). During the second simulated time period, DCC gates were closed, so only 

the remaining other three UGSG gaging stations were used as boundaries to the model 

(Figure 5.2c and Figure 5.2d). Simulations were started using boundary condition data 

one day prior to the modeling period of interest (warm-up period). The 3D velocity field 

was recorded each 150 s for its posterior use as input to the particle tracking model (see 

section 5.3.5) 

To evaluate secondary-circulation effects on salmon entrainment rates, 

simulations were also carried out on a straight bathymetry (Run cases E1B and E2B in 

Table 5.2). The planform geometry for Cases E1B and E2B was obtained by rotating the 

Sacramento River channel until its axis became aligned with the y-axis (Figure 5.1d). 

DCC and GEO reaches were also rotated as independent blocks (with respect to the 

Sacramento River) in order to maintain the same junction angles as in the original 
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bathymetry. Run cases E1B and E2B were forced with the same boundary conditions as 

run cases E1A and E2A, respectively. 

5.3.4 Model evaluation of river hydrodynamics 

To evaluate the accuracy of the computed discharge in the system, modeled water 

stages in runs E1A and E2A were compared against recorded water stages at the North, 

East (for run E1A) and South boundaries where flow rates were prescribed, and modeled 

flow rates were compared against recorded flow rates at the West boundary where water 

surface elevations were prescribed. The model was also compared against nine ADCP 

transects collected in the field by the USGS during the simulated periods (Figure 5.1c, 

Figure 5.2). Transects T1-5 were only measured during the Dec. period, while transect T7 

was only measured during the Jan. period. Transects were collected using ADCPs 

mounted on robotic boats, with bin sizes of 0.25 m in the vertical, and an ensemble 

spacing ranging between 0.5 to 1 m, depending on the speed of the robotic boat. Robotic 

boats were programmed to travel six times (three roundtrip passes) along each ADCP 

transect, so that each ADCP measurement is composed of six ADCP transects. The 

purpose of collecting six ADCP transects per time and location was to determine the 

time-averaged flow structures [Dinehart and Burau, 2005b; Parsons et al., 2013]. The 

velocity mapping tool, VMT tool [Parsons et al., 2013], was used in the averaging 

process. First the data on the six transect was projected onto a single cross-section that is 

roughly the centerline of the individual transects. Secondly, the projected data was 

interpolated to the cross-section grid, which was set to have a horizontal and vertical 

resolution of 1 m and 0.5 m, respectively. Finally, the projected and interpolated data on 

the six transect was averaged. Primary and secondary flow velocities were calculated 

using the Rozovskii method [Rozovskii, 1961; Parsons et al., 2013], which is commonly 

used in the identification of helical motion at river confluences [e.g., Rhoads and 

Kenworthy, 1995, 1998] and is less sensitive than the zero-net-discharge method 

[Markham and Thorne, 1992] to deviations from perpendicularity in the angle formed 

between the cross-section and the depth-averaged flow direction [Bever and 

MacWilliams, 2015]. The Rozovskii's method rotates each vertical ensemble of velocity 

measurements such that primary and secondary velocity components are aligned parallel 

and perpendicular, respectively, to the orientation of the depth-averaged velocity vector. 

The E-W (uE-W), N-S (uN-S), primary (up) and secondary (usec) velocities were smoothed 
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with a moving average window of 4 and 10 cells in the vertical and horizontal directions. 

Modeled results were interpolated to each of the output cross-section grids from the VMT 

tool, and repeated transects were extracted each 150 s during the time that took the group 

of six transects to be collected in the field (≈ 15 min on average). The modeled transects 

were also processed using the VMT tool to calculate the time-averaged EW, NS, primary 

and secondary velocities. No smoothing was applied to the modeled transects.  

Differences between observed and modeled quantities were evaluated with the 

Murphy and Epstein [1989] skill score, which is the ratio of the root-mean-square RMS 

error normalized by the standard deviation of the observation, 
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where Xm and Xo are the modeled and the observed quantity at a given location, and ‹X0› 

is the temporal mean (for comparisons with USGS stations) or spatial mean (for 

comparisons with ADCP transects) of the observed quantity at a given location. A value 

of MESS > 0.65 is considered as excellent, 0.5 ≤ MESS ≤ 0.65 very good, 0.2 ≤ MESS ≤ 0.5 

good and MESS < 0.2 poor [Allen et al., 2007; Wang et al., 2011, Wolfram, 2013].  

5.3.5 Particle tracking model: Lagrangian frame 

The positions of salmon within the river reach were simulated using the three-

dimensional 3D time varying particle tracking model proposed by Rueda et al. [2008] and 

later modified to include the third dimension by Hoyer et al. [2014]. The trajectories of 

the neutrally-buoyant particles (salmon) were calculated as the summation over time of 

successive infinitesimal particle displacements dxi (i = 1, 3): 

 Tii dttxudx  ),(  (5.2) 

Here, x and u are the particle position and velocity, respectively. The velocity at the 

present position of a given particle is interpolated, as proposed by Pollock [1988], from 

the velocity predicted at the grid points by the 3D hydrodynamic Eularian model. The 

discretization of Eq. (5.2) that represents the transition from the state (or particle position) 

at nT∆t to the state (nT+1)∆t is given as: 
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 TiiTi tttxutxttx  )),(()()(  (5.3) 

5.3.6 Particle releases and entrainment rates 

In order to calculate fish entrainment rates over both simulated time periods, a 

dense cloud of particles was released every 15 minutes at sections A (real bathymetry) 

and B (straightened bathymetry) (Figure 5.1c and Figure 5.1d), ≈ 300 m upstream of the 

DCC entrance. A total of 96 particle-release experiments were run, starting at hour 56.8 

and finishing at hour 80.6 from the start of each Eularian simulation. Particles were 

seeded uniformly: each particle was separated 20 cm from its nearest one, both in the 

horizontal and vertical direction. The distance of 20 cm was selected to ensure an 

elevated number of particles in each release. In a first series (runs L1, Table 5.2), particles 

were uniformly seeded over the whole water column, with an average total number of ≈ 

19000 particles per release. In a second series (runs L2, Table 5.2), particles were also 

uniformly seeded but only in the shallowest 4 meters, where salmon are observed in the 

Sacramento River, with an average total number of ≈ 9000 particles per release. Any 

given particle in each release was simulated until it reached one of the model boundaries 

or until the end of the Lagrangian simulation (10 hr). After 10 hr, less than 2% of the 

released particles remained in the domain in all releases, except during the strong flood 

between hours 78-83 in runs E2A and E2B when up to 6% of the particles remained 

within the model domain after 10 hr. Although the model was able to reproduce the 

returning of some particles to a given junction in the next tidal cycle, the model tended to 

underestimate the number of particle returns due to the closeness of the North and West 

boundaries, falsely counting them as a particle-entrainment in those boundaries.  

For each release, we defined a characteristic arrival time, or entrainment times Te, 

to the SD and SG junctions, as the time when the maximum number of particles arrived to 

each of the junctions. This time should be, however interpreted with caution if there are 

long tales in the distribution of individual arrival times to a given junction, so that the 

conditions at the junction experienced by the different particles may be different. Also, 

there are particles that visit a given junction several times during the simulation, for 

example, if the particle bypass a given junction in an ebb tide, but it is advected back 

upstream in the following flood tide. Particle entrainment rates EP into GEO and DCC 
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were calculated as the fraction of particles, that having left the domain, they did it through 

the South and East boundary, respectively. 

The fraction of total outflow from the main Sacramento River entering the DCC 

and GEO channels (flow entrainment rates EQ-DCC and EQ-GEO) was calculated with Eqs. 

(5.4) and (5.5), assuming that flow travel times are ignorable and assuming conservation 

of water volume. We further took into account in the calculation of EQ the direction of the 

main channel flow (if it comes from upstream or downstream, Figure 5.3) that enters the 

side channel, as: 

211336600/ TDCCQ QQE    
for QT2 > 0 & 

Q11336600 ≥ 0 & 

QT6 ≥ 0 

Ebb tide (5.4a) 

1144790511336600/QQE DCCQ   
for QT2 < 0 & 

Q11336600 ≥ 0 & 

QT6 < 0 

Flood tide (5.4b) 

1DCCQE
 

for QT2 > 0 & 

Q11336600 ≥ 0 & 

QT6 < 0 

Flow convergence into 

DCC 

(5.4c) 

0DCCQE
 

for Q11336600 < 0 Flows in DCC entering 

the model domain 

(5.4d) 

211447903/ TGEOQ QQE   
for QT2 > 0 & 

Q11447905 ≥ 0 & 

Q11336600 ≥ 0 

Ebb tide (5.5a) 

)/( 11336600211447903 QQQE TGEOQ   
for QT2 > 0 & 

Q11447905 ≥ 0 & 

Q11336600 < 0 

Ebb tide with flows in 

DCC entering the model 

domain 

(5.5b) 

1144790511447903/QQE GEOQ   
for Q11447905 < 0 

& QT6 ≤ 0 

Flood tide (5.5c) 

1GEOQE
 

for Q11447905 < 0 

& QT6 > 0 

Flow convergence into 

GEO 

(5.5d) 

Where the different subscripts in the discharge Q refer to a USGS station number or to the 

T2 or T6 transects. Note that for the Jan. 2009 period when DCC gates were closed, EQ-

DCC = 0 during the entire tidal cycle and Eq. (5.5) reduced to conditions (5.5a), (5.5c) and 

(5.5d).  
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5.4 Results and Discussion 

5.4.1 Hydrodynamic validation 

Model skills, evaluated by comparing modeled and observed flows and water 

stages at the USGS gaging stations were satisfactory in all cases, with MESS ≥ 0.98, as 

reported in Table 5.3. Small errors were expected to occur due to the fact that the 

observed data used as boundary conditions for the model does not conserve mass, as 

reported in Table 5.1. Model skills for the uE-W, uN-S, up and usec in transects T1-9 are 

reported in Table 5.4. Since the direction of the flow is correctly reproduced by the model 

(see quiver plots of the depth-averaged velocities in Figure 5.4), the behavior of the 

model in transects T1-T9 is better interpreted in terms of the primary and secondary 

velocities. Values of MESS < 0.2 for the primary velocities in Table 5.4 are related to 

model overestimations in the magnitude of the streamwise velocities at the locations of 

transects T2 and T9 during peak ebb tides (see Figure 5.4b, Figure 5.4h and Figure 5.4l) 

and to model underestimation of the streamwise velocities at the location of transect T8 

during the flood tide (Figure 5.4g and Figure 5.4k). Values of MESS < 0.2 for the 

secondary velocities in Table 5.4 tend to occur at times when there is not a clear pattern 

of secondary circulation (helical motions) in the measurements. However, the model 

compare well (MESS ≥ 0.5) with the measurements at times when the helical patterns are 

strong and evident in the observations. Observed and modeled secondary circulation in 

transects T1, T2, T4 and T9 during a peak ebb tide in the Dec. 2008 period are shown in 

Figure 5.5. Secondary flow consisted mainly in the classical secondary circulation in 

channel bends [Rozovskii, 1961] where flow is directed outwards near surface and 

inwards near the bed. The secondary circulation in T8 during the peak flood tide (Figure 

Table 5.3 MESS of water stage and discharges at model boundaries. 

   Run E1A Run E2A 

Boundary USGS 

gauging station 

Variable MESS MESS 

North USGS 11447890 Stage 1 1 

East USGS 11336600 Stage 0.99 - 

South USGS 11447903 Stage 0.98 0.99 

West USGS 11447905 Discharge 0.98 0.99 
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5.5d and Figure 5.5i) is not driven by the presence of planform curvature. Instead, the 

curvature of the streamlines is due to Sacramento-River flows needing to curve, when 

coming from downstream, to enter GEO (Figure 5.3d-f). 

5.4.2 Evolution of the strength of secondary circulation with the tidal flow 

Time series of section-averaged primary velocity ‹up› and the root mean squared 

RMS of the secondary velocity usec-rms calculated in transects T2, T4, T5, T7 and T9 for 

the second and third days of simulations in runs E1A and E2A are shown in Figure 5.6. 

The RMS of the secondary velocity usec-rms is used as a proxy for the strength of the 

secondary circulation in a given cross-section as proposed by Chant [2002] and Bever 

and MacWilliams [2015]. When the DCC gates are closed (Figure 5.6a-c), the strength of 

the secondary circulation follows the average primary velocities (and discharges), with 

usec-rms increasing as the magnitude (absolute values) of the average primary velocities 

(and discharges) increases, in all transects. usec-rms values peak at the end of both the peak 

ebb and flood tides (see vertical lines in Figure 5.6a-c). Except for transect T9, which is 

located farther downstream and, thus, it is more influenced by the tides (especially 

evident during the flood tides, Figure 5.6b), the magnitude of the average primary 

velocities among transects remains similar for a given time. Yet, the strength of the 

secondary velocity in transects T5 and T9 (located immediately downstream of the SD 

Table 5.4 MESS of the velocity fields between modeled and measured (ADCP) transects. 

    MESS
 (a)

 

T Run Time (hr)
(b)

 Tidal phase uE-W uN-S up usec 

T1 E1A 125.72 Peak Ebb −1.3 0.63 0.33 0.59 

T2 E1A 127.33 Peak Ebb -0.4 −1.3 −1.3 0.52 

T3 E1A 130.68 Peak flood 0.96 0.86 0.95 −1.5 

T4 E1A 139.10 Peak Ebb 0.76 0.22 0.32 0.42 

T5 E1A 130.04 Peak flood 0.92 0.75 0.87 −0.5 

T6 E1A 137.92 Peak Ebb 0.37 0.12 0.25 −0.5 

T8 E1A 129.82 Peak flood 0.04 0.86 −0.7 0.73 

T9 E1A 138.46 Peak Ebb −0.5 0.49 −0.2 0.80 

T6 E2A 86.53 Peak Ebb 0.34 0.07 0.21 −0.7 

T7 E2A 87.70 Peak Ebb 0.63 0.43 0.50 −0.5 

T8 E2A 81.82 Peak flood 0.80 0.94 0.56 0.73 

T9 E2A 88.06 Peak Ebb −0.4   0.68    0     0.86   

(a)
 red = poor, blue = good, green = very good and excellent 

(b)
Time from start of simulation 
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and SG junctions, respectively) at least double the strength of the secondary velocity in 

the other transects. This is especially evident during the ebb tides (Figure 5.6c). The 

presence of a strong secondary circulation in T5 and T9 is consistent with experiments 

with passive surface drifters carried out in the field (UGSG, unpublished results) and it 

would be consistent with the skewness of the salmon density maxima towards the outside 

margin of the bend as observed in the field near both transects [Blake and Horn, 2004; 

USGS, unpublished results]. When DCC is closed (Figure 5.6d-f), the strength of the 

secondary velocities exhibit similar patterns as if DCC gates were closed, except for 

transects T4 and T5 during flood tides. At those times, the strength of the secondary 

circulation in T4 and T5 is influenced by the dynamics of the SD junction, when part of 

the flow is diverted to the DCC channel (Figure 5.6d). Although the pattern is more 

erratic during these periods, it is clear from Figure 5.6f that the strength of the secondary 

circulation in transects T4 and T5 during floods tides almost doubles the strength of the 

secondary circulation during the flood tides in the E2A run, when the DCC gates were 

closed (Figure 5.6c).  

The strength of the secondary circulation in a given transect, in general, grows 

almost linearly with the magnitude of the primary velocities during the ebb tides (Figure 

5.7), independently of whether DCC gates are closed or open. The slopes of the best-

fitting lines tend to be slightly higher when the DCC gates are closed (Table 5.5), but 

these differences are not significantly different in a statistical sense (p > 0.01 in the paired 

t-test analysis). This suggests that closing the DCC gates per se does not significantly 

increase the strength of the secondary circulation in the downstream sections. Opening 

the DCC gates seems to affect the strength of the secondary circulation at downstream 

locations through changes in the discharges (and so in the magnitude of the primary 

velocities) at those locations. The relationship between the usec-rms and ‹up› does not 

change as a result of flow reversals in transects T1, T4 and T5. This is not the case, 

though, of transects T7 and T9, for which the relation between the usec-rms and ‹up› changes 

depending on the phase of the tidal cycle and, hence, on the flow direction (Figure 5.7d 

and Figure 5.7e). The slopes of the regression lines during the flood tides doubles the 

slopes during the ebb tides in transect T7 (Table 5.5), while, in transect T9, the slopes 

during the flood tides, only, represent ≈ 13% of those during the ebb tides (Table 5.5). 

The opposite behavior of usec-rms in transects T7 and T9 is consistent with results by 
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Bever and MacWilliams [2015] at the SG junction. They suggest that transects on the 

upstream side of a tidal bend experienced the strongest secondary circulation on flood-

directed flow because the flow travelled through a longer distance of curved channel than 

on ebb flow, while the opposite occurs in transects on the downstream side of bends. For 

that purpose they calculated the relaxation lengths for the generation or decay of the 

 

 

Figure 5.4 Quiver plots of the modeled and observed depth-averaged E-W and N-S velocities in transects 

(a) T1, (b) T2, (c) T3, (d) T4, (e) T5, (f,i) T6, (g,k) T8, (h,l) T9 and (j) T7 collected during the (a-h) Dec. 

2008 and the (i-l) Jan. 2009 periods. 
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secondary circulation, which represents the distance through the bend necessary for the 

secondary circulation to reach 63% of the maximum value. For the river bend near the SG 

junction (Figure 5.1c) they calculated a relaxation length of only 95 m, which would 

explain the different behavior of T7 and T9 (which are ≈ 125 m apart) in such a short 

distance. Note that during the ebb tides, transect T9 is in the downstream end of this river 

bend, and the opposite, during the flood tides, transect T7 is downstream of this river 

bend.  

5.4.3 Fish entrainment: influence of the planform shape of the domain and 

particle-seeding depths 

Flow and particle entrainment rates, EQ and EP, during three tidal periods are 

shown in Figure 5.8 and Figure 5.9 for the experiments conducted in Jan. 2009 and Dec. 

2008 period, respectively. Under closed-gate conditions (Jan. 2009), particle entrainment 

rates in GEO increase during the ebb tide, following the changes in EQ-GEO. In the 

experiments conducted with the realistic bathymetry, particle entrainment rates tend to be 

 

Figure 5.6 (a, d) Discharges, (b, e) section-averaged primary velocities and (c, f) strength of the secondary 

circulation in transects T2, T4, T5, T7 and T9 for the third and fourth days of simulation in runs (a-c) E2A 

and (d-f) E1A. Vertical light gray lines show the time of peaks in the strength of the secondary circulation. 
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lower than EQ-GEO in the first hours of the ebb tide if the particles are released at all 

depths, with values of EP-GEO slight higher than EQ-GEO at the end of the ebb tide (Figure 

5.8c, light blue dots). The magnitude of the particle entrainment rates EP-GEO for the 

shallow releases (green dots in Figure 5.8c), in turn, are higher than the EQ-GEO during 

practically the entire ebb tide. The strong sensitivity of EP-GEO exhibited in the simulations 

conducted with realistic geometry to the depth of the release, was not evident in the 

simulations with the straightened bathymetry (dark blue and red colors in Figure 5.8c), 

for which Ep-GEO ≈ EQ-GEO. The sensitivity of entrainment rates to the initial distribution of 

particles is interpreted as the result of the secondary circulation developing in curved 

channels. These effects, favoring the entrainment rates of shallow populations of particles 

are only observed during the ebb tides, when the secondary circulation is the strongest 

(Figure 5.8b and Figure 5.6). Root mean square differences between EQ and Ep average 

 

Figure 5.7 Strength of the secondary circulation vs. section-averaged primary velocities (|absolute values |) 

for the third and fourth days of simulations in runs E1A and E2A in transects (a) T2, (b) T4, (c) T5, (d) T7 

and (e) T9. Red solid lines in (a-e) and red dashed lines in (d-e) show the fitted lines (least squares fit) for 

the ebb and flood tides, respectively.  
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0.14 and 0.12 during the ebb tides for runs E2AL1 and E2AL2, respectively, indicating 

and average 13 % deviation with respect to the 1:1 line. While in the simulations with the 

straight bathymetry these difference average 6 %. The 13% variability would be 

consistent with the variability observed in the field in previous salmon-release 

experiments [e.g., Perry et al., 2010; Cavallo et al., 2015; Perry et al., 2015], where 

salmon entrainment rates into GEO, averaged over a 24-hr release experiment, deviated 

up to 20% with respect to the 1:1 line with the average flow entrainment on that time 

period.  

 When the DCC gates are open, the effect of the secondary-circulation on the 

particle entrainment rates during the ebb tide are still evident at GEO, especially after the 

first 2 hr from the beginning of each ebb tide when the signal is not longer influenced by 

the arrival of particles from the previous flood (Figure 5.9d), and when the RMS 

difference between particle entrainment and flow entrainment averaged ≈ 10 % in runs 

E1AL1 and E1AL2, and 5% and 7% in runs E1BL1 and E1BL2, respectively. Those 

effects are less evident in DCC, with RMS differences of 20% occurring during the ebb 

tide in all runs (Figure 5.9b), which indicates that the deviation from the 1:1 line is not 

driven by the secondary-circulation effects. The lower sensitivity of particle entrainment 

rates to the vertical distribution of particles is consistent with a weaker secondary-

circulation in the transects located upstream of DCC (Figure 5.6). Alternatively, a weaker 

secondary-circulation effect at the SD junction could be due to the proximity of the 

particle-release section (only 300 m upstream). Within this short distance, secondary 

circulation effects could have not had time enough to significantly distort the 

homogeneous shape of the initial particle-release cloud. 

Table 5.5 Slopes I and correlation r
2
 of the least-squares fit lines in Figure 5.7. 

 E1A Ebb E2A Ebb E1A Flood E2A Flood 

Transect I r
2
 I r

2
 I r

2
 I r

2
 

T2 0.0288 0.990 0.0318 0.985 - - - - 

T4 0.0240 0.438 0.0475 0.988 - - - - 

T5 0.0701 0.963 0.0776 0.991 - - - - 

T7 0.0227 0.822 0.0231 0.826 0.0490 0.956 0.0509 0.867 

T9 0.0707 0.951 0.0702 0.947 0.0091 0.826 0.0133 0.884 
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 During flood II in run E2A (Figure 5.8c), EP-GEO is below EQ-GEO. This is the result 

of long tales forming in the time of arrival of particles when discharges are so low (see 

Figure 5.10 as an example). Thus, although a great number of particles arrived at SG 

during the flood tide, when entrainment rates are supposed to be ≈ 1, a significant amount 

of particles arrived at the beginning of the next ebb tide, decreasing the overall EP-GEO of 

the release. Flood III in Figure 5.8c represents a particular case in which both the flows in 

T2 and T9 reversed during the flood tide (flow is directed upstream, Figure 5.3f and 

Figure 5.8a). Thus, during that time none of the particles arrived to the SG junction. 

Particles that did not leave the domain through the North boundary were advected back 

downstream in the next ebb tide, with the particle-entrainment times of those releases 

coinciding within hours 84.5-86 within the following ebb tide, and with EP-GEO ranging 

from 0 to 0.23. Overall, our particle-release experiments seem to be more effective in 

 

Figure 5.8 (a) Discharges, (b) Strength of the secondary circulation in transect T5 and (c) flow and particle 

entrainment rates into GEO for the particle release experiments when the DCC gates were closed (Jan. 2009 

period). Gray shaded areas mark the flood tides. Vertical lines at the top of each plot show particle-release 

times. 
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 tracking the entrainment rates of particles during the ebb tides, when the tails in the 

particle arrival times are shorter.  

5.5 Preliminary conclusions and future work 

Three dimensional simulations, both in the Eularian and Lagrangian frame, have been 

conducted in a reach in the Sacramento River, which is important in the out-migration of 

the juvenile Chinook salmon, and where river hydrodynamics is strongly affected by the 

tides and where strong secondary circulation develops. These preliminary results suggest 

that the secondary circulation is stronger during the ebb tides, and they also suggest, by 

 

Figure 5.9 (a) Discharges, (b) Strength of the secondary circulation in transect T5, and (c-d) flow and 

particle entrainment rates into (c) DCC and (d) GEO for the particle release experiments when the DCC 

gates were open (Dec. 2008 period). Gray shaded areas mark the flood tides. Vertical lines at the top of 

each plot show particle-release times. 
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comparing simulations in the real and an straightened bathymetry, that it is during the ebb 

tides when secondary-circulation effects influence the final fate (migration route 

selection) of salmon, by pushing water towards the outer side of the bend near surface, 

where the entrance of the two lower-survival migration routes are located. Secondary-

circulation effects are further reinforced by the preference of salmon for migrating within 

locations near surface. Although promising, further research needs to be done before 

attempting to publish these results. First, although model results generally compare well 

with the velocity fields in the ADCP transects collected in the field; there are still some 

inconsistencies between modeled and measured results. For example, in transect T9 the 

model tends to overestimate the streamwise velocities (Figure 5.4). This error is, in part, 

associated with the tendency of the model to overestimate discharges (≈ 10 m
3
 s

−1
) at the 

West boundary during the peak ebb and flood tides, but also with local underestimations 

of the bottom drag, and hence, longitudinal water surface slopes. Note that the bottom 

drag coefficient is assumed constant in the computational domain. Lateral friction effects 

could be also important in some locations within the river reach (as could be seen for 

example in transect T7 in Figure 5.4) which are not accounted for in the model, which 

assumes slip conditions in the lateral walls. Future simulations should include these 

effects. The importance of non-hydrostatic effects (which are not accounted for in the 

Eularian model) in this river reach are also unknown. However, Wolfram [2013] 

suggested, in their study of a river reach further downstream in the Delta, that non-

hydrostacity could have some important local effects. The way particle entrainment rates 

 

Figure 5.10 Example of histogram showing the distribution of particles first arrival-times to the SG 

junction during flood II in Figure 5.8. 
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and times are calculated should be also rethought. Both quantities are strongly influenced 

by the length of the time interval within which particles arrive to a given junction. It 

would be then more appropriate to group together particles of all releases based on their 

time of arrival to a given junction and calculate an entrainment rate for each of these 

groups. These would be especially important in order to properly quantify entrainment 

rates during the flood tides. It would be also necessary to increase the model domain, 

specifically by moving the North and West boundaries farther upstream and downstream, 

respectively, to correctly account for particles that having bypassed the SD and the SG 

junctions would have been advected back into the model domain in the following tidal 

cycle. Very recently, Hoyer et al. [2015] developed a novel technique of tracking particle 

trajectories backwards, from a drinking water intake toward their source areas. This 

approach would be especially interesting in this river reach where by releasing particles in 

both GEO and DCC we would be able to define the time-variability of the “entrainment 

zones” (areas of flow entrainment in the Sacramento River) to these two migration routes, 

based on the backwards analysis of the trajectories of particles. Given that the behavior of 

salmon within this river reach is yet poorly understood, there was no attempt to include 

any sort of behavioral rules; however, future model efforts should try to include the 

salmon preference for locations near surface, and maybe also their preference for actively 

migrating at night. These should be the result of a close collaboration with researchers 

studying the behavior of juveniles in the Delta  
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General conclusions 

By means of field and numerical experiments, we have studied the spatial 

arrangement of the Ebro and Segre rivers at their confluence and river mixing rates 

downstream of it in the presence of density contrasts between the two rivers. These are 

some of the specific conclusions 

1. The spatial arrangement of inflows and their mixing rates at the large asymmetrical 

river confluence under study are largely controlled by the ratio between forces 

driving the cross-stream motion of the side inflow (inertia, buoyancy, and centrifugal 

forces associated with the meandering form of the main stream) and the inertial 

forces in the mainstream. The behavior of the confluent streams can be parameterized 

in terms of an internal Froude number and the velocity ratio between the confluent 

streams. 

2. Mixing rates under weak density contrast of up to O (10
−1

) kg m
−1

, typical of large river 

confluences, were up to 40% larger than those simulated under neutrally buoyant 

conditions. This increase in mixing is largely the result of density contrasts leading to 

changes in the contact area between water masses available for mixing.  

3. Stronger density contrasts, which might lead to nearly horizontal contact areas shortly 

downstream of the confluence, will lead to weaker mixing rates compared to weakly 

buoyant conditions, as a result of the stabilizing effect of strong vertical density 

gradients.  

4. In the Ebro-Segre confluence the distortion of the mixing layer is largely controlled by 

the strength of the cross-stream motions, which, in turn, are driven by a subtle 

interaction between baroclinic, inertial and centrifugal forces.  

5. The existence of channel irregularities near confluences leading to the development of 

dead zones might accelerate the rate at which water masses mix downstream of river 

junctions. 

6. At time of strong density contrasts, the plunge point between rivers will move to 

upstream locations as the confluence Froude number decreases and/or the velocity 

ratio increases (for low velocity ratios). As the velocity ratio (tributary inertia) keeps 



138                          General conclusions  

 

 

increasing, though, the plunge point tends to move to downstream locations due to 

the increasing rates of turbulent diffusion that tend to keep the tributary flow attached 

to bed, shifting the orientation of the mixing interface towards more vertical 

positions. 

7. River mixing downstream of the confluence is strongly dependent on the location of 

the plunge point between the confluent rivers. The biggest mixing rates occur when 

the plunge point is located at the confluence itself due to a combination of a big 

contact area of the interface between rivers and high mixing coefficients, especially 

in the vertical direction. 

8. The effect of wind forcing on the spatial arrangement of the confluent rivers depends 

on both wind velocity and direction, but can completely alter the inertia-buoyancy 

equilibrium at the confluence and even move the location of the plunge point from 

locations upstream of the junction apex to locations downstream of the confluence, 

and hence, modify river mixing rates. Winds opposite to the direction of the main 

stream are more effective in increasing shear at the confluence, and in turn, in 

increasing river mixing. 

9. Unsteady river-inflows change the streamwise equilibrium location of the plunge point 

through time. This is important since mixing rates decrease as the plunge point 

moves to locations upstream of the confluence. There is a delay in time between the 

shift in the equilibrium conditions and the corresponding streamwise movement of 

the plunge point. 

 

From the numerical experiments performed at the reach of the Sacramento River we 

have obtained the following conclusion: 

10. The secondary circulation in the DCC-GEO bend is generally stronger during the ebb 

tides and it is during the ebb tides when secondary-circulation effects influence the 

final fate (migration route selection) of salmon, by pushing water towards the outer 

side of the bend near surface, where the entrance of the two lower-survival migration 

routes are located. Secondary-circulation effects are further reinforced by the 

preference of salmon to migrate within locations near the surface. 



 

 

 

Conclusiones generales 

 A través de experimentos de campo y numéricos, se ha estudiado la distribución 

espacial de los ríos Ebro y Segre una vez confluyen en el embalse de Ribarroja y sus tasas 

de mezcla aguas abajo de su confluencia bajo la presencia de contrastes de densidad entre 

los ríos. Estas son alguna de las conclusiones específicas: 

1. La distribución especial de los ríos y la tasa a la que estos se mezclan están 

controladas, en la confluencia asimétrica de estudio, por la razón entre las fuerzas 

responsables del movimiento transversal del tributario (inercia, flotabilidad y fuerzas 

centrífugas asociadas a la forma meandriforme de la corriente principal) y las fuerzas 

inerciales en la corriente principal. El comportamiento de las masas de agua en la 

confluencia puede ser parametrizado en términos del número interno de Froude y la 

razón de velocidades entre los ríos confluyentes. 

2. Las tasas de mezcla bajo la presencia de pequeños contrastes de densidad de hasta O 

(10
−1

) kg m
−1

, comúnmente presentes en confluencias de gran tamaño, pueden ser 

hasta 40% mayores que las tasas de mezcla simuladas en condiciones de cero 

flotabilidad. Este aumento en la mezcla se debe en gran medida a que los contrastes de 

densidad llevan a cambios en el área de contacto disponible para la mezcla entre las 

dos masas de agua. 

3. Mayores contrastes de densidad, que podrían resultar en interfases de contacto cercanas 

a la horizontalidad justo aguas abajo de la confluencia, darían como resultado menores 

tasas de mezcla comparado con la presencia de débiles contrastes de densidad. Esto se 

debe al efecto estabilizador de los fuertes gradientes verticales de densidad. 

4. En la confluencia de los ríos Ebro y Segre, la deformación de la interfaz de mezcla está 

controlada principalmente por la intensidad de los movimientos transversales, los 

cuales a su vez vienen determinados por la interacción entre las fuerzas baroclínicas, 

inerciales y centrífugas. 

5. La existencia de zonas muertas puede acelerar la tasa a la que se mezclan los ríos aguas 

abajo de su confluencia. 
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6. Cuando existen fuertes contrastes de densidad, el punto de hundimiento del río más 

denso se moverá aguas arriba a media que el número de Froude disminuya y/o a 

medida que la razón de velocidades entre el tributario y la corriente principal aumente 

(para pequeñas razones de velocidad). Sin embargo, a medida que la razón de 

velocidades (la inercia del tributario) siga aumentando, el punto de hundimiento 

tenderá a desplazarse nuevamente hacia localizaciones aguas abajo debido al aumento 

de la difusión turbulenta que impide que el agua del tributario se separe del lecho, y 

que hace que la orientación de la interfase de mezcla cambie hacia una disposición 

vertical. 

7. Las tasas de mezcla aguas abajo de la confluencia dependen en gran medida de la 

localización del punto de hundimiento. Los valores más altos de mezcla se producen 

cuando el punto de hundimiento se localiza en la región de la confluencia debido a una 

combinación de grandes superficies de contacto entre las dos masas de agua y a 

valores altos de difusividad, especialmente importantes en la dirección vertical. 

8. El efecto del forzamiento del viento en la distribución espacial de las masas de agua, 

aunque depende tanto de la magnitud como de la dirección del viento, puede alterar 

completamente el equilibrio inercia-flotabilidad de la confluencia e incluso desplazar 

el punto de hundimiento desde localizaciones aguas arriba de la confluencia a 

localizaciones aguas abajo de la misma, con el consecuente efecto sobre las tasas de 

mezcla. Los vientos cuyo forzamiento es opuesto a la dirección de flujo de la corriente 

principal son los más efectivos en el aumento de la cizalla y, por tanto, en el aumento 

de las tasas de mezcla. 

9. La presencia de caudales no estacionarios en los ríos conlleva cambios temporales en la 

localización de equilibrio del punto de hundimiento, lo que tiene importantes 

consecuencias en términos de mezcla ya que las tasas de mezcla disminuyen a medida 

que el punto de hundimiento se aleja (tanto aguas arriba como aguas abajo) de la 

confluencia. Hay un desfase temporal entre un cambio en las condiciones de equilibrio 

y el movimiento del punto de hundimiento como respuesta del sistema a dicho cambio. 

 

 De los experimentos numéricos realizados en el tramo del río Sacramento se ha 

obtenido la siguiente conclusión preliminar: 
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10. La fuerza de la recirculación lateral en el meandro DCC-GEO es generalmente mayor 

durante la marea vaciante y es en la marea vaciante cuando esta recirculación puede 

influir en el destino final (elección de una ruta migratoria) de los salmones, mediante 

el desplazamiento del agua en superficie hacia el exterior del meandro, que es donde 

se sitúan las entradas a las dos rutas migratorias con las menores tasas de 

supervivencia de los salmones. La preferencia de los salmones por migrar cerca de 

superficie refuerza los efectos de la recirculación lateral.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



142                           

 

 

 

 

 



 

 

 

Appendix A 

Simulation of turbulent flows in river 

confluences and meandering channels with a 

Cartesian 3D free surface hydrodynamic model 

 Published in Int .J. Comput. Methods, 

doi: 10.1142/S0219876215500358 

Abstract 

Three-dimensional primitive equations (3D-PE) become a reasonable approach in 

hydrodynamics in terms of computational costs when the length of the computational 

domain and/or computational time scales increases. However, given the simplified set of 

equations used in the analysis, results with 3D-PE-based models are expected to be 

approximate and before attempting to reproduce complex natural flows they first need to 

be validated against more simple flows observed in laboratory settings. Here, the validity 

of Cartesian free-surface hydrodynamic models to reproduce three turbulent flows 

characteristic of river environments is tested: (1) the development of shallow mixing 

layers, (2) flow pass a lateral cavity and (3) flow in open channel with mild curvature. 

Errors between measured and modeled values were generally less than 10%, proving their 

validity to reproduce such turbulent flows and their potential for simulations in more 

complex natural environments, such it is the case of the confluence between the Ebro and 

Segre rivers into the Ribarroja reservoir.  

A.1 Introduction 

River confluences are critical points in river networks where strong physical and 

chemical gradients develop, resulting in a wide range of distinctive environmental 

conditions (habitats) for biological growth. Large variations in water chemistry [Kiffney et 

al., 2006; Gooseff et al., 2008] have been reported to occur at these sites. As a 

consequence of their high spatial and temporal heterogeneity of habitats and resources, 

river confluences behave as biological hotspots, where the number of species appears to 

increase very significantly in comparison with other river reaches [Benda et al., 2004]. 
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This is partly due to confluences being sites of complex three-dimensional hydraulics 

which may include [Best, 1987] (1) a zone of flow stagnation at the junction apex, (2) 

flow deflection where each tributary enters the confluence, (3) a zone of flow separation 

below the downstream junction corner, (4) an area of maximum velocity, (5) a gradual 

flow recovery downstream of the flow-separation zone, and (6) several distinct shear 

layers associated with vortex generation. Another hydrodynamic feature typically present 

is the development of two counter-rotating cells [e.g., Rhoads and Kenworthy, 1995] at 

both sides of the shear layer which develop due to the presence of transverse pressure 

gradients as a result of local scale variations in the free surface elevation. The 

characteristics of all these features are, in turn, influenced by many controlling factors 

such as the junction planform, junction angle, momentum flux ratio, topographic steering 

and bed discordance (differences between the depths of the confluent streams) [e.g. Biron 

et al., 1993; Bradbrook et al., 2000]. 

Due to this complexity, developing a general theoretical model for river 

confluences is a challenge, especially because most of the knowledge of river confluence 

dynamics comes from laboratory and field studies, which both suffer from limitations, 

such as being site-specific or having limited spatial and/or temporal data resolution 

(especially in large river confluences). Numerical models, then, represent the most 

sophisticated tools for trying to characterize the complexity of river currents at 

confluences. However, due to complex bed geometry, high three-dimensionality in the 

flow field and the need for accurate turbulence representation of the mixing-layer zone, 

river confluences represent also a challenge for hydrodynamic modelling [Biron and 

Lane, 2008]. This is especially the case as the length scales of river confluences and/or 

the time scales of the phenomena aimed to study increase, where a compromise exists 

between the accuracy of the turbulent phenomena we need to solve and the practical 

computational costs of such simulations. The confluence between the Ebro and Segre 

rivers at the tail of the Ribarroja reservoir in Northern Spain (Figure A.1) is an example 

of this challenge. The confluence of these rivers is characterized by a large (near 90
o
) 

junction angle and a curved planform which bends to the left immediately downstream of 

the confluence with a radius of curvature Rs ca. 3 km and a post-confluence width bp of ≈ 

400 m, Rs/bp ≈ 7.5 (Figure A.1, reach R1). Depths of the Ebro and Segre rivers are 

discordant with the Segre River entering the confluence through two channels of depths D 
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Figure A.1 (a) Location and bathymetry of the confluence between the Ebro and Segre rivers at the tail of 

the Ribarroja Reservoir, (b-d) ADCP transects and CTD casts collected at the confluence, and (e-g) 

discharges from the W- (solid lines) and N- (dashed lines) Rivers on days (b,e) 50, (c,f) 203 and (d,g) 329-

330. Gray and black colors in (d,g) account for days 329 and 330, respectively. Names are shown in (b-d) 

for ADCP transects and CTD casts used in Figure A.16 and Figure A.17. 
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 of 4 and 2 m, respectively, while depths encountered at the Ebro River are of ≈ 10 m 

(bp/D ≈ 40). Downstream of reach R1, the channel widens as it veers to the right, leaving 

a wide shallow dead zone on the left bank (reach R2) where the flow is known to 

recirculate [Ramón et al., 2013; Chapter 2]. Finally, in reach R3, the channel bends to the 

right with a radius of curvature Rs ca. 1.3 km (Rs/bp ≈ 3.25, Figure A.1a). Inflows from 

the Ebro River are regulated by the Mequinenza dam, which discharges directly into the 

Ribarroja reservoir 3 km upstream of the confluence of the Segre into the Ebro River, 

whereas inflows from the Segre River behave in a more natural manner. A field campaign 

in 2009 [Ramón et al., 2013; Chapter 2] showed that the flow was highly unsteady during 

the stratification period in summer, with withdrawals from Mequinenza varying hourly 

within a day following the electricity demand (Figure A.1e-g), and density contrasts 

between both river were unsteady in winter, varying also on an hourly basis.  

The length of the computational domain (≈ 9 km) together with the time scales of 

the phenomena aimed to study ― as, for example, the influence on mixing of the 

observed density contrasts between rivers (≥ 1 day), or the streamwise displacement of 

the plunge point of the denser Ebro River during the time varying discharges observed in 

the stratification period ― make computationally way too expensive any attempt to 

simulate the hydrodynamics of the confluence between the Ebro and Segre rivers with 

well-resolved Large Eddy Simulations (LES) [e.g., Rodi, 2010] or hybrid LES techniques 

[e.g., Constantinescu et al., 2012]. Even full 3D RANS models based on non-hydrostatic 

equations are very demanding, and further simplifications of the governing equations are 

needed. Thus, models based on the three-dimensional primitive equations (3D-PE) 

become a reasonable approach in terms of computational costs. Given the high width-to-

depth ratios observed in large rivers [Parsons et al., 2008], non-hydrostatic effects are 

expected to be weak and O (D
2
/bp

2
) [e.g., Wang et al., 2009], which for the case of the 

confluence between the Ebro and Segre rivers would be of O (10
−4

). Thus, the 

hydrostatic-pressure assumption included in the 3D-PE should not compromise the 

results. The model adopted for the numerical simulation of flows in Ribarroja is a 

Cartesian free-surface hydrodynamic model [Smith, 2006] which has been validated both 

against analytical solutions and field data collected in geophysical systems, particularly in 

lakes and estuaries [Rueda and Cowen, 2005; Rueda and MacIntyre, 2010 and references 

therein]. It has not been tested, however, for key hydraulic features of river environments, 

such as (1) the development of shallow mixing layers between two confluent streams, (2) 
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the flow pattern at river dead zones (such as pools, gravel beds, side arms), and (3) the 

three dimensional flow which is known to occur at river bends and which its main 

characteristics are [Leschziner and Rodi, 1979]: (3a) the formation, decay and reversal of 

the transverse surface slope, (3b) the development of secondary circulation patterns, and 

(3c) the characteristic radial shift of the tangential velocity maximum either towards the 

inner or towards the outer bank. All of them are relevant physical processes at the 

confluence between the Ebro and Segre rivers (Figure A.1a).  

Hence, our goal is to study to what extent these relevant physical processes are 

reproduced with a 3D-PE-based model. For this purpose, we first reproduce laboratory 

tests present in the literature for each of these processes to test the validity of the model. 

The physical dimensions and flow conditions in all experiments used for model validation 

are shown in Table A.1. Given the simplified set of equations used in the analysis, our 

results are expected to be approximate. Non-hydrostatic effects for the mixing layer 

experiment [Chu and Babarutsi, 1988] are expected to be O (10
−3

), which are negligible, 

and they are still weak, O (10
−2

), for the dead zone experiment of Kimura and Hosoda 

[1997] and the bend experiment of deVriend [1979] [e.g., Wolfram and Fringer, 2013]. 

Given that the confluence between the Ebro and the Segre rivers becomes stratified in 

summer [Ramón et al., 2013; Chapter 2], we also tested the model for the three-

Table A.1 Conditions of the laboratory experiments selected for validation. 

Test case Q  

(cm
3
/s) 

D  

(m) 

b  

(m) 

L  

(m) 

Ri
(a)

 

(m)  

Ro
(a)

 

(m) 

Model 

run 

Chu and Babarutsi [1988] Q1=549 
(b)

 

Q2=146 

0.05 0.61 7 - - A 

Kimura and Hosoda [1997] 747 0.0202 b = 0.1 

b0 = 0.15 

L = ? 
(d)

 

L0 = 0.225 

- - B 

deVriend [1979] 1.8×10
5 

0.189 1.7 25.35 3.4 5.1 C1-C4 

He et al. [1992]     Test 1 Qu = 750
(c)

 

Ql = 4890 

0.29 0.4 11.5 1.1 1.5 D1 

Test 2 Qu = 800.6 

Ql = 4142 

0.29 0.4 11.5 1.1 1.5 D2 

(a) 
Ri = inner radius of curvature, Ro = outer radius of curvature. 

(b) 
Subscripts 1 and 2 refer to each of the confluent streams. 

(c) 
Qu = inflow rate of the upper layer, Ql = inflow rate of the lower layer. 

(d) 
?= Not specified in the published paper 
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dimensional flow that occurs in a river bend in the presence of stratification [He et al., 

1992]. Due to the higher depth-to-width ratio of the latter experiments, however, non-

hydrostatic effects are expected to be O (10
−1

), and, thus, the hydrostatic assumption 

starts being compromised. We evaluated the sensitivity of the grid for solutions in all four 

test cases, through a grid convergence study, but for the sake of conciseness these results 

are only presented here for the unstratified bend case. Secondly, we will present the 

model validation with field data collected at the confluence between the Ebro and Segre 

Rivers in 2009 [Ramón et al., 2013; Chapter 2]. 

A.2 Methods 

A.2.1 Governing equations 

Assuming that (1) variations in density are negligible everywhere except in the 

buoyancy term (the Boussinesq approximation), (2) the weight of the fluid balances the 

pressure in the equation for vertical momentum (the hydrostatic approximation), and (3) a 

diffusion-like term can be used to represent turbulent fluxes of scalars and momentum 

(the eddy diffusivity concept), the governing equations can be written as: 
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These equations comprise the 3D-PE. They express the physical principles of 

conservation of mass for an incompressible fluid (Eqs. A.1-A.2), conservation of 

momentum (Eqs. A.3-A.4) and conservation of energy (Eq. A.5). Here u, v, and w 

represent the velocity components in the x-, y-, and z- directions; f is the Coriolis 

parameter; g is the acceleration of gravity; θ represents an active scalar (temperature, 

conductivity); ζ is the free surface elevation; z = −D(x, y) is the depth of the bottom 

boundary measured from the undisturbed free surface z = 0; H is a source of heat 

associated with heat and energy fluxes due to atmospheric heating or cooling; A is the 

kinematic eddy viscosity and K is the turbulent transfer coefficient (eddy diffusivity) for 

scalars. The density ρ is calculated from temperature (and also from conductivity in the 

case of the Ebro and Segre rivers) using an equation of state; the subscripts h and z refer 

to horizontal and vertical directions, respectively. 

A.2.2 Numerical model 

Simulations were conducted with a parallel version [Acosta et al., 2010] of the 3D 

free surface hydrodynamic model [Smith, 2006]. The governing equations (Eqs. A.1-A.5) 

are first posed in layer-averaged form by integrating over the height of a series of 

horizontal layers separated by level planes. The layer-averaged momentum equations are 

solved using a semi-implicit, three-level, iterative leapfrog-trapezoidal finite difference 

scheme on a staggered Cartesian grid. The method gives second order accuracy both in 

time and space. The semi-implicit approach is based on treating the gravity wave and 

vertical diffusion terms implicitly to avoid time-step limitations due to gravity-wave 

Courant-Friedrich-Levy (CFL) conditions, and to guarantee stability of the method 

[Casulli and Cheng, 1992; Durran, 1999]. The finite-difference form of the governing 

equations for the leapfrog semi-implicit scheme can be written as: 
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Here, U and V are the volumetric transport in the x- and y- directions, respectively; ∆t is 

the time step, ∆x and ∆y are the horizontal size of a cell in x- and y-, respectively; 

subscripts (i, j, k) denote the spatial location in the computational grid, and the 

superscripts (n), the time t level at which the variable is evaluated. The symbols k1 and km 

denote the first (shallowest) and last (deepest) layer in a water column, respectively. The 

overbar on a layer height h or density ρ variable is used to represent a spatial average in 

the x- or y- direction between adjacent values. The double overbar denotes average of 

layer heights and (^) denotes a solution for the layer volumetric transport that includes 

only the contribution from the advection, Coriolis, baroclinic pressure and horizontal 

diffusion terms, treated explicitly in the semi-implicit scheme. In the course of the 

computations for a given time step, the volumetric transports at time n+1 in the 

momentum equations are expressed as a function of the free surface at that time (Eqs. A.7 

and A.8) and substituted in Eq. (A.6) to yield a sparse symmetric positive-definite system 

of equations for ζ
n+1

. The matrix problem is then solved using a conjugate gradient 
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iterative method (see Smith [2006] for details). The vertical velocity is updated using the 

continuity equation (Eq. A.1). 

The scalar transport equations were solved using a two-level semi-implicit 

scheme, in which only vertical diffusion is discretized implicitly. The advection terms in 

the transport equation for scalars are discretized with flux-limiter methods [e.g., Durran, 

1999]. The correct fluxes are constructed with the monotone upstream differencing 

scheme, the Lax-Wendroff second-order method and the Superbee limiter [Roe, 1984]. 

Turbulent mixing is represented in the 3-D model using diffusion-like terms. A Laplacian 

operator with constant mixing coefficients (horizontal eddy viscosity Ah or diffusivity Kh) 

is used in the model to represent horizontal mixing of momentum and scalars. Vertical 

eddy coefficients of mixing Kz are calculated using a two-equation model originally 

proposed by Mellor and Yamada [1974], and later modified by Kantha and Clayson, 

[1994]. This turbulent modeling approach is typically used in large scale models for 

geophysical flows due to their reduced computational burden.  

A.2.3 Application to lab-scale river flows 

A.2.3.1 Shallow mixing layers 

Shear layers are ubiquitous in river confluences as a result of the confluent rivers 

having different mean velocities. Since confluence widths are much larger than 

confluence depths, shallow mixing layers develop at these environments, where the 

development of vortices within the shear layers is restricted in the vertical, by the water 

surface and the riverbed, leading to vortex structures with nearly vertical rotation axis 

[Biron et al., 1993; Sukhodolov and Rhoads, 2001; Rhoads and Sukhodolov, 2004]. 

Beside this, the lateral growth of shallow mixing layers is also restricted by the stabilizing 

effect of bed friction, so that they stop growing laterally downstream, when the bed-

friction number exceeds a certain critical value [e.g., Chu and Babarutsi, 1988]. 

A.2.3.1.1 Experimental data for model validation 

We chose the experimental data set collected by Chu and Babarutsi [1988] in a 

laboratory flume to test the validity of the model of Smith [2006] to reproduce shallow 

mixing layers. The flume was a 0.61-m wide and 7-m long open channel with a splitter 

plate located at the midplane which divided the flow into two streams of different 
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velocities (Table A.1, Figure A.2a). Velocity measurements were made at 5×10
−3 

m 

below the water surface at several sections downstream (Figure A.2a), with increasing 

resolution within the mixing layer. Measured sections (A1 to A5 in Figure A.2a) were 

located 0.01, 0.5, 1, 1.5 and 2 m downstream of the end of the splitter plate, respectively. 

They tested several flow conditions. We chose one of their tests for model validation 

(Table A.1). Measured velocity values in each of these sections were digitized from their 

published article.  

A.2.3.1.2 Model setup 

The channel was discretized using cells of size (Δx, Δy, Δz) = (0.01, 0.01, 0.01) m, 

in the x-, y- and z- directions, respectively, and the time step Δt was fixed to 0.001 

seconds for stability purposes (Table A.2). Cd was chosen to be equal to the friction 

coefficient cf measured by Chu and Babarutsi [1988] in the slowest stream (Cd = cf = 

0.0048). Horizontal eddy viscosity, in turn, was used as a calibrating parameter, and 

values ranging from 1×10
−5

 to 5×10
−4 

m
2 

s
−1

 were tested. Flow rates were fixed to 

5.49×10
−4

 and 1.49×10
−4 

m
3 

s
−1

 at the two upstream boundary conditions, respectively, 

assuming that initially all computational cells in each of the streams had a uniform 

velocity directed downstream and equal to the mean velocity measured in the 

experiments, us1 = 0.36 m s
−1

 and us2 = 0.096 m s
−1

, respectively. Thus, the transverse ul 

and vertical w velocities equaled 0 m s
−1

 at the upstream boundaries. At the downstream 

Table A.2 Grid cells and time properties of the simulations 

Run Ncell-xy
(a)

 Ncell-z
(b)

  tsteady
(c)

 (s)
 
 Ntimes steps 

(d)
 

A 36560 5 90 90000 

B 57100 10 90 90000 

C1 94759 10 200 40000 

C2 36941 10 180 36000 

C3 23617 10 180 36000 

C4 5869 10 180 36000 

D1 11860 29 400 80000 

D2 11860 29 400 80000 

(a)
 Number of active cells in 2D (x,y) plane 

(b)
 Number of cells in the vertical 

(c)
 Physical time to reach steady state 

(d)
 Number of time steps to reach steady state 
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end, the free surface elevation was assumed to be constant. The water was initially 

quiescent and the model was run until steady state (Table A.2). The model was set to run 

using a second-order space-centered method for momentum advection and 2 trapezoidal 

iterations, without smoothing of the leapfrog solution. This configuration was kept the 

same for all three validation tests. 

A.2.3.2 Flow past a lateral cavity 

Dead zones can form in river confluences as a result of irregularities in the river 

morphology which separates a certain part of the water body from the main stream. In 

these regions the flow recirculates and, as a result, a shear layer develops between the 

main channel and the dead zone. The dominant dynamic effect of dead zones in rivers is, 

then, to increase the transverse velocity shear. Laboratory experiments have shown that 

 

Figure A.2 Configuration sketch of the three physical experiments for model validation (a) Chu and 

Babarutsi [1988], (b) Kimura and Hosoda [1997], (c) deVriend [1979]. Black lines show sections 

for model validation in each of the experiments. 
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different patterns of recirculation are observed as function of the geometry of the dead 

zone, i.e. as function of its width-to-length ratio b0/L0 [e.g., Weitbrecht et al., 2008]. When 

b0/L0 < 0.7, the mean flow within the dead zone shows two counter-rotating cells: (1) a 

primary gyre, which is bigger and in direct contact with the main stream and (2) a 

secondary gyre, which is located near the upstream junction corner of the dead zone and 

which is only in contact with the primary gyre. Between 0.7 < b0/L0 < 1.5, a unique gyre 

(the primary gyre) is observed. Finally when b0/L0 > 1.5, a two-gyre system also develops 

but this time, the secondary gyre is centered, located further inside the dead zone and 

behind the primary gyre [e.g., Weitbrecht et al., 2008]. 

A.2.3.2.1 Experimental data for model validation 

The physical model of Kimura and Hosoda’s [Kimura and Hosoda, 1997] was 

used for the model validation of flow dynamics past a lateral cavity. The channel 

consisted of a 0.1-m-wide open channel and an attached dead zone with a b0 and L0 of 

0.15 and 0.225 m (b0/L0 = 0.67), respectively (Figure A.2b, see details in Table A.1for the 

physical dimensions and flow conditions). They measured the streamwise velocities at 

half the depth at a cross section located in the middle of the dead zone (Section B1 in 

Figure A.2b). The time-averaged values of these measurements were used for model 

validation. These values were digitized from their published article. 

A.2.3.2.2 Model setup 

The channel was discretized using cells of size (Δx, Δy, Δz) = (0.0025, 0.0025, 

0.002) m, and the time step was fixed to 0.001 seconds to avoid stability problems. The 

bottom drag coefficient, Cd, was set to 0.003 as proposed by Smith [2006], and the 

horizontal eddy viscosity was used as a calibrating parameter, and values ranging from 

1×10
−5

 to 5×10
−4 

m
2 

s
−1

 were tested. Flow boundary conditions were set at the inflow 

section. Flow rates were fixed to 7.47×10
−4

 m
3 

s
−1

 (Table A.1). At the downstream end, 

the free surface elevation was assumed to be constant. The water was initially quiescent 

and the model was run until steady state (Table A.2). 

A.2.3.3 Flow in open channel with mild curvature 

When unstratified flows enter a bend, the balance between the pressure forces and 

the vorticity induced by the centripetal forces at the bend is responsible of the 

development of a transverse inclination of the free surface and the main transverse 
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circulation, also referred to as Prandtl’s first kind of recirculation [e.g., van Balen, 2010]. 

Near the upper surface, centrifugal forces are higher than the pressure forces. Hence, 

particles near the surface will be displaced towards the outer bank. Near the bottom, in 

turn, the pressure forces are greater than centrifugal forces due to frictional effects, and 

the flow moves towards the inner bank. Finally, a vertical velocity component appears 

due to the continuity of the flow, yielding to the final helical motion [e.g., Rozovskii, 

1961]. The transversal tilt of the free surface and the helical motion that develops in 

curved bends lead to significant changes in the velocity structure as one moves along the 

bend. The streamwise velocity tends to decrease where the water surface elevation rises 

and, conversely, it tends to increase where the water surface elevation drops. Hence, the 

streamwise velocity is higher near the inner bank at the beginning of the bend. As the 

fluid flows through the bend, the exchange of momentum between horizontal currents 

owing to the lateral circulation leads to the gradual transition of the maximum velocity 

towards the outer bank [e.g., Rozovskii, 1961]. Mockmore [1944] showed that, in addition 

to the main lateral circulation, a second cell developed near the outer bank. This outer-

bank cell is referred to as Prandtl’s second kind of recirculation [e.g., van Balen, 2010]. In 

this cell, water rotates in the opposite direction to the main recirculation cell. Although it 

is smaller and weaker that the main recirculation cell it is of particular importance, when 

considering erosion problems in meandering channels, as it tends to protect steep outer-

banks from erosion [Christensen et al., 1999]. The occurrence of the outer-bank cell is 

associated with flow instabilities and to the flux of kinetic energy from turbulent scales 

back in to the larger scales of motion [Blanckaert and deVriend, 2004]. Van Balen [2010] 

indicates that the outer-bank cell is the net result of a complex interaction between 

centripetal effects and anisotropy of the Reynolds stresses. 

Under stratification, however, the three-dimensional flows within the bend differ, 

owing to the added effects due to buoyancy and the presence of non-logarithmic 

streamwise velocity profiles [e.g., Corney et al., 2006], and secondary flows may be 

reversed (directed inwards near the surface) [e.g., Corney et al., 2006; Parsons et al., 

2010]. 

A.2.3.3.1 Experimental data for model validation 

Following Jia et al. [2001], and also Duan [2004], we have used the experimental 

data set collected by deVriend [1979] in a laboratory U-shaped channel (Rs/b ≈ 2.5) as a 



156                                                          Appendix A. Turbulent flows in river confluences 

 

 

reference to test the validity of the model of Smith [2006] to simulate non-stratified flows 

in domains with curved boundaries. The flume was a 180º bend of rectangular cross 

section, incorporating straight inlet and outlet reaches (Figure A.2c) and a smooth flat 

bottom. The experiments of He et al. [1992] (as reported in Shen et al. [2003] and Chao 

et al. [2009]) were, in turn, used as a reference in the validation exercise of the model to 

represent stratified flows in curved channels. He’s flume was also a U-shaped channel 

(Rs/b ≈ 3.25). In that experiment a thermally stratified flow is created by joining two 

streams of water, which are initially separated by a splitter plate, and have different 

velocities and temperatures before mixing. The streams are discharged from the upper 

and lower inlets into the channel. At the entrance the total water depth is 0.29 m, in which 

the upper depth is 0.02 m and the lower depth is 0.27 m. The warmer layer was 10
o
C 

warmer than the bottom flowing layer. In all cases [deVriend, 1979; Shen et al., 2003], 

the channel slope was zero (Table A.1). 

A.2.3.3.2 Model setup for unstratified conditions 

The channel was discretized using computational cells of size (Δx, Δy, Δz) = 

(0.02125, 0.02125, 0.0189) m (run C1 in Table A.1-Table A.2). The horizontal size of 

these cells was chosen to match with measured points by deVriend [1979]. The code was 

run until steady state conditions were reached (Table A.2). Δt was set to a constant value 

in all experiments, and equal to 0.005 s for stability purposes (Table A.2). The cross-

sections where model results were checked are the same sections identified by deVriend 

[1979] to observe the flow field in his experiments (Figure A.2c). At each of these 

sections, streamwise and transverse velocities were measured along 11 vertical profiles. 

Profiles 1 and 11 were 0.1 m from the inner (left) and outer (right) banks, respectively. 

Profiles 2 and 10 were located 0.07 m from profiles 1 and 11, respectively. The separation 

between profiles 2-10 was 0.17 m. Water surface elevations were also measured at 

profiles 1, 6 and 11 in each of the sections. Flow rate (= 0.18 m
3 

s
−1

) was prescribed at the 

upstream end. The horizontal velocity was assumed to be uniform in each horizontal 

plane of the upstream section (us = 0.56 m s
−1

) and ul = w = 0 m s
−1

. At the downstream 

end, the water surface elevation was set to a constant value (equal to zero).  

The mean roughness height, ks, was found to be 7.5×10
−4

 m [Jia and Wang, 2009]. 

The bottom drag coefficient was obtained using the Colebrook-White relationship for 

rough turbulent flows [Bettess, 1999], that is: 



 Appendix A. Turbulent flows in river confluences                                                          157 

 

 










s

h

DW
k

R
=

f
17.12log2

1
, (A.9) 

where Rh is the hydraulic radius of the underflow and fDW is the dimensionless Darcy-

Weisbach friction factor applied to open channels. The bottom drag coefficient, Cd, was, 

in turn, estimated through the relation Cd = fDW /8 [Fernandez and Imberger, 2006]. For ks 

= 7.5×10
−4

 m, Cd is O (10
−3

) for a depth-integrated circulation model (based on the 

assumption of a logarithmic velocity profile through the depth). We tried different values 

of drag coefficient, and analyzed the effects of this choice in the model results. The 

effects of different values of Ah (and Kh), ranging from 10
−4

 to 10
−2

 m
2 

s
−1

, equal both in 

the E-W and N-S directions, were also evaluated. 

A.2.3.3.3 Model setup for stratified conditions 

The channel was discretized using cells of size (Δx, Δy, Δz) = (0.02, 0.02, 0.01) m, 

and ∆t was fixed to 0.005 seconds to avoid stability problems. Ah was set to a small value 

(10
−4

 m
2 

s
−1

), in both x- and y-directions to allow the advective terms to dominate. This 

value corresponds to the theoretical value Ah = 0.1Du* for prismatic laboratory channels 

[Rastogi and Rodi, 1978], u* being the friction velocity (u*= Cd
0.5

Uprom, being Uprom the 

cross-sectional averaged downstream velocity). Simulated and observed velocities and 

temperatures were compared, after reaching steady state at the 90
o
 section (Table A.2). 

We did not have access to the velocity data; hence, the velocity comparison was done on 

a qualitative basis using, as a reference, the streamwise velocity distribution and the 

lateral circulation in He’s experiment 1 [He et al., 1992], and shown as contour plots in 

Figures 3 and 4 in Chao et al. [2009]. The temperature results of He’s experiment 2 are 

also shown in Chao et al. [2009], their Figure 5. The temperature data was digitized and 

used as a basis for model validation. Six vertical temperature profiles were measured. 

Profile 1 was located 1 cm from the inner bank, and Profile 6 was located 0.01 m from the 

outer bank. The distance between the other neighboring profiles was 0.076 m.  

Dimensionless water depths, channel widths, velocities and temperatures were 

used to represent simulations and observations, and are defined as: 
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Here z* = dimensionless water depth; d* = dimensionless channel width; d = distance to 

the inner bank along the channel cross section; U0 = bulk velocity at inlet section; U* = 

dimensionless velocity; DT* = dimensionless temperature difference; T1 = Temperature 

of upper warmer water at inlet; T2 = Temperature of lower cooler water at inlet; and T1 – 

T2 = maximum temperature difference. 

A.2.3.3.4 Convergence study 

To test the influence of the resolution of the grid in model solutions, deVriend 

[1979]’s channel was discretized using grid cells of different size in the horizontal (C-

runs in Table A.1-Table A.2). Grid cells of size Δx (= Δy) 0.034 m, 0.0425 m and 0.085 

m were tested in the C2, C3 and C4 runs, respectively. The influence of the resolution of 

the grid was evaluated through a convergence study. Convergence was evaluated at 

common nodes (total of N = 7830 nodes) to avoid interpolation errors and E-W u and N-S 

v velocities, water surface elevations ζ and vertical diffusivities Kz were used to analyze 

the convergence of the solutions. The error E is expressed as the L2 norm of the difference 

between solutions with the different C-grids and a reference solution, obtained with the 

higher resolution grid (Δx = 0.02125 m) [Fringer et al., 2006]: 
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where fp is either u, v, ζ or Kz in each common node p, and fp
ref

 is the reference solution. A 

reduced major axis (RMA) regression was also performed between solutions of the 

different variables with the different grid resolutions. This method is preferable than the 

simple linear regression since both the dependent and independent variables are sensitive 

to potential errors [Ferguson et al., 2003; Hardy et al., 2003]. 
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A.2.4 The Ribarroja reservoir: Model validation with field data 

A.2.4.1 Approach 

In order to validate the model with real field-scale data, we simulated the flow and 

density fields that developed at the confluence between the Ebro (hereon Western W-

River) and Segre (hereon Northern N-River) rivers under the non-stratified conditions 

observed in February 2009 (Julian day 50) and under the stratified conditions observed in 

July (Julian day 203) and November 2009 (Julian days 329-330) [Ramón et al., 2013; 

Chapter 2]. On day 50, inflow rates were constant, but almost 8 times larger from the W-

River (QW) than from the N-River (QN) (Figure A.1e). On days 203, 329 and 330 N-

inflows remained constant in time but W-inflows varied in time due to the activity of the 

hydropower company operating in the upstream reservoir (Figure A.1f and Figure A.1g). 

Time-averaged discharge ratios Rq (=QN/QW) were 0.13, 0.58, 0.37 and 0.71 on days 50, 

203, 329 and 330, respectively. On day 203, the density contrast between rivers, (ρW-

ρN)/ρ0 = ∆ρ/ρ0, with ρ0 (= 1000 kg m
−3

) being a reference density, was O (10
−3

) (Table 

A.3) and was driven mainly by temperature differences of up to 6ºC between the W- (TW 

≈19ºC) and N- (TN ≈ 25ºC) rivers. On days 329 and 330, however, ∆ρ/ρ0 = O (10
−4

) 

(Table A.3) and it was controlled both by differences in conductivity (≈ 900 μScm
−1

 

higher in the W-River) and temperature (4ºC higher in the W-River). On day 50 density 

differences of O (10
−4

-10
−5

) (Table A.3) were driven also by conductivity (≈ 80 μScm
−1

 

higher in the W-River) and temperature (at most 1ºC higher in the Segre River) [Ramón et 

al., 2013; Chapter 2]. On day 203, there were also strong winds (average wind speeds of 7 

m s
−1

) blowing from the SSE-SE (Figure A.3i). 

A.2.4.2 Field data 

The bathymetry information used to construct the model of the confluence was 

generated using an existing bathymetry map of the upper mid-half of the reservoir (Figure 

A.1a), and additional bathymetry data collected during the February, July and November 

2009 experiments [Ramón et al., 2013; Chapter 2]. The newly acquired data on each day 

was used instead of the existing information where they disagreed. Field data consisted of 

water velocity, temperature, conductivity, and turbidity records collected along several 

sections at the confluence (Figure A.1b-d). Meteorological data was available through a 

meteorological station located at the reservoir (Figure A.3). On day 50 two thermistor 
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chains were also deployed in the W- and N- rivers ca. 500 m upstream of the confluence. 

Further information on the field data is given by Ramón et al. [2013] (Chapter 2).  

The model was forced with data collected on days 50, 203, 329 and 330 in 2009 

(Figure A.1e, Figure A.1f and Table A.3). CTD casts and velocity transects collected in 

the field on each day of experiment (Figure A.1b-d) were used to validate the model with 

the field data. Root mean square errors (RMSE) were used to quantify the differences 

between modeled and measured densities and velocity fields in the E-W and N-S 

directions. The RMSEs of the density field are expressed as percentages (normalized 

root-mean-squared error, NRMSE) of the difference of maximum and minimum densities 

encountered at the confluence. NRMSEs of the width-averaged E-W and N-S velocity 

fields are expressed as percentages of maximum width-averaged E-W and N-S velocities 

at each of the velocity transects in Figure A.1b-d, respectively.  

A.2.4.3 Model setup 

The computational domain extends from the Mequinenza dam to a section existing 

ca. 8 km downstream of the junction of the N- and W- rivers (Figure A.1a) along the W-

River, and approximately 500 m upstream of the confluence along the N-River. The 

bathymetry in the N-river was interpolated 500 m farther upstream (so that the N-

boundary is 1km upstream of the confluence) to avoid the influence of the closeness of 

the N-boundary in our results. The lake geometry was discretized using grid cells of size 

(Δx, Δy, Δz) = (10, 10, 0.5) m in the longitudinal, lateral and vertical direction, 

respectively. The time step Δt was set to 2 s on day 50 and to 3 s on days 203, 329 and 

330, for stability purposes. The bottom drag coefficient, Cd, was set to 0.003 as proposed 

by Smith [2006]. The horizontal eddy viscosity Ah and diffusivity Kh in the model were 

both set to O (10
−3

-10
−2

) m
2 

s
−1

. This value corresponds on each simulation to the product 

Table A.3 Model inputs for the simulations in the Ribarroja reservoir 

Run Julian day ∆ρ/ρ0 Qw
 
(m

3
s

-1
) 

 
QN (m

3
s

-1
) Rq

(a)
 

R1 50 3.6×10
−3

 to 1.2×10
−4

 730 96 0.13 

R2 203 1.4×10
−3

 0-284 57 0.58 

R3 329 1.01×10
−4

 0-344 51 0.37 

R4 330 7×10
−5

 0-340 43.5 0.71 

(a)
 Daily-averaged discharge ratio  
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of the friction velocity u
* 

and the channel depth D, as proposed by Rastogi and Rodi 

[1978] to quantify turbulent transfer of momentum and temperature. The values of u
*
 and 

D were, in turn, estimated from field observations [Ramón et al., 2013; Chapter 2]. The 

model was set to run using a second order space-centered method for momentum 

advection and two trapezoidal iterations after the initial non-smoothed leapfrog predictive 

step.  

Inflow rates at the upstream boundaries were set according to the observations 

collected during the field experiment reported by Ramón et al. [2013] (Chapter 2). On day 

50 W-inflows were set to a constant value of 730 m
3 

s
−1

, while on days 203, 329 and 330 

they were allowed to vary in time according to the hourly information given by the 

hydropower company (Figure A.1d-g). W-inflows were distributed uniformly in the 

inflow section. N-inflows, in turn, were assumed to occur through two sections with 

different velocities, as observed in the field. Almost 2/3 of the total inflow rate from the 

N-River was presumed to enter through the main channel and the remaining through the 

secondary channel. N-Inflows were all assumed to be constant in time, following the 

information given by the hydropower company (QN-50 = 96 m
3 

s
−1

, QN-203 = 57 m
3 

s
−1

, QN-

 

Figure A.3 Hourly-averaged meteorological variables collected at the meteorological station 

located at the Ribarroja reservoir on days (a –e) 50, (f-j) 203 and (k-o) 329-330. 
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329 = 51 m
3 

s
−1 

and QN-330 = 43.5 m
3 

s
−1

). On day 50, density differences were allowed to 

vary in time on an hourly basis, following the observations collected on Julian day 50 in 

2009 [Ramón et al., 2013; Chapter 2]. Inflow densities on days 203, 329 and 330 were set 

constant in time. River temperatures were directly measured in the field [Ramón et al., 

2013; Chapter 2]. Salinities in turn, were estimated from conductivity profiles collected at 

the inflow sections of the W- and N- rivers, through a scaling factor λ [Pawlowicz, 2008], 

which was estimated to be λ = 0.8 ± 0.2 mg L
−1

(μS cm
−1

) [Ramón et al., 2013; Chapter 2]. 

Due to the uncertainty in λ, this parameter was used as a calibrating parameter in the 

model. Several tests (not shown) were run with λ varying from 0.65 to 0.9 mg L
−1

(μS 

cm
−1

). The lowest NRMSEs between measured and modeled density profiles were 

achieved with λ = 0.75 mg L
−1

(μS cm
−1

) so this is the final value for λ used in the 

simulations presented in this paper. 

The reservoir was assumed initially at rest with a uniform density, equal to the 

averaged density of the W- and N- rivers. At the downstream end, the free surface 

elevation was assumed to be constant. The model was run with the meteorological 

forcings observerd in the field (Figure A.3). The model was run until less than 1% of the 

mass initially existing in reach R1 (Figure A.1a) remained in the computational domain. 

A.3 Results and Discussion 

A.3.1 Shallow mixing layers 

The best fit of the time-averaged downstream velocities with the experimental data of 

Chu and Babarutsi [1988] − based on the lowest overall root mean square error (RMSE) 

– was achieved with Ah = 5×10
−5

 m
2 

s
−1

 (Figure A.4). This value of Ah (≈ 0.05Du*) is half 

the theoretical value for prismatic laboratory channels [Rastogi and Rodi, 1978]. RMSE 

represented on average less than 6% of the maximum streamwise velocity in the channel. 

RMSEs represented 4.09, 5.86, 6.85, 6.18 and 4.85% of the maximum streamwise 

velocity at sections A1 to A5, respectively. Following Chu and Babarutsi [1988], the 

width of the mixing layer β in each section can be defined as β = (us1-us2)/(∂us/∂y)max, 

(∂us/∂y)max being the maximum mean velocity gradient, and us1 and us2, the mean 

streamwise velocities in the fast and slow ambient, respectively. Except for section A4, 

the model correctly predicted the transverse spreading rate of the shallow mixing layer 
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(Table A.4). Experimental data showed that the mixing layer in this test increased almost 

linearly with distance. The ratio of the slopes (IR = Iexp/Im) of the regression lines between 

measured Iexp and modeled Im mixing-layer widths in Table A.4 is close to 1 (IR = 0.92).  

  

Table A.4 Modeled and measured non-dimensional mixing-layer widths β/b. 

Section Measured 
(a)

 Modeled 

A1 - 0.018 

A2 0.121 0.135 

A3 0.270 0.248 

A4 0.411 0.293 

A5 - 0.603 

(a)
 Chu and Babarutsi [1988] 

 

Figure A.4 Modeled and measured [Chu and Babarutsi, 1988] time-averaged streamwise 

velocities at section (a) A5, (b) A4, (c) A3, (d) A2 and (e) A1 in Figure A.2a 
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Model results after running the model with only one cell in the vertical (2D-

simulation) are similar to those obtained with 3D simulations (Figure A.4), which probed 

that, for this experiment, 3D effects are of secondary importance. 

A.3.2 Flow past a lateral cavity 

The best fit based on the lowest RMSE with the experimental data of Kimura and 

Hosoda [1997] was achieved with Ah = 10
−4

 m
2 

s
−1

 (two times the theoretical value, ≈ 

0.2Du*). The model correctly reproduced the time-averaged streamwise velocities at half 

the depth at section B1 (Figure A.5) and RMSEs represented less than 6% of the mean 

streamwise velocity in the main channel (Um ≈ 37 cm s
−1

). Most of this error is accounted 

by the model underprediction of the streamwise velocity in the main channel. Although 

no measurements of water surface elevations were taken in the main channel, the velocity 

underprediction is most likely the result of some overestimation of the longitudinal slope 

of the water surface elevation due to an overestimation of the streamwise drag.  

The model reproduced a 1-gyre system inside the dead zone (Figure A.6a-c) 

which is consistent with the geometry of the dead zone (b0/L0 ≈ 0.7). The streamlines in 

 

Figure A.5 3D-Modeled and measured [Kimura and Hosoda, 1997] time-averaged streamwise 

velocities at half the depth and 2D-Modeled time-averaged streamwise velocities at section B1 in 

Figure A.2b, across the dead zone. Distance = 0 at the interface between the dead zone and the 

main stream. 
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Figure A.6a-c show the importance of three-dimensional effects on the velocity field 

inside the dead zone. Near the surface (Figure A.6a) the flow is, on average, towards the 

main channel, while near bed this trend is reversed (Figure A.6c), and the flow is, on 

average, directed towards the dead zone. Two-dimensional simulations are not able to 

capture this non-uniformity of the flow over depth (Figure A.6d) and thus, they do not 

correctly reproduce the horizontal velocity field inside the dead zone (Figure A.5). 

A.3.3 Flow in open channels with mild curvature 

A.3.3.1 Unstratified curved channel 

A.3.3.1.1 Water surface elevation 

The best fit based on the overall lowest RMSE with measured velocities and water 

surface elevations was achieved with Ah = 10
−3

 m
2 

s
−1

 (two times the theoretical value, ≈ 

0.2Du*) and Cd = 0.003. Although the cross-stream slope is well captured, the 

longitudinal slope of the free surface increases abruptly for angles < 90º (Sections C6-

 

Figure A.6 Modeled time-averaged streamlines in the dead zone (a) at the surface plane, (b) at 

mid-depth (0.01 m from the surface) and (c) near the channel bed (0.018 m from the surface) for 

the simulation in 3D and time-averaged streamlines (d) for the simulation in 2D. The arrow 

shows the direction of the flow in the main stream. 
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C11, Figure A.7). The simulated longitudinal slope along the first 90
o
 of the bend is ca. 3 

times larger than measured. The error in the free surface solution is likely associated with 

the imperfect representation of a curved domain using a rectangular Cartesian grid, which 

may introduce artificial frictional effects. 

A.3.3.1.2 Streamwise velocities 

All vertical profiles were cubic interpolated to match the experimental data and 

root mean square errors (RMSEs) were calculated for each vertical profile at each section. 

Figure A.8 shows the streamwise velocity profiles at section C12 (Φ = 90º). Experimental 

data always peak at a point located below surface; however, modeled results peak at the 

surface from profiles 6 to 11. This discrepancy is due to the inability of the model to 

reproduce the transport, by the lateral circulation, of low longitudinal momentum fluid 

from the bottom and sidewalls towards the center of the channel and near the free surface. 

This has been observed in other model validations [e.g., Leschziner and Rodi, 1979]. 

RMSE for profile number 6, located in the middle of the cross sections, ranged from 9 

×10
−4

 to 0.096 m s
−1

, with a mean value of 0.0437 m s
−1 

(c.a. 6.8% of the maximum 

velocity experimentally achieved at this profile in all computed sections), whilst profiles 

1 (inner side) and 11 (outer side) ranged from 2 ×10
−4

 to 0.304 m s
−1

 and from 0.006 to 

0.269 m s
−1

, respectively, with mean values of 0.145 m s
−1 

(c.a. 22.5% of the maximum 

velocity achieved at profile 1) and 0.144 m s
−1 

(c.a. 22.3% of the maximum velocity 

achieved at profile 11), respectively (Table A.5). These errors are of the same order as 

 

Figure A.7 Modeled water surface elevations (expressed as total elevation from bed) 

along each C-section in Figure A.2c and measured [deVriend, 1979] water surface 

elevations at the sides and the center line. 
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Table A.5 RMSE (ms
-1

) of the streamwise and lateral velocities in each profile averaged over 

sections C3 to C21 

Profile RMSE us (ms
-1

) RMSE ul (ms
-1

) 

Left 0.145 0.0147 

1 0.092 0.0165 

2 0.032 0.0153 

3 0.039 0.0152 

5 0.044 0.0129 

6 0.039 0.0116 

7 0.031 0.011 

8 0.033 0.0129 

9 0.096 0.0153 

10 0.143 0.0146 

Right 0.145 0.0147 

 

 

 

Figure A.8 Modeled and measured [deVriend, 1979] streamwise velocities (profiles 1-11) at 

section C12 (90º) in Figure A.2c. The left side is the inner bank and the right side the outer bank. 
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those of Leschziner and Rodi [1979] – averaged RMSE (graphically calculated) of 0.012 

m s
−1 

at the section located at 102º at the bend. 

The model was capable of reproducing the gradual shift of the maximum value of 

the streamwise velocity from the inner to the outer bank of the bend (Figure A.9), 

although depth-averaged streamwise velocities were generally overestimated with a mean 

RMSE of 0.0879 m s
−1 

(c.a. 13.6% of the maximum depth-averaged streamwise velocity 

in all sections). The biggest errors occurred near the walls due to the representation of the 

curved domain with a Cartesian grid. 

A.3.3.1.3 Lateral velocities 

Model results show Prandtl’s first kind cell with the flow at the upper mid-half of the 

section moving towards the outer bank and in the opposite direction at the lower mid-half 

(e.g., Figure A.10-A12). RMSEs at profile number 6 ranged from 2.7×10
−4

 to 0.058 m 

 

Figure A.9 Modeled and measured [deVriend, 1979] depth-averaged streamwise velocities. 
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s
−1

, with a mean value of 0.013 m s
−1 

(c.a. 14.1% of the maximum velocity measured at 

profile 6), whilst profiles 1 and 11 ranged from 0.001 to 0.032 m s
−1 

and from 5.1×10
−4

 to 

0.059 m s
−1

, respectively, with mean values of 0.015 (c.a. 16 % of the maximum velocity 

measured at profile 1) and 0.015 m s
−1

 (c.a. 15.9% of the maximum velocity measured at 

profile 11) respectively (Table A.5). These errors are one order higher than those of 

Leschziner and Rodi [1979] − averaged RMSE (graphically calculated) of 0.003 m s
−1

 for 

the section located at 102º at the bend −. However, Leschziner and Rodi [1979] did not 

include the profile closest to the inner bank nor the closest to the outer bank, where the 

highest errors are expected. The model failed to simulate the outer-bank secondary 

recirculation cell (e.g., Figure A.11 and Figure A.12). This is also the case of other 

models, as reported in the literature [e.g., Leschziner and Rodi, 1979; Shao et al., 2003; 

Leupi and Altinakar, 2005].  

 Leupi and Altinakar [2005], for example, worked with non-hydrostatic pressure 

codes and found that the non-hydrostatic corrections to the hydrostatic balance improved 

the water surface elevation for the sections located at an angle higher than 120º. Through 

the non-hydrostatic calculations, they decreased the model error in reproducing the 

Prandtl’s first kind secondary circulation. However, they were not able to reproduce the 

outer-bank cell because of their linear k-ε model. Kawahara and Tamai [1988] (as 

reported in Blanckaert and deVriend [2004]) demonstrated theoretically that linear eddy 

viscosity models (typically used in large scale models for geophysical flows, due to their 

reduced computational burden) cannot represent turbulence-induced vorticity, unless 

negative mixing coefficients are allowed. Nonlinear turbulence models ―based on a 

nonlinear relationship between the turbulent stresses and the strain rates―, however, 

correctly predict the outer-bank cell [Jia et al., 2001; Blanckaert and deVriend, 2004] 

 Van Balen [2010] proved that the anisotropy of the turbulence stresses and the 

centrifugal effects are the dominant terms in the vorticity budget, and they need to be 

explicitly represented to simulate correctly the formation of the outer-bank cell. 

Christensen et al. [1999] also simulated the outer-bank cell, accounting for cross-stream 

turbulence anisotropy in their Reynolds Stress Model (RSM). In any case, the width of 

the outer-bank cell is approximately equal to the water depth [van Balen, 2010], thus, for 

b= 400 m, and D = 10 m, as observed at the tail of the Ribarroja reservoir, the outer-bank 

cell would occupy only a 2.5% of the channel width. 
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Figure A.11 Modeled and measured [deVriend, 1979] lateral velocities (profiles 1-11) at section 

C15 (90º) in Figure A.2c. The left side is the inner bank and the right side the outer bank. 

 

Figure A.10 Modeled and measured [deVriend, 1979] lateral velocities (profiles 1-11) at section 

C12 (45º) in Figure A.2c. The left side is the inner bank and the right side the outer bank. 



 Appendix A. Turbulent flows in river confluences                                                          171 

 

A.3.3.1.4 Grid convergence study 

Figure A.13 shows the error E (Eq. A.11) and IRMA slopes of each of the variables 

selected for the convergence study in all common nodes with the three grid resolutions. 

As the grid resolution increases, errors tend to converge with O (∆x
2
) accuracy, except for 

ζ, which remains O (∆x). The error for the 0.034 m resolution grid is less than 1% for all 

 

Figure A.13 Errors E (a) and RMA slopes (b) for the three tested grid sizes in the unstratified bend case. 

 

Figure A.12 Modeled and measured [deVriend, 1979] lateral velocities (profiles 1-11) at section 

C9 (135º) in Figure A.2c. The left side is the inner bank and the right side the outer bank. 
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four variables (Figure A.13a), which suggests grid independency. RMA slopes IRMA also 

decrease as the grid resolution increases and approximate ≈ 1 for the 0.034 m resolution 

grid, suggesting also grid convergence (Figure A.13b). 

A.3.3.2 Stratified curved channel 

Figure A.14 shows modeled and measured vertical profiles of dimensionless 

temperature differences at section C12 in Test case 2. The observations reveal that 

warmer water tends to accumulate near the outer bank, while the colder water tends to 

upwell near the inner bank. The maximum DT* near the surface from inner to outer bank 

varies from 0.45 to 0.6, which is consistent with the experimental data. The model, 

though, under-predicts the temperatures at intermediate depths (≈ 0.6-0.8 z/D) near the 

outer bank. 

The results of Test case 1 (with smaller shear, Table A.1) at the apex cross section 

are shown in Figure A.15. The highest streamwise velocities occur near the surface and 

towards the outer bank (Figure A.15a). The weakest speeds occur, though, towards the 

inner bank and towards the bottom. The primary streamwise flow is accompanied by 

strong secondary motions. There are three secondary cells (Figure A.15b) which rotate in 

opposite directions: two below the thermocline, and one above it. This is in sharp contrast 

to isothermal flow in which the secondary motions consist of only one major eddy and a 

minor eddy, rotating in opposite directions. These results are consistent with the 

 

Figure A.14 Vertical profiles of dimensionless temperature differences at (a) the inner bank, (b) 8.6 cm, (c) 

16.2 cm, (d) 23.8 cm, (e) 31.4 cm from the inner bank, and (f) at the outer bank. Dots account for 

experimental data of He et al. [1992] (in Chao et al. [2009]). Section located at 90º inside the bend (section 

C12). Test case 2 (run D2) in Table A.1. 
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Figure A.15 Modeled (a) dimensionless streamwise velocities, (b) secondary flow 

streamlines and (c) dimensionless temperature profiles in the 90º cross section inside 

the bend. Test case 1 (run D1) in Table A.1.  
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experimental results of He et al. [1992] (see Figures 6-7 in Shen et al. [2003]), and also 

with the numerical simulations of Shen et al. [2003] and Chao et al. [2009]. The 

differences among models and observations lie on the extent of the different recirculation 

cells. Although we were not able to find quantitative values of velocities upon which we 

could conduct a more quantitative comparison, from Figure A.15b it is observable that the 

model failed to locate the core of the minor eddy, which in Figure A.15b is at d/b ≈ 0.4. 

The isotherms for Test Case 1 are shown in Figure A.15c. Note that the isotherms tend to 

compress near the outer bank, while they tend to expand near the inner bank. Also 

warmer temperatures tend to accumulate near the outer bank and the mixed layer tends to 

upwell near the inner bank, as it was the case with Test 2. These results are consistent 

with those of Shen et al. [2003] (see their Figure 5). Due to a more centered location of 

the core of the minor eddy in the simulations, there is less transport of warm water to the 

outer bank. This explains the temperature underestimation near the outer bank in Figure 

A.14.  

The large-scale model used here is not expected to provide accurate results in the 

experimental setup of He et al. [1992] for different reasons: (1) the ratio of horizontal and 

vertical length scales is small and, hence, it is possible that non-hydrostatic effects be at 

play near the bend; these effects are ignored in the model, which is based on the 

hydrostatic assumption; (2) the model ignores lateral friction, while other modelling 

works have used lateral friction on the walls, which might accelerate the rate of mixing 

when acting on isotherms which are not horizontal. In any case, the relevant features of 

the flow and temperature fields observed in a curved stratified flow are captured by the 

large-scale free-surface hydrostatic model.  

A.3.4 Model validation with field data 

The density field at the confluence between the W- and N- rivers is correctly 

represented with NRMSEs representing on average less than 5 % of the maximum 

variability encountered in the field (Figure A.16 and Table A.6). The biggest NRMSEs on 

day 203 of ca. 14% (Table A.6) occurred at the shallows near the south bank of the W-

channel. There are also NRMSEs > 10% at locations at the confluence region close to the 

entrance of the W-channel on day 203.  
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The location of the cores of maximum E-W velocities is generally well 

represented (not shown) on all days of simulation. NRMSEs of the width-averaged E-W 

and N-S velocities (Figure A.17) are on average less than 14% and 30%, respectively 

(Table A.6). Higher errors in the N-S velocities are due to the main flow (except at the 

confluence itself) being directed towards the East and, thus, N-S velocities being close to 

zero (see Figure A.17m and Figure A.17u as an example). When small magnitudes of one 

velocity component occur, percentage differences lead to large percentage differences 

even when modeled values differ only slightly from measured values [Abad et al., 2008]. 

Moreover, ADCP transects were collected only once per each location in the field, when a 

minimum of six crossings are needed to approximate time-averaged velocity fields and 

eliminate turbulence effects [Dinehart and Burau, 2005b; Parsons et al., 2013]. The 

presence of just one crossing per location complicates the overall capacity of the model to 

fit the field data. Despite this, RMSEs are comparable with previous numerical studies in 

rivers [e.g., Biron et al., 2004].  

 

Figure A.16 Modeled (solid lines) and measured (dots) density profiles at locations (a) FCTD-1, 

(b) FCTD-2, (c) FCTD-3, (d) JCTD-1, (e) JCTD-2, (f) JCTD-3, (g) NCTD-1, (h) NCTD-2, (i) NCTD-3, (j) NCTD-4, 

(k) NCTD-5 and (l) NCTD-6 in Figure A.1b and Figure A.1d. 
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Table A.6 NRMSE (%) between modeled and field data. 

 Density Width-averaged 

E-W velocity 

Width-averaged 

N-S velocity 

Julian day Min. Max. Mean Min. Max. Mean Min. Max. Mean. 

50 0.14 7.8 2.7 4.75 33.36 13.05 5.43 20.30 10.34 

203 0.02 14 4.8 2.98 13.27 9.68 10.91 42.63 29.20 

329-330 0.04 9.1 2.8 3.2 20.1 9.17 8.8 35.7 17.39 

 

 

Figure A.17 Modeled (gray lines) and measured (black dots) width-averaged E-W and N-S velocities at 

transects (a-b) f1, (c-d) f2, (e-f) f3 in Figure A.1b, transects (g-h) j1, (i-j) j2, (k-l) j3 in Figure A.1c and 

transects (m-n) n1, (o-p) n2, (q-r) n3, (s-t) n4, (u-v) n5 and (w-x) n6 in Figure A.1d. 
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A.4 Conclusions 

A Cartesian free-surface hydrodynamic model has been validated for flows past a 

lateral cavity, flows in open channel with mild curvature and the development of shallow 

mixing layer between parallel confluent streams. Despite obtaining results which are 

approximate as a result of the simplified set of equations in the analysis, the primitive-

equation based model shows satisfactory results in all these tests. This study also proves 

the ability of the model to simulate the more complex flows that develop in natural 

systems ―such as the confluence between the Ebro and Segre rivers into the Ribarroja 

reservoir― with a reasonable computational cost.  
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Appendix B 

Inflow-outflow boundary conditions along 

arbitrary directions in Cartesian lake models 

Published in Computers & Geosciences, 

 doi: 10.1016/j.cageo.2014.10.002 

Abstract 

 Specifying point sources and sinks of water near boundaries is presented as a 

flexible approach to prescribe inflows and outflows along arbitrary directions in Cartesian 

grid lake models. Implementing the approach involves a straightforward modification of 

the governing equations, to include a first order source term in the continuity and 

momentum equations. The approach is implemented in a Cartesian grid model and 

applied to several test cases. First, the flow along a straight flat bottom channel with its 

axis forming different angles with the grid directions is simulated and the results are 

compared against well-known analytical solutions. Point-sources are then used to 

simulate unconfined inflows into a reservoir (a small river entering a reservoir in a jet-like 

manner), which occur at an angle with the grid directions. The model results are assessed 

in terms of a mixing ratio between lake and river water, evaluated at a cross-section 

downstream of the inflow boundary. Those results are particularly sensitive to changes in 

the inflow angle. It is argued that differences in mixing rates near the inflow sections 

could affect the fate of river-borne substances in model simulations. 

B.1 Introduction 

The space-time distribution of particulate and dissolved substances in lakes and 

reservoirs, the light and nutrient availability for algal growth and, in general, the 

environment in which biogeochemical reactions occur are largely controlled by transport 

and mixing processes in the water column. Describing and understanding the physical 

processes leading to mixing and transport in the water column, hence, is the first step that 

needs to be taken to understand the chemical and biological properties of aquatic 

ecosystems, and its spatial and temporal variability. To this end, considerable efforts have 
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been devoted during the last few years to develop and apply numerical models, capable of 

solving the governing equations of fluid motion and, hence, describing the flow 

environment in three-dimensions with a high temporal and spatial resolution and low 

computational cost. Most of these large-scale flow models are based on the solution of the 

three-dimensional form of the shallow-water equations 3D-SWE, subject to the 

appropriate boundary conditions. The correct representation of the specific flow patterns 

that develop in any given water body depends mainly on the ability of the model to 

represent accurately the mass and energy fluxes (their frequency, intensity, duration and 

timing) that occur through the free surface ― and which are the drivers of motion in the 

water column ― and the morphometry of the system [Imboden and Wüest, 1995]. This, in 

turn, largely depends on how the physical space is discretized on the model grid (grid 

system). The most widely used grid system in 3D lake modeling is the Cartesian-grid 

[e.g., Hodges et al., 2000; Rueda et al., 2000; Appt et al., 2004; Laval et al., 2005; Okely 

and Imberger, 2007; Hoyer et al., 2014]. Model coding and grid definition in this grid-

system is much simpler than in others. Grid generation, for example, in unstructured-grid 

models is not a completely automatic process, requiring separate grid creation software, 

and user intervention is often need to produce a grid of satisfactory quality [Liang et al., 

2007], especially if complex topographic features are present. It is also computationally 

expensive. 

In spite of their simplicity, Cartesian grid lake models tend to produce locally 

inaccurate solutions where the shoreline is not aligned with the Cartesian grid directions 

and is represented as a staircase. A variety of approaches have been proposed to resolve 

correctly the near shore circulation. The grid resolution can be increased near the 

shoreline, for example, using ‘plaid’ structured meshes (i.e. non-uniform Cartesian grid 

spacing), adaptive mesh refinements or nested grids [e.g., Berger and Oliger, 1984; Ham 

et al., 2002; Gibou et al., 2007; Peng et al., 2010, and references therein]. Cut cells can 

also be used for the solution of the shallow water equations [Causon et al., 2000; Liang et 

al., 2007], and in this case, boundary contours are cut out of a background Cartesian mesh 

and cells that are partially or completely cut are singled out for special treatment. Other 

approaches such as the immerse boundary method of Peskin [1972, 2002], the virtual 

boundary method [Saiki and Biringen, 1996] or the Brinkman penalization method [e.g., 

Reckinger et al., 2012] introduce a source (force) term in the momentum equations, to 

represent the force exerted by solid boundaries on the fluid.  
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An additional problem arising from the Cartesian representation of lake boundaries 

is related to the simulation of river inflows and outflows, which may not be aligned with 

the grid directions (Figure B.1). Flow boundary conditions (clamped boundary 

conditions) are typically prescribed in lake models [e.g., Smith, 2006; Hodges et al., 

2000] by setting the values of the velocity components normal to the grid directions at the 

faces of the boundary cells (Figure B.1). Flow directionality with this approach, which 

will be referred to as NF-method (for normal velocity component along faces), could be 

wrong. The effects of inflows on circulation and mixing ― whether these effects are 

localized [Rueda and Vidal, 2009] or if they impact the basin-scale motions [Hollan, 

1998] ― or the fate of river-borne substances, may not be correctly simulated with the 

NF-method. Our goal is to present an alternative approach to specifying inflow and 

outflow boundary conditions in Cartesian lake models, in which flow direction is 

independent of grid alignment. It consists of using point sources and sinks of mass and 

momentum in grid cells which are next to solid boundaries, where water is added or 

detracted from the computational domain (Figure B.1). This approach, here referred to as 

SC (for sources and sinks), implies a simple-to-implement modification of the governing 

equations. The grid, in turn, does not need to be modified. The use of sources and sinks of 

mass and momentum has been successfully applied in the lake modeling literature 

 

Figure B.1 (Left) Schematic plot illustrating the entrance of river inflows at an angle with the Cartesian 

grid and (right) how these river inflows would be specified with the (top right) NF-method and the (bottom 

right) SC-method. Black arrows show the direction of the real inflows (left) and those prescribed with the 

NF-method (top right). Squares, circles and triangles show where variables are defined within a given cell. 

Crossed symbols show the defined variable is set to zero. 
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[Singleton et al., 2010] to simulate the effect of bubble-plumes on lake circulation, and, 

hence, on hypolimnetic oxygen and density fields. Here, the method is adapted to 

represent the effect of localized flows into and out of the domain, with length scales 

which are well below the grid resolution of the model. It is examined whether ignoring 

the directionality of inflows may affect or not the results of local and larger basin-scale 

simulations of mixing and transport in lakes and reservoirs. 

B.2 Methods 

B.2.1 Approach 

The SC and the NF approaches to specifying flow boundaries in a 3D-SWE model 

will be first described. These two approaches were compared in a test case in which the 

flow boundaries are aligned with the grid directions. The test consists on the simulations 

of the flow field along a straight rectangular channel with flat bottom laid out along the x-

axis. The SC-method will be then applied to the same straight channel, but in this case, 

the channel will be assumed to form an angle with the Cartesian grid directions. The SC-

method will be then applied to simulate environmental flows in a lake in which the use of 

boundaries not aligned to the Cartesian grids are needed.  

B.2.2 Governing equations with point sources and sinks of fluid. 

Assuming that (1) variations in density are negligible everywhere except in the 

buoyancy term (the Boussinesq approximation), (2) the weight of the fluid balances the 

pressure in the equation for vertical momentum (the hydrostatic approximation), and (3) a 

diffusion-like term can be used to represent turbulent fluxes of scalars and momentum 

(the eddy diffusivity concept), the Navier-Stokes equations, incorporating point sources 

and sinks of fluids, can be written as (adapted from the work of Lynch [1986]): 
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These equations comprise the 3D-SWE. They express the physical principles of 

conservation of mass for an incompressible fluid (Eqs. B.1-B.2), conservation of 

momentum (Eqs. B.3-B.4) and conservation of energy (Eq. B.5). Finally, Eq. B.6 is the 

transport equation for passive tracers, not affecting the fluid density. Here u, v, and w 

represent the velocity components in the x-, y-, and z- directions; f is the Coriolis 

parameter; g is the acceleration of gravity; θ represents temperature; O represents the 

concentration of a passive tracer in the domain; ζ is the free surface elevation; z = -D(x, y) 

is the depth of the bottom boundary measured from the undisturbed free surface z = 0; H 

is a source of heat associated with heat and energy fluxes due to atmospheric heating or 

cooling; A is the kinematic eddy viscosity and K is the turbulent transfer coefficient (eddy 

diffusivity) for temperature. The density ρ is calculated from temperature using an 

equation of state; the subscript h and v refer to horizontal and vertical directions, 

respectively; δ denotes the fluid source strength, and the ratio δ /ρ0, for a given 

computational source cell of nominal volume (= Δx × Δy × Δz), represents the volume of 

water added/detracted per unit time, divided by the nominal volume of the cell. Note that 

this term will only be non zero next to the boundaries where inflows and outflows are 

specified. The subscript 0 in Eqs. B.1-B.6 is intended to define the characteristics of the 

water being added or removed from the computational domain at a source or sink cell. 



184                                                          Appendix B. Inflow-outflow boundary conditions 

 

 

The SC-method consists of setting source-sink computational cells adjacent to the flow 

boundaries in which water is added or detracted from the domain. Note first that, as a 

result of the source-sink term in the continuity equations ― representing the addition and 

detraction of water from the domain―, the free surface elevation rises and descends and, 

hence, pressure gradients are generated near the boundaries. The velocity direction of the 

inflowing or out-flowing water (for example, inflows entering at an angle into a lake) can 

be prescribed by conveniently specifying u0 and v0. The larger is the source strength, the 

closer the velocity solution will be to u0 and v0.  

B.2.3 Hydrodynamic model  

The SC-method was implemented and tested in a 3D-SWE model [Smith, 2006], 

which has been previously used and validated against analytical solutions and field data 

sets collected in a variety of environments [Rueda and Cowen, 2005; Rueda and 

MacIntyre, 2010, and references therein]. The governing equations (B.1-B.6) are first 

posed in layer-averaged form by integrating over the height of a series of horizontal 

layers separated by level planes. The layer-averaged momentum equations are solved 

using a semi-implicit, three-level, iterative leapfrog-trapezoidal finite difference scheme 

on a staggered Cartesian grid. The semi-implicit approach is based on treating the gravity 

wave and vertical diffusion terms in the momentum equations implicitly to avoid time-

step limitations due to gravity-wave CFL conditions, and to guarantee stability of the 

method. All other terms, including advection, are treated explicitly. The leapfrog-

trapezoidal algorithm used for time stepping gives second order accuracy both in time and 

space. The variables are arranged in space on a C-Arakawa staggered Cartesian grid, with 

the flow variables defined at the interfaces, and the scalars and the pressure at the cell 

centers (Figure B.1). Non-active (i.e. tracers) and active (i.e. temperature) scalar transport 

equations were solved using a two-level semi-implicit scheme, in which only vertical 

diffusion is discretized implicitly. The advection terms in the transport equation for 

scalars are discretized with flux-limiter methods [e.g., Durran, 1999]. Turbulent mixing is 

represented in the 3-D model using diffusion-like terms. A Laplacian operator with 

constant mixing coefficients (horizontal eddy viscosity Ah or diffusivity Kh) is used in the 

model to represent horizontal mixing of momentum and scalars. Vertical eddy 

coefficients of mixing Kz are calculated using a two-equation model originally proposed 

by Mellor and Yamada [1974], and later modified by Kantha and Clayson [1994]. This 
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turbulent modeling approach is typically used in large scale models for geophysical flows 

due to their reduced computational burden. The discretized form of the depth-averaged 

continuity equation, governing the changes in the free-surface elevation (Eq. B.2) is given 

by  
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Here, U and V are the volumetric transport in x- and y- directions, respectively; ∆t 

is the time step, ∆x and ∆y are the horizontal size of a cell in x- and y-, respectively; 

subscripts (i, j, k) denote the spatial location in the computational grid, and the 

superscripts (n), the time t level at which the variable is evaluated. The symbols k1 and km 

denote the first (shallowest) and last (deepest) layer in a water column respectively. In the 

course of the computations for a given time step, the volumetric transports at time n+1 in 

the momentum equations are expressed as a function of the free surface at that time, i.e. 

U
n+1

 = f(ζ 
n+1

) and V
n+1

 = g(ζ 
n+1

) (see Table B.1), and substituted in Eq. B.7 to yield a 

sparse symmetric positive-definite system of equations for ζ 
n+1

. The matrix problem is 

then solved using a conjugate gradient iterative method (see Smith [2006] for details). 

Flow boundaries in the NF-approach are prescribed by setting the values of volumetric 

transports in Eq. B.7 to their known values. These, in turn, are estimated from observed 

flow rates QFB, assuming a uniform distribution of velocities along the flow boundaries. 

In the SC-approach, instead, a source-sink term (Table B.1) is added to f (ζ 
n+1

) or g (ζ 
n+1

) 

in the momentum equations during the solution process. Distinguishing between 

boundaries acting as sources (inflows) or sinks (outflows) is done by prescribing positive 

or negative flows QFB at the boundary cells, respectively. Flows are prescribed on the E 

face of a computational cell by adding the source term (E) given in Table B.1, to f(ζ 
n+1

) 

in the momentum equations for the volumetric transport U at (i+1/2, j). Flows across the 

N face (i, j+1/2) are prescribed by adding the source term (N) to g (ζ 
n+1

) in the 

momentum equations for the volumetric transport V at (i+1/2, j). Note that those source-

sink terms can only be added to faces within the computational domain, for which 

momentum equations are being solved. Note also, that the source terms include fractions 
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Table B.1 Functions f (ζ 
n+1

) and g (ζ 
n+1

) for the expression of the volumetric transports U and V 

at time n+1 in the momentum equations, and source-sink terms E and N, added to f (ζ 
n+1

) and g (ζ 
n+1

) respectively, to prescribe flow in the SC approach. 

Term Discretized form
(1,2,3,4)

 

f(ζ 
n+1

) 

 

 

       

       


























 































 






























































































1

2/1,,2/1

1

1,,2/1

1

,,2/1

1

2/1,,2/1

1

1,,2/1

1

,,2/1

2/1,,2/1

1

2/1,,2/1

1

,,2/1

1

1,,2/1

1

2/1,,2/1

1

,,2/1

1

1,,2/1

2/1,,2/1

1

,

1

,1

1

,

1

,11

,,2/1

1,,2/1
,,2/1,,2/1

1

,,2/1

//

//

ˆ

n

kji

n

kji

n

kji

n

kji

n

kji

n

kjin

kjiV

n

kji

n

kji

n

kji

n

kji

n

kji

n

kjin

kjiV

n

ji

n

ji

n

ji

n

jin

kji

n

jin
kjikji

n

kji

h

uu

h

hUhU
At

h

uu

h

hUhU
At

h
x

t
gUU 





 

g(ζ 
n+1

)  

       

       


























 































 






























































































1

2/1,2/1,

1

1,2/1,

1

,2/1,

1

2/1,2/1,

1

1,2/1,

1

,2/1,

2/1,,2/1

1

2/1,2/1,

1

,2/1,

1

1,2/1,

1

2/1,2/1,

1

,2/1,

1

1,2/1,

2/1,2/1,

1

,

1

1,

1

,

1

1,1

,2/1,

1,2/1,
,2/1,,2/1,

1

,2/1,

//

//

ˆ

n

kji

n

kji

n

kji

n

kji

n

kji

n

kjin

kjiV

n

kji

n

kji

n

kji

n

kji

n

kji

n

kjin

kjiV

n

ji

n

ji

n

ji

n

jin

kji

n

jin
kjikji

n

kji

h

vv

h

hVhV
At

h

vv

h

hVhV
At

h
y

t
gVV 





 

Source 

term E 

 
n

kji

E

n
kji

i

ii

j

jj

km

k

n
kji

n

FB h

hy

Q
t

BCend

BC

BCend

BC

,,2/1

,,

1

,,

1

1 1



  









  



  

Source 

term N 

 
n

kji

N

n
kji

i

ii

j

jj

km

k

n
kji

n

FB h

hx

Q
t

BCend

BC

BCend

BC

,2/1,

,,

1

,,

1

1 1



  









  



  

(1) 
The overbar on a layer height h or density ρ variable is used to represent a spatial average in the x- or 

y- direction between adjacent values  
(2) 

The double overbar denotes average of layer heights. 
(3) 

^ denotes a solution for the layer volumetric transport that includes only the contribution from the 

advection, Coriolis, baroclinic pressure and horizontal diffusion terms, treated explicitly in the semi-

implicit scheme.  
(4)

 αE and αN = fractions of total flow across the East and North faces of a water column respectively (αE 

+ αN =1). 
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of the total flow entering in a given water column, that flow across the E and N faces (αE 

and αN in Table B.1, respectively).  

B.2.4 Simulations in a straight channel aligned with the Cartesian grid  

The steady-state flow through an 8-m long straight channel of rectangular cross 

section and flat bottom was simulated in this first test (Figure B.2). The channel was 1m 

wide, and the water column was initially 0.6 m deep. The computational cells were (∆x, 

∆y, Δz) = (0.1, 0.1, 0.12) m in the x-, y- and z- directions, respectively, with a total 

number of wet grid cells of 10, 80 and 5 in each direction. The time step ∆t was set to 0.2 

s to meet the advection Courant number criterion (Ca ≤ 1). For these runs Ca (= u∆t/∆x) 

was O (10
−1

). Flow boundary conditions were set both at the inflow and outflow sections. 

Flow rates in and out of the domain were both equal and fixed to 0.18 m
3 

s
−1

 in all cases. 

The water was initially quiescent and the model was run until steady state. In this first 

series of simulations (A-simulations) the channel was aligned with the x-grid direction 

(Figure B.2) and, thus, the flow boundaries were specified normal to the E- and W- 

boundaries. Both the NF- and the SC- approaches were used to represent flow boundaries.  

The slope of the free surface I along the channel in this problem should follow the 

expression (see Chaudhry [1993], for example): 
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     (B.8) 

Here ζ1 and ζ2 represent the water free surface elevation at the entrance and at the 

end of the channel, respectively, L is the channel length, S0 is the bottom slope, and Sf is 

the longitudinal slope due to friction. The Froude number Fr is defined in terms of the 

mean streamwise velocity us, the acceleration of gravity g, and the depth D of the 

channel, Fr = us/(gD)
1/2

. The frictional slope, in turn, was estimated as Sf = Cd Fr
2
. If the 

bottom is level, S0 = 0. Under subcritical conditions (Fr < 1), such in this case, the water 

surface elevation decreases in the flow direction (I < 0). The free surface solutions of the 

model were compared against the theoretical result given by Eq. B.8. The error in the free 

surface solution was quantified using the bias ε, which is defined in terms of the 

theoretical It and the modeled Ii slopes as 
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The simulated slopes were estimated from the free surface solution at all 

computational cells existing 1 m away from the boundaries. Velocity and vertical eddy 

viscosity profiles calculated with the NF- and SC- approaches were compared at several 

points located at the center of the domain (Section b in Figure B.2) or close to the 

boundaries (Sections a and c in Figure B.2). The differences between approaches were 

quantified as  
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Here Ψ represents laterally-averaged values (either velocities or Kz), and the 

subscript 0 refers to values of the reference simulation, here taken as that conducted with 

the NF-method. The overbar represents depth-averaged values. Note that the error is 

 

Figure B.2 Configuration sketch of the two sets of experiments: set A (top) and set B 

(bottom), and location of sections a, b and c for the evaluation of velocity profiles. 
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given in non-dimensional form, as a percentage of the mean laterally-averaged value of a 

given variable in a given section.  

The simulations were run with different values of Cd ranging from O (10
−3

) to O 

(10
−1

) and constant horizontal eddy diffusivities (Kh) of 10
−2

 m
2
 s

−1 
(Table B.2). The 

model was set to run (also valid for sections Simulations in a straight channel at an angle 

with the grid-Simulations of laterally-unconfined inflows to a lake) using a second-order 

space-centered method for momentum advection and 2 trapezoidal iterations, without 

smoothing of the leapfrog solution.  

B.2.5  Simulations in a straight channel at an angle with the grid  

  On a second series of simulations, the channel was rotated 45º anticlockwise 

relative to the x-axis (Figure B.2). This channel is referred to as the B-channel, and the 

simulations conducted are referred to as the B-simulations (Table B.2). Note that, in this 

case, the lateral boundaries are not straight lines, but are represented as a staircase, which 

might affect the solution. The flow boundary conditions were prescribed using the SC-

method, with velocities aligned with the main axis of the channel. In these B-simulations, 

though, the total flow was split in equal parts across the N and E faces of the boundary 

cells (αN = 0.5 and αE = 0.5). The same values for Cd and constant Kh as in the A-

Table B.2 Bias (%) of free surface elevation slopes I. A- (channel aligned with the grid) and B- 

(rotated channel) simulations. The presence of hyphens in the last column indicates that no 

simulation was performed for the corresponding value of Cd and grid resolution. 

Simulations A B 

∆x =∆y (m) 0.1 0.1 0.1 0.05 0.01 

  BC
(1)

 

Cd  

NF SC SC SC SC 

0.002 0.37 1.54 3.6 1.2 1.62 

0.004 1.07 0.84 4.1 1.6 - 

0.006 1.13 1.15 3.4 2.2 - 

0.008 1.33 1.22 3.3 2.2 - 

0.02 1.34 1.22 3.3 2.4 0.48 

0.04 1.28 1.20 3.3 2.5 - 

0.06 1.31 1.23 3.4 2.6 - 

0.08 1.33 1.24 3.4 2.7 - 

0.1 1.33 1.24 3.5 2.7 - 

0.2 1.33 1.25 3.5 2.8 0.91 

(1) 
BC = type of flow boundary approach.  
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simulations were used here. Three more grids were tested with higher (∆x = ∆y = 0.05 m, 

with 16430 wet grid cells, and ∆x = ∆y = 0.01 m, with 399035 wet grid cells) and lower 

(∆x = ∆y = 0.2 m, with 995 wet grid cells) resolution in the horizontal to assess the effects 

of the staircase representation of the channel banks − as a result of the use of a Cartesian 

grid − on the modeled free surface slope. The time step ∆t was set to 0.5 s, 0.01s and 

0.002 s at simulations with the 0.2 × 0.2 m, the 0.05 × 0.05 m and the 0.01 × 0.01m 

resolution grids, respectively, to meet the criterion Ca ≤ 1. To compare these results with 

those with A-simulations, the simulated results within the first and last meters of the 

channel length were ignored, to avoid the influence of the boundary conditions. Velocity 

profiles calculated in the B-simulations were also compared at the center of the domain 

(Section b in Figure B.2) with those calculated in the A-simulations using the NF-method 

for boundary conditions. The solutions near the boundaries (Sections a and c in Figure 

B.2) were also compared. 

B.2.6 Simulations of laterally-unconfined inflows to a lake 

The model was used to simulate near-field (initial) mixing and transport processes 

associated with a negatively buoyant inflow, the Izbor River, into a small reservoir, Lake 

Béznar (36º55'N, 3º31'W, Figure B.3a), in southern Spain. The reservoir has a maximum 

depth of 83.7 m at the dam, and a maximum length of ≈ 4 km. The bottom slope along the 

thalweg is rather steep (2-3%), similar to many other reservoirs in southern Spain. In 

September 2009, the Izbor River formed a narrow (≈ 2 m) and shallow channel, 

discharging ≈ 1 m
3
s

−1
 into a small ‘inflow basin’ of 30-40 m wide and 200-250 m long 

(Figure B.3b). The shoreline at that time, widened suddenly downstream of the inflow 

basin, to reach nearly 400 m at 600 m distance from the inflow section. The inflowing 

plume did not enter perpendicular to the shoreline, but forming an angle φ (≠ 90
o
) which 

changed from day to day, and even hourly (Figure B.3c and Figure B.3d). Our goal is 

then to evaluate whether inflow angles could affect or not the initial mixing rates between 

the river plume and the ambient water, and hence, could determine the fate of inflow 

water in the simulations. 

The model grid was constructed with a bathymetry provided by the local 

government, using ∆x = ∆y = 2 m, and ∆z = 0.1 m, with a total number of 86585 wet grid 

cells. Δt was set to 0.3 seconds, Cd was set to 0.003 [Smith, 2006], and Ah = Kh ≈ 5 × 10
−2
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m
2
 s

−1
 [Madsen et al., 1988]. The reservoir was initially at rest with horizontal isotherms. 

A stratified temperature profile collected in-situ on day 253 in 2009 at 20.00 hr (not 

shown) was used to initialize the temperature field in the model. The free surface 

elevation and temperature gradients were set to zero on the eastern boundary of our 

computational domain (Figure B.3b). Inflows into the lake were simulated as occurring 

through a three-layer water column on the western boundary, injecting 19
o
C water with a 

constant flow rate Q0 = 0.77 m
3 

s
−1

. Inflow temperature corresponds to the daily average 

temperature measured in the field on day 253. Once the hydrodynamic steady state was 

reached (after ≈ 10 hr), a conservative tracer ― with a concentration C0 = 100 ppb ― was 

injected with the inflow for 3 hours. A set of 17 simulations were conducted with 

different inflow angles φ ranging from 0º ― when the river entered the basin towards the 

North (Figure B.3b) ― to 180º. The different inflow angles were simulated with the SC-

method by prescribing the fractions of the total inflow rate, flowing across the S, E and N 

faces of the inflow cells. Tracer concentration and velocity fields at a cross-section 

 

Figure B.3 (a) The Lake Béznar bathymetry with isobaths every 10 m (modified from Vidal et al. [2007]). 

The shadow area marks the inflow basin. (b) Inflow basin with isobaths every meter (computational 

domain). We define the cross section X-1 and an inflow angle of the plume φ = 90º. (c,d) Photographs of 

the inflow basin at Lake Béznar during an artificial tracer release experiment undertaken on day 253 in 

2009. The inflow angle of the plume φ is marked. These pictures show that the inflow angle φ varied 

during the dye injection (3 hours). 
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located 100 m downstream of the inlet (X-1, Figure B.3b) were averaged in time during 

the last hour of release, and the time-averaged values were used to characterize the level 

of mixing between the inflowing plume and the ambient water in the inflow basin. 

Mixing rates between the river and lake water were calculated from average tracer 

concentrations C in the density current at section X-1, in terms of the mixing ratio Γ = 

C0/C [Fleenor, 2001]. The density current at section X-1 was assumed to represent the 

layer exhibiting eastward motion.  

B.3 Results and Discussion 

B.3.1 Simulations in a straight channel aligned and at an angle with the 

Cartesian grid 

Biases in the free-surface slope were of the same order of magnitude (εI < 2%, 

Table B.2), independently of whether the NF- or the SC-method was used to prescribe 

boundary conditions. Biases in the simulations conducted in the B-channel were also of 

the same order of magnitude as in the A-simulations (Table B.2). Biases in this case 

decreased with increasing grid resolution, and they were always ε < 5% (Table B.2). 

These sets of simulations suggests that the staircase representation of the lateral 

boundaries channel affects the solution, but weakly. The SC-method, in general, over-

predicted the water surface elevations near the boundaries (Figure B.4a and Figure B.4b). 

For example, for Cd = 0.2, the predicted values of ζ in the reference simulation were 0.25 

cm, 0.22 cm and 0.20 cm at a distance of 1∆x, 2∆x and 3∆x from the inflow boundary, 

respectively. The values of ζ at those same distances from the inflow boundary, calculated 

with the SC-method in the A-channel were 0.93 cm, 0.23 cm and 0.20 (Figure B.4a). 

Overall, the free surface solution calculated with the SC- and NF- boundary approaches 

converged within the length of three grid cells both at the inflow and outflow boundaries. 

The overestimation of ζ at and immediately near to flow boundaries with the SC-method 

is the result of the source term in the continuity equations (Eqs. B.1-B.2), which generates 

pressure gradients associated with the slope of the free surface elevation. Outside this 

boundary region, differences in the free surface solution were ≈ 0.1 %. 

The streamwise velocity profiles at the center of the channel were logarithmic and 

differences between surface and bottom velocities increased as Cd increased (Figure B.5). 
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Differences between boundary methods were εp < 0.4 % in the A-simulations and εp ≈ 1% 

in the B-simulations (Table B.3). Errors increased near the inflow and outflow boundaries 

both in the A- and B-simulations. At sections a and c (Figure B.2), for example, the errors 

in the A-simulations were up to 5 % and 2% respectively. The errors in the B-simulations 

were similar (8% and 4% at sections a, c) (Table B.3, Figure B.4c and Figure B.4d). 

Vertical diffusivities Kz and water surface elevations also differed near boundaries. For 

example, for Cd = 0.2, at section a, the differences in Kz, εp, were up to 65% and 90% in 

the A- and B-simulations, respectively (Figure B.4e). At section c, though, these 

differences were only 1% and 7%, for A- and B-simulations, respectively (Figure B.4f). 

 

Figure B.4 (a, b) Free surface elevations (ζ), (c, d) laterally-averaged streamwise velocities (US) 

and (e, f) laterally-averaged vertical diffusivities (Kz) near the inflow (a, c, e) and outflow (b, d, f) 

boundaries (sections a and c in Fig. 2) for A- and B- simulations and the NF and SC methods to 

prescribe flow at boundaries. ∆x = ∆y = 0.1 m, ∆z =0.12 m and Cd = 0.2. 
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B.3.2 Simulations of laterally-unconfined inflows to a lake 

In the simulations of laterally-unconfined inflows in Lake Béznar, initial mixing 

rates downstream of the inflow section Γ varied from 2.9 to 3.4 depending on the inflow 

angle φ of the river plume (Figure B.6). These estimates of initial mixing rates are in the 

upper range of possible values reported in the literature. Ryan and Harleman [1971], for 

example, is one of the earliest references on initial mixing in the plunge region, and report 

values of Γ ranging from 1.5 to 3.0 in their laboratory experiments. Johnson and Stefan 

[1988] even report values of Γ as high as 4.5 in their series of inflow laboratory 

experiments in flat diverging channels, for the largest diverging angles. Despite being 

higher than previously reported in other lakes ― which are, in all cases, below 1.7 [Elder 

and Wunderlich, 1978; Hebbert et al., 1979; Ford and Johnson, 1983] ―, modeled 

values of Γ agree with field observations in Lake Béznar [Cortés et al., 2014].  

In our simulations, initial mixing rates tended to be bigger (Γ > 3.1) for the largest 

inflow angles (φ > 120º), but smaller (Γ < 3.1) for northward inflows (φ < 120º). The 

largest dilutions Γ were predicted for φ = 166º, with the river jet pointing south. Dilutions 

of ≈ 2.9 were estimated when the river inflows pointed north (φ < 90º). Those differences 

of up to 20% in initial mixing ratios can be the result of differences in the extent of the 

momentum dominated region xm, near the inflow section, before the river plunges. In this 

region, river inertia exceeds buoyancy forces and, as a result, large horizontal velocity 

gradients develop leading to large mixing rates. The distance xm from the inflow section 

to the plunge point for a free buoyant jet entering perpendicular to the lake boundaries 

 

Figure B.5 Laterally-averaged streamwise velocities (US) at the centre of the A- and B-channels 

(∆x = ∆y = 0.1 m and ∆z = 0.12 m) with the NF- and SC- flow boundary approaches; (a) Cd = 

0.002, (b) Cd = 0.02 and (c) Cd = 0.2. 
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(i.e. φ ≈ 90
o
) can be estimated from the hydraulic and buoyant characteristics of the 

inflow, the slope angle of the basin and a lateral entrainment constant, using the semi-

analytical model of Hauenstein and Dracos [1984]. For Lake Béznar xm is approximately 

100 m, which agrees with the results of our simulations with φ ≈ 90
o
 (Figure B.7b). The 

river forms a free jet for inflows entering nearly perpendicular to the shoreline (φ ≈ 90
o
, 

Figure B.7b). Moreover, in that case, the buoyant jet does not intersect the physical 

boundary and the momentum dominated region develops freely in the inflow basin. For 

inflow angles φ ≈ 0 or φ ≈ 180
o
 (Figure B.7a and Figure B.7c, respectively), in turn, the 

extent of the momentum dominated region becomes limited by the geometry: the buoyant 

impinges on the shoreline, as shown by the tracer concentration field at the bottom layer 

on the inflow basin. Moreover, the jet tends to become attached to the boundaries. Hence, 

one might expect lower dilution rates for angles φ ≈ 0 or φ ≈ 180
o
. Note, though, that the 

interface at the study section X-1 between the density current and the ambient water tilts 

at different angles, depending on the inflow angle, as shown by the white line in Figure 

B.7d, Figure B.7e and Figure B.7f, based on the longitudinal velocity direction. As a 

result of differences in the tilt in the interface, one expects differences in the area of 

contact Sc between the river and lake water and in the shear in the flow field. In general, a 

larger area of contact between the river and lake water is observed when inflow angles are 

φ ≈ 180
o
 (Figure B.7f). Thus, the magnitude of the vertical eddy diffusivity, and thus the 

shear between the current and the lake water, at the interface kzi tend to be larger for 

southward pointing inflows (Figure B.7g and Figure B.7h). For example, the average 

 

Figure B.6 Simulated values of initial mixing rates Γ at X-1 in the inflow basin of Lake 

Béznar as a function of the inflow angle φ 
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differences between the vertical diffusivity at the interface for two extreme inflow angles 

(i.e. φ ≈ 0 and φ ≈ 180
o
) are 45% higher when the river enters toward the south, and the 

average differences of the river-lake area of contact are also 30% higher for φ > 120
o
 

(Table B.4). As a result, maximal mixing ratios are simulated for φ > 120.  

The intrusion depths of the river plumes, and hence, the fate of river-borne 

substances, as simulated in lake models, might differ depending on the inflow angle used 

and hence, on the initial mixing rate between lake and river water. Given that river 

inflows represent one of the major sources of nutrients to river valley reservoirs 

[Kennedy, 1999], inflow angles might also be important in determining the ecosystem 

response. In the uncertainty analysis conducted by Ayala et al. [2014] in Lake Béznar 

with a one-dimensional lake model [Rueda et al., 2007, Chung et al., 2008], the initial 

mixing ratio was allowed to vary randomly within the range of values reported in the 

literature, from 1 to 4 [Ayala et al., 2014]. The model in that work was used to simulate 

the fate of river inflows and the loads of river-borne nutrients (phosphorus, in particular) 

in the surface mixed-layer SML during a period of 180 days in 2010. From those 

experiments, a set of i = 300 pairs of simulations were selected, with Γ in each pair (Γ1, 

Γ2) differing in 0.5 (i.e. Γ2(i) = Γ1(i) + 0.5), as found above for different inflow angles. 

The intrusion depths were, on average, 10% smaller and the phosphorous loads into the 

SML were 11% bigger in the simulations conducted with the biggest initial mixing ratios. 

The maximum differences in P loads could be of up to 100%, at times with peak loading 

rates. These maximal loads tended to occur, either at the start or the end of the 

stratification period [Ayala et al., 2014]. These differences in P loads were significant in 

Table B.3 εp (%) of the streamwise velocity profiles near the inflow section (section a), at the 

centre of the channel (section b) and near the outflow section (section c) for solutions with the SC 

approach. A- and B- simulations. Grid resolution 0.1×0.1×0.12 m. 

Section Cd A B 

a 0.002 0.11 1.07 

 0.02 0.95 1.84 

 0.2 5.16 8.32 

b 0.002 0.10 1.03 

 0.02 0.16 1.19 

 0.2 0.25 1.24 

c 0.002 0.92 1.03 

 0.02 1.91 1.75 

 0.2 1.74 3.87 
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the statistical sense (at the 95% confidence level), and could be important from a water 

quality modeling perspective, depending on the sensitivity of the phytoplankton growth to 

nutrient concentration, and depending on the availability of nutrients in the SML. In any 

case, these results suggest that inflow angles should be accurately represented, at least 

when dealing with simulations of laterally-unconfined inflows in reservoirs. The SC-

boundary method, in these cases, provides a simple and straightforward approach to 

account for the inflow angel in Cartesian grids.  

B.4 Summary and Conclusions 

 Sources and sinks (SC) in the governing equations defined along flow boundaries 

can be used in 3D hydrodynamic and transport models to simulate the effects of inflows-

outflows. This is an alternative and more flexible approach to define flow-boundary 

conditions in Cartesian grid models compared to the most commonly used approach (NF) 

in which velocities that are normal to the boundary faces are prescribed. Using the SC-

approach, not only inflow magnitude, but also its direction (whether it is aligned or not 

with the grid axis) can be correctly represented. The approach was applied to simulate 

flows along a straight rectangular channel not aligned to the Cartesian axes. The error, 

when using a second-order space-centered method to discretize momentum advection 

terms together with the SC-boundary method, is comparable with that existing in the 

Table B.4 Mean modeled values of the area of contact Sc and vertical eddy diffusivities at the 

interface kzi for different sections ant two different inflow angles φ in Lake Béznar. 

 Kzi
 
(× 10

−4
)

 
 

(m
2
 s

−1
) 

Sc  

(m
2
) 

  φ
(1)

 

xs(m)
(2) 

 
14º (N) 166º (S) 14º (N) 166º (S) 

20 0.522 0.704 0.7 0.8 

30 0.688 1.414 1.0 2.6 

40 0.046 3.038 1.6 4.6 

50 0.302 3.713 2.2 4.6 

60 0.025 1.737 2.8 6.2 

70 0.019 6.514 2.8 5.8 

80 0.605 7.458 3.2 6.6 

90 1.075 5.107 3.0 8.6 

100 (X-1) 1.615 5.271 5.0 6.0 

(1) 
N = northward and S = southward;  

 (2) 
xS = Distance from the inflow section. 
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simulations conducted in a channel aligned with the Cartesian axis and using the NF-

boundary method. Only near the boundaries, the SC- and the NF-approaches diverge.  

 In a series of simulations of a small scale negatively buoyant inflow into a 

reservoir, initial mixing rates between the river and the lake water in the inflow basin 

appeared sensitive to direction of the inflows. Mixing rates varied up to 20% depending 

on the inflow angle φ. As a result of the changes in the inflow direction, significant 

differences in intrusion depth, the timing of entrainment of the intrusions in the surface 

 

Figure B.7 Lake Béznar simulation results averaged during the 3 hr of tracer injection (t = 10-13 

hr). [a,b,c] Tracer concentration field at the bottom layer of the inflow basin; it describes the 

pathways of the density current at the inflow basin as a function of the inflow angle, where (a) φ = 

14º; (b) φ = 90º; (c) φ = 166º. [d,e,f] Cross sectional X-1 longitudinal velocities (u) field, where the 

arrows mark the tangential-vertical (v-w) velocity field, considering different inflow angles (d) φ = 

14º; (e) φ = 90º; (f) φ = 166º. The white line marks the interface of the density current according to 

a velocity criterion. [g,h] Cross sectional decimal logarithmic vertical eddy diffusivity (log10 [Kz]) 

field along 6 different cross-sections from the inflow to X-1 (x = 100 m) for two extreme inflow 

angles (g) φ = 14º (north); and (h) φ = 166º (south). The green arrows correspond to the inflow jet 

direction. 
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mixed layer, and consequently, the fate of river-borne substances in the reservoir are 

likely to occur. Hence, being able to represent inflow inertia and direction in laterally-

unconfined inflows is required for accurate predictions of the fate of river-borne 

substances.  
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