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CONSTRATINTS ON ALLOMORPHY IN INFLEXION
Andrew Carsteirs

ABSTRACT

This thesis is concermed with the search Por congtraints
on the relationship between morphosyntactic properties and their
inflexional exponents =-- more precisely, constraints on deviation
from the maximally simple ‘agglutinative’ pattern of one exponent
to one property and vice versa. Three principal constraints are
proposeds the Peripherality Constraint, the Paradigm Economy
Hypothesis an@ the Systematic Homonymy Claim.

The Peripherality Constraint specifies that the realisstion
of a morphosyntactic property may be 'mensitive to' a property
realised more centrally in the word (1.e. closer to the sten)
tut not to one realised more peripherally, unless it is sensitive
in the same way to all the more peripheral properties in the
same category.

The Paradigm Economy Hypothesis concerns the upper limit
on the number of distinect inflexional paredigms (declension-types
or conjugation-types) into which the inflexional resources (af-
fixes, ablaut etc.) of any part of speech in any language may be
' organised. Given an appropriate definition of 'paradigm', this
upper limitiis argued to be extremely stricts no more paradigms
may occur than are required to put all the inflexions to work.
This hypothesis has to be relaxed to permit 'paradigm mixture',
at only under narrowly specifiable conditions.

The Systematic Homonymy Claim presupposes a distinction -
between those homonymies within an inflexlonal paradigm which are
syetematic and those which are acclidental from the moxphological
point of view. It 1s argued that systematic homonymies can occur
only under certain morphological conditions, the principal class
of systematic homonymies ('syncretisms’) being ones where the
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norphosyntactic conditloning factors are ‘realised simultaneously
with the neutralised propertles.

Evidence for these clalms 1s drawn from a number of lan-
guages, both Indo-Furopean and non-Indo-European (inecluding Hun-
garian, Zulu, Turkish, Dyirbal and Fulfulde). Suggestions are
made about priorities for future work on the ‘theory of inflexional
noxrphology. ‘
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CHAPTER T
INTROTUCTION
1.1 Aims

The aim of this thesis is to propose and defend certain
generalisations about morphological behaviour. These genera~
lisations are intended to be valld fbr all languages which ex-
hibit morphological behaviour of the relevant kinds and are
therefore, in that sense, claims about linguistic universals.
They concern inflexional morphology, and more particularly the
relationship between morphological 'expression' and ‘'content!'

(or 'signifiant' and 'signifié').

Inflexional morphology has not been a popular topic for
linguistic research, at least in the English-speaking world,
for several decades. Because of this, I have thought it neces-
sary to devote considerably more space in this introduction to
fundamental matters of definition and method than one would ex-
pect to see devoted to such matters today in a doctoxal thesis
on syntactic or phonological theory. And, since the very fact
that I have embarked on this topic implies that T believe the
recent neglect of inflexional morphology to have been at least
partly unjustified or mistaken, it seems appropriate to say some-
thiné too about the reasons for this neglect and the way in
which my present work relates to earlier work on morphology.
One purpose of this introduction, then, is to suggest to scep-
tical readers that there are indeed neglected questions of ge-
neral linguistic interest worth asking about inflexional morpho-
logy; and I hope that the succeeding chapters will reinforce
this suggestion, whether or not I succeed in persuading readers
of the correctness oxr plausibility of all the answers I offer

to these questions.

In the final chapter I list some topics for future research.
T include this list because I regard what I achleve in this

thesis as, at best, the laying of some of the foundations for
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what I believe will ultimately be an impressive and complex
structure, to whose building many 1inguists‘will contribute:

an adequate theory of morphology. Very probably, some of these
foundations will have to be taken up and re~laid. But, in any
case, it seems important to indicate what I think the next most
pressing questions will be, if the claims made in this thesis

are broadly accepted.

1.2 Assumptions and definitions

All languages relate sounds to meanings, and do so partly
through attributing significance to the oxder of meaningful
units smaller than the total utterance (or sentence). The
first of these remarks is quite banal. The second is somewhat
less so; 1t is not loglcally necessary that a communication sys-
tem for use by human beings should be ‘articulated' (in Martinet's
sense) at two levels, the phonological and the syntactic; but
the fact that language is so articulated is one of the few ele~
ments of common ground among all serious students of language.

Tt follows that the deseription of any language will involve a
distinction between its phonology on the one hand and what we

can loosely call its syntactic~semantic apparatus on the other.
By no means all languages, however, display the sort of behaviour
vwhich in a traditional grammatical description of Greek or Iatin
' is treated under the heading 'inflexional morphology'. It has,
moreover, been notoriously difficult to arrive at a satisfactory
general definition of the term 'word', designating the linguistic
unit whose internal structure is the subject-matter of morpho-
logy. These are two of the reasons why some linguists have not
merely neglected morphology as uninteresting but actually denied
its existence as a distinct component of grammar altogether.l
The first asSumption that I will make is that this is incorrect,
and that in many languages one can identify grammatical units =-
'words' -- with an internal structure which differs more or less
from that of sentences and which therefore cannot be described
adequately by reference only to the rules of sentence structure
or syntax. For arguments to back up this assumption, the sceptic

can turn to Peter Matthews's books on morphology (e.g. Matthews
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19745 2-8).

I assume also Matthews's notions of ‘morphosyntactic cate-
gory' and 'morphosyntactio property’ (1972; 161-162; 19745 66,
136). Morphosyntactic properties are what inflexions express
or realise, such as Masculine Gender, Past Tense or Accusative
Case; I regard them as constituting the inflexional 'content'
(as opposed to 'expression') referred to in the first paragraph
of this introduction. Moxphosyntactic categories are classes
of contrasting and mutually exclusive morphosyntactic properties,
such ag, in Iatin, Gender, Tense and Case. Each category, to-
gether with theproperties it contains, is applicable to one or
more parts of speech or word~classes. I adopt here, as I do
throughout this thesis, Matthews's practice of giving a capital
initial letter to the names of morphosyntactic categories and
properties. For brevity, I will often omit the word "morpho=-
syntactic', but all references to categories and properties
should be underdtood as references to morp@%yntactic ones unless
I make it plainlthat I am using these terms in some other way.
In particular, I will not use 'category' in the sense of 'word-

class' or 'part of speech'.

The set of categories and properties relevant to one

" language is not necessarily the same as that relevant to the
next.‘ This could hardly be otherwise, given that there are
'isolating" languages which have no inflexion at all and con=-
sequently no morphosyntactlc properties, according to my defi-
nitiony that is, in an isolating language like Vietnamese, for
example, verbal tenses (if they exist) must be purely syntactic
or semantic, and cannot be called morphosyntactic. The non-uni-
versality of categories and properties, in this sense, is so ob-
vious as to be hardly worth mentioning. But it leads directly
to a problem which is far from banal, namelys what are the cri-
teria for identifying the morphosyntactic properties and cate-

gories relevant to a given language?

My answer to this question resembles the answer that I
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will give to various other fundamental questions of definition.

To arrive at a watertight set of criteria would involve discussion
of, and decisions about, a number of problems quite far removed
from the aim of this thesis, such as the handling of syntactic
'cooccurrence restrictions' in the widest sense (including con-
cord and 'sequence of tenses'), and the distinction between in-
flexion and derivation. But there are enough clear examples of
inflexion, involving morphosyntactie properties that are fairly
straightforwardly identifiable, to provide us with a core of
material io‘begin our investigation. Refining the criteria

to cope with the more controversial penumbra can wait until

we know whether our study of the core material looks like yielding
profitable resulis in the shape of interesting (iae. readily
falsifiable but nevertheless unfalsified) generalisations; and

at that stage we can legitimately allow our provisional results

to influence our decislons.

Despite the Jjustification Just given for doing without a
watertight definition of 'morphosyntactic property' at this.stage,
it may be felt that I ought to supply something firmer than merely
an appeal to general agreement about what constitute 'core in=-
stances' of inflexion, and that I ought in particular to say
something about the notoriocusly hazy boundary between inflexional
and derivational morphology. But the fact that I do not attempt
to férmulate that distinction precisely here is not a serious
deficiency, because {despite the title of this thesis) none of
of the claims or suggestions I will put forward hinges on where
one draws the line between inflexion and derivation, or even on
the assumption that there is a line to be drawn.2 In other
words, none of my generalisatlions, as presented, depends cru-
cially on excluding ‘derivational' phenomena from its scope,
and I leave open the possibility that these generalisations
may be applicable to morphological behaviour which would tradie

tionally be labelled 'derivational'.

That sald, one can nevertheless identify a kind of spectrum

of morphological behaviour with 'derivational' and 'inflexional'
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extremes. Most linguists will probably agree in calling a mor-

phological process (of affixation, for example) 'inflexional’

if it has all the following characteristicss

(a) it expresses a meaning (or realises a property)
which all members of the relevant word-class can
manifest (that is, the expression of that meaning
is totally 'productive');

(b) it is in complementary distribution with some
other process or processes Which realise the same
property (that is, allomorphy is involved);

(c) the property which it realises is one of a finite
set (or 'category') of mutually exclusive properties,
one of which must be manifested in every word-form
belonging to the relevant word-class;

(d) it does not alter the word-class membership of the
forms to which it applies;

(e) it is syntactically relevant in the sense that
the property it realises is involved in quite pre-
cisely specifiable 'cooccurrence restrictions'
with properties realised elsewhere in the sentence
(for example, restrictions due to concord, govern-

ment or 'sequence of tenses').

In contrast, most linguists will probably agree in calling a

process 'derivational' if it has all the following characteris~

ticss

(f) it is not fully productive (that is, there are some
nembers of the relevant word-class to which it
idiosyncratically fails to apply);

(g) no single property or 'meaning' can be associated
with it;

(h) it alters the word-class membership of the forms
to which it applies;

(j) it is not syntactically relevant in the sense of
(e) (except insofar as characteristic (h) implies

syntactic relevance).3

The traditional difficulty of demarcation arises from
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the fact that few morphological processes display all and only
the characteristics (a)=(e) oxr (£)~(j) respectively, and many
display some characteristics taken from both sets. For example,
the process of affixing the 'agentive' suffix ~er to verbs in
English, which would traditionally be called ‘'derivational’,
does indeed have characteristics (h) and (j) but lacks charac-
teristic (g) and would seem to possess characteristic (a). It
may also lack characteristic (f), if we are prepared to accept
in some contexts agent nouns in -er formed even from those verbs
for which the usual corresponding agent noun has some other form
(e.g. cycle, type). In contrast, the suffixation of -e to form
the Plural of Afrikasans nouns, which would traditionally be called
an inflexional process, does indeed have properties (a), (b) and
(a), since all Afrikaans 'count nouns' (as one might expect) can
form a Plural which is syntactically still a noun, but only some
of them do so by adding =-e; on the other hand, this process lacks
characteristic (&), since, perhaps alone among Indo-European lan-
guages, Afrikaans has no 'Number concord' of any kind. 'Core'
examples of inflexional moxrphology, I suggest, are ones which
share most of characteristics (a)-(e) and lack most of charac-
teristics (£)-(J). The great majority of the morphological exam-
ples which I will be discussing will be unequivocally inflexional
in this sense; but, again, nothing in the claims and suggestions
that I will be putting forward makes it vital that I should avoid
str&ying occasionally towards the derivational end of the spec-

!
trum.+

There is, however, one characteristic of morphosyntactic
properties which must be regarded as necessary. If morphosyn-
tactic properties are what inflexions realise, then a distinction
between two properties which is never manifested in any distinc=-
tion between inflected word-forms is impossible. One may, of
course, want to recognise, even in an inflected language, syntac=
tically relevant 'properties' or 'features' which are never ex-
pressed morphologically. ‘'Properties' of this kind will include,
for example, many of Fillmore's (1968) 'cases', which are expli~

citly more abstract entities than the traditional morphological
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- fases of a language such as latin. Under this heading, too comes
Dixon's (1972) distinction between instrumental and ergative
‘cases' in Dyirbal. Dixon claims that there are good syntactic
grounds for distinguishing these twe 'cases'. That may be so;
but, since there is never any overt moxphological distinction
between them, we are not entitled to recognise here more than one
morphosyntactic Case, any more than the syntactic distinction
between the object of transitive verbs and the subject of embed-
ded infinitival sentences in Iatin Jjustifies us in recognising
more than one morphosyntactic property Accusative, which happens
to be manifested by nouns in two distinct syntactic contexts.

A necessary condition, then, for a clear example of a morphosyn-
tactic property is that it should have an overt inflexional mani-

festation in at least some members of the appropriate word-class.

I have talked so far about what I regard as the basic unit
of morphological content. What about the basic unit of morpho-
logical expression? In discussing the characteristics typical of
the two ends of the morphological spectrum (inflexional and deri-
vational), I referred to ‘morphological processes' such as afw
fixation which might ‘realise' morphosyntactic properties. I will
in fact generally refer to morphological 'signifiants' as "infle-
xional realisations' or 'inflexional exponeni;s'5 of moxrpho-
syntactic properties, or sometimes simply as "inflexions'. These
appaiently rather cumbersome terms are chosen in preference to,
for example, 'morpheme' or 'morph' because they seem appropriate
cover terms not only for affixation but also for such processes
as infixation, ablaut, consonantal alternation, tonal alternation
and reduplication, all of which may play a part in inflexion.

For example, in the English word dogs, I would say that the
morphosyntactic property Plural is realised by (or has as its
inflexional exponent) the suffix -s (or [z]), while in the word
men it is realised by ablaut or, more specifically, the substi-
tution of =g~ for the Singular form's -a~-. My definitions thus
do not commit me to trying to identify a Plural 'morpheme' or
'morph’' on the level of expression in a word-form such as man,

where inflexion does not involve affixation. Another reason




for avoiding the term 'morpheme' is purely practical: it has
been used in so many different senses that its use here would
carry too much risk of confusion and misunderstanding, even if
I defined carefully at the outset the sense in which I intended
to use it myself. To a lesser extent, this is also true of the

term 'formative', which I likewlise avoid.

The term 'allomorphy', which appears in the title of the
thesis, is to be understood by reference to the more precise
questions which I will be posing presently about the relationship
between morphosyntactic properies and their exponents. To anti=~
cipate somewhat, I will be looking for evidence of constraints
on certain deviations from the simplest conceivable pattern of
exponence; and the deviations which I will have most to say about
all involve the sort of behaviour that would traditionally be
called 'allomorphic'. 'Constraints on allomorphy® is therefore
a useful and relatively comprehensible shorthand for what, in my
terminology, should more strictly be called ‘constraints on de-
viation from thé simplest conceivable pattern of relationship
between morphosyntactic properties and their inflexional expo-

nents®.

Although a basic framework of assumpiions and definitions,
" such as I have now erected, 1s an essential prerequisite for the
discnésion of my emplrical proposals, I would not claim that
there is much new in what I have said so far. But, although the
terminology I will be using is not original, some of my arguments
will be of a rather novel form; so a second prerequisite, before
we can get properly under way, is a Jjustification for this novel
form of argument. The next section is devoted to that justifi-

cation.

1.3 Method in morphologlical reseaxch

My aim, as stated at the beginning of the introduction, is
to propose and defend certain empirical generalisations about
the relationship between morphosyntactic properties and their

exponents. Any generalisation is a claim that certain things
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are so. But any empirical generalisation -- that is, any genera-
lisation which is not a tautology, or true by definition -~ carries
with it tco the claim that certain things which might have been

so are in fact not so. Any serious attempt to generalise about
actual morphological behaviour, therefore, commits us also to

the study of logically possible morphological behaviour -- what
might happen as well as what does.

This may seem a rather surprising suggestion. One might
argues the business of the linguist is tc describe and explicate
what actually happens in languages, which is a Dbig enough task
in all conscience; considering what might happen is surely
not for him but rather for the philosopher, the logician ox
perhaps the science fiction writer. This reactidén is under-
standable but, I think, mistaken. It is instructive to compare
the sort of method I am advocating in morphological research
with that which has now‘become commonplace in the domain of
syntax. To justify his account of a given syntactic phenomenon
in a glven lanéuage L, the linguist typically works out what his
account predicts about the grammaticality or ungrammaticality
of suitably-chosen sentences in L, and tests these predictions
against the acceptabllity-judgments of native speakers. But his
aim in thils is nearly always two-fold: he is interested not only
in how +o catalogue correctly the facts of L (achieving what
Chaéky has called 'observational adequacy') but also, to some
degree at least, in how the evidence from L may contribute to
syntactic theory so as to predict, and not merely pexmit, as much
as possible of what he has observed in I (in Chomsky's terms,
achieving higher levels of adequacy). The ungrammatical, oxr
'starred', sentences that he cites in his argument therefore
fulfil two functionst they illustrate what is ungrammatical for
L in particular, but also, insofar as the linguist succeeds in
drawing general theoxetic conclusions from them, they may illustrate
syntactic behaviour which, though logically possible, could not

occur in any human language (if the theory is correct).

The suggestion that we should study what is logically pos-
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sible but does not occur in inflexional moxrphology should now
begin to seem less surprising. It is simply a suggestion about
the analogue in morphology of the second of the two things that
the syntactician is doing when studying his 'starred' sentences.
The reason why it may have seemed surprising at first is that there
is no such direct analogue in morphological research to the first
of the syntactician's two aims: to £ind out what the brute facts
are at the level of the individual language. The brute facts

of inflexional morphology have been fully described, at least

at the level of observatlonal adequacy, for all the languages

for which pedagogical grammar-books exist, and when a linguistic
field-worker goes to work on a hitherto undescribed language,

one can be sure that the 200~-page monograph that results will
treat pretty fully the grammatical categories which are expressed
by inflexion and the shapes of the inflexions which express themn,
even if the treatment of syntactic processes is sketchy. The

fact that the Plural of English tooth is teeth, or that the

Dative and Ablative Cases Singular of most Latin *third declen-~

sion' adjectivés have the same ending, is not ‘news', worthy of
publication in the linguistic journals, in the same way that,

for example, the phenomenon of pied-piping in English syntax

is ~ 'news', rightly given considerable prominence by the linguist
vho first attempted to describe it fully (Ross 1968). But just
as pled-piping in English may well acquire a wider relevance

by sﬁggesting some general constraint on how syntactic processes
operate, so in principle may the morphological faclts that we have
mentioned acquire a wider relevance if they can he shown to

bear on some empirical claim about the extent of possible inter-
linguistic variation in inflexional morphology. In principle,
the syntactician and the morphologist use facts, once established,
in exactly the same way, to discriminate between what is logi-
cally possible in language and what is in fact possible. The only
difference is that for the syntacticlan, unlike the morphologist,
establishing the facts at the cutset is often an adventure in
itself, involving acceptability tests on sentences carefully de-
signed so that the pattern of verdicts which emerges may isolate

so far as possible just those factors which must be taken account
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of in a correct description; moreover, arguments about the facts
themselves ('observational adequacy') almost inevitably merge
into arguments about the most appropriate way of describing the
facts ('descriptive adequacy') and hence the theoretical framework
underlying the description ('explanatory adequacy'). For the in-
flexional morphologist, on the other hand, discovering the re-
levant facts (or many of them) usually involves no adventure;

the facts are boringly accessible, 'captured' exhaustively on

the pages of monographs and reference grammars. So the morpholo-
gist is not drawn ineluctably into consideration of general lin-
guistic issues, as the syntactician is, by the very difficulty

of establishing what hils primary data are.

One can sum up with a paradox: progress in arriving at
a general theory of inflexional morphology (that is, in establi-
shing what is and is not possible in inflexion in human languages)
has been a greatdeal slower than progress on the corresponding
issues in syntax and semantics, largely because moxrphological
facts have for long bheeh so much more fully and accurately observed
than syntactic and semantic facts. The morphologist is thus de~
prived of certain stimull to theory-creation and theory-testing
that the subject-matter of syntax intrinsically provides. But
this lack can be remedied. He must constantly exercise his ima~
' gination, when looking at a given array of morphological data
(say, a verbal Person-Number-Tense paradigm) and ask not only:
what do we observe here? but also: what might we have expected
to observe here (or: what might we conceivably have observed here)

that we do not observe?

The two words 'expected' and 'conceivably' are important.
Of course, there is in principle an infinite range of morpholo-
gical phenomena which logically might occur in a given language
but which in fact do not; the 1inguis£ needs some method of dis-~
tinguishing within this range those non-occurrences which are
of potential theoretical interest (corresponding to the 'starred!
sentences in a disquisition on syntax). To illustrate the sort

of method that the morphologist must use, I will start by citing
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certain facts about non-occurrences, or 'observational gaps',
in Iatin inflexional morphologys

(101) No Latin noun has a Case ending seventeen syllables
long.

(102) No Tatin noun has an Accusative ending -at.

(103) In Latin, there are not two semantically arbitrary
classes of nouns, one of which inflects for Number
only and the other for Case only; rather, all 'count’
nouns (except for a tiny grouSAindeclinables) inflect
for both Number and Case.

(104) Iatin has no Dual Number.

(105) In Iatin, no noun expresses Plurality by means of
ablaut.

(106) In latin, no noun expresses Plurality by inverting
the order of consonants in the stem (as if dominus
(Nom 8g) 'lord® had a Nominative Plural "pomidus").

In deciding which of these facts are of linguistic interest, and
in what way, a linguist will draw upoﬁ his general knowledge of
how morphology.operates in a variety of languages. Faced with
the range of facts cited in (101)~(106), most linguists would,

1 suggest, agree broadly in allocating them to three broad
categories as follows.

A. Facts of no interests (101).

B. Accidental facts about Iatin (i.e. facts not re=-
flecting any wider linguistic generalisation):
(102), (104), (105).

a. Facts possibly reflecting some general linguistic
principles: (103), (106).

The grounds on which I assign these facts of Iatin to
one or another of the categories A, B and C will certainly not
be the same in detail as those which another linguist will advance
if faced with the same task. He might even disagree with my
actunal categorisation of some fact, on the basis of a wider
linguistic general knowledge than I possess. But any practising
linguist would, I think, agree about the sort of evidence that is

relevant to the categorisation, even if (as the recent history
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of linguistics makes 1likely) he has not devoted much attention

to questions of inflexional morphology. 1 emphasise this probabi-
lity of agreement about the status of various kinds of observa-
tional gap because it is what chiefly guarantees that, even star-
ting as we are with a felatively clean slate on the theory of
inflexional morphology, we can nevertheless hope that the questions
we ask are ones which other linguists will agree to be worth-
while, and the conclusions we reach will strike other linguists
as at least close enough to the truth to deserve consideration
and criticism. Thinking systematically about logical possibi-
lities that do not occur need by no means lead to endlessly di-
vergent speculation, but will rather, I believe, make possible
cooperative progress in theory-construction founded on new aware~
ness of the potential significance of long~established facts.

How far this progress can extend depends mainly on how many of
these potentially significant facts turm out to be really sige-
nificant; but that is, of course, an empirical question, not a
methodological one, and indeed the central question of linguistic

theory as it applies to’'morphology.

The reasons for my decisions about the six ILatin facts
ares

(101') seventeen-syllable affixes would be intolerably
cumbersome. %the fact that neither Iatin nor (so
far as I know) any other language has any can be
put down to the banal fact that human language is
a comminication system, and that in any communi-
cation system features which unnecessarily slow
down transmission will be avoided. One could
imagine, perhaps, a communication medium so 'noisy',
in the technical sense, that seventeen-syllable
affixes, and the slowness they would entail, would
nevertheless be necessary for the accurate under-
standing of messages received. But neither human
speech nor writing is such a medium. This fact about
Tatin is thus outside the sphere of linguistics, .
just like (for example) the fact that probably no
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one has uttered a sentence 5,000 words long.

(102') The ending -zt is a possible ending in Iatin (cf.
am~3 'I love', am-at 'he loves'); moreover, there
is no intrinsic reason why it should not function

* as an Accusative Singular ending, since at least .
one language (Hungarian) uses it (or, more exactly,
an ending phonetically similar to it) to mark the
Accusative (or, more exactly, a Case similar enough
in function to the Iatin Accusative to desexrve the
same label)s cf. Hungarian toll 'pen', tollat 'pen
(Accusative)'. The fact that Iatin does not use
this ending for thils purpose can be explained in
historical terms, but from the general linguistic
point of view it is a pure accident.

(104') Many languages, of course, have a Dual Number,
including some within the Indo-Furopean family
whose morphological and (to a lesser extent) syn-
tactic characteristics are quite similar to those
5f Latin, such as Sanskrit, ancient Greek and
Slovenian, and it is clear that the Dual is an
anclent feature of Indo-Buropean. From our point
of view, then, the absence of a Dual Number in Iatin
(apart from morphological vestiges in duo 'two',
amb3- 'both') should probably be regarded as an
accident, although we ought not to rule out the
possibility of eventually relating the disappearance
of the Dual from Iatin to some other respect in
which Tatin differs from those languages which re-
tain it, in such a way that the Latin development
will no longer seem arbitrary from the general lin-~
gulstic point of view.

(105") Ablaut -~ grammatically conditioned stem or root
vowel change ~~ certainly functions as a mark of
Plurality in some languages (cf. English tooth/
teeth), and it operates in latin to distinguish
some verbal Perfective stems from the correspon-

ding Imperfectiveé_stems (e.g. £8ci 'I made' versus




(103°)

facid 'I make'). The fact that ablaut is not used
in Iatin Plural formation may therefore seem acci-
dental. BPBut it is noticeable that not only ablaut
but alsoc reduplication and some other consonantal
changes are exploited in Iatin for distinguishing
Perfective and Imperfective stems and for no other
inflexional purpose (e.g. rumpd 'I break', cadd 'l
fall' versus rupi 'I broke', cecidi 'I fell'). Ve
may therefore want to investigate whether there

are any wider principles affecting how, in indi-
dual languages, particular morphological 'processes'
(in Sapir's (1921) sense) are specialised for cer-
tain functions.7

In a language Which normally gives morphological
expression to Number distinctions, it is quite
possible for some nouns to be exceptions (for exam-
ple, English sheep, deer). Similarly, in a language
where nouns are generally marked for Case, it is
éuite possible for some nouns to be indeclinable

-~ to maintain the same shape in all Cases (e.g.
Russian pal'to ‘overcoat'). In Iatin, it is true
that all nouns and adjectives fail to distinguish
Dative and Ablative Cases in the Plural, and that
all Neuters fail to distinguish the Nominative and
Accusative Cases, elther Singular or Plural; but,
again, the category of Case is morphologically ir-
relevant only to a very few indeclinables (e.g.
nefas 'wicked deed'). In none of these languages,
however, do we £ind two distinect classes of nouns,
each of which manifests one of the two morphoéynw
tactic categories but not the other; rather, what
the English, Russian and Iatin examples all seenm
to suggest is that in each language there is a set
of morphosyntactic categories applicable to all
members of the class '"noun', and, falling the sort
of semantic excuse that 'mass nouns' have, an. indi-

vidual noun may exceptionally ignore (or fail to
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express‘morphologically) one of these categoxries

only if it ignores them all.8 Here, therefore,

is a non=-occurrence in Iatin which seems not to be

accidental; in view of the similar nonw-occurrences

in other languages, we are entitled to suspect a
general linguistic constraint at work.

(106") This fact is in some respects similar to fact (105),
which I assigned to category B. Fact (105) -- Iatin's
failure to use ablaut to mark Plurality ~- was deemed
accidental from the general linguistic point of |
view because ablawt is certainly exploited as a
Plural marker in other languages, although we left
open the possibility that deeper investigation
might nevertheless reveal some general principle
at work in Latin. Fact (106), on the other hand,
is assigned to category C because there is, to my
knowledge, no language in which grammatically-
conditioned consonantal change takes the form of
invarsion of the order of the consonants in a root.
There is no obvious reason why this should be soj
languages tolerate quite radical deformations of
the 'basic' form of the root, through infixing and
ablaut affecting more than one syllable (the Sew
mitic languages are notorious in this respect).

But it seems as if there is a limit to the degree
of root-deformation which is permissible for in-
flexional purposes and that, wherever precisely
the limit is to be drawn, the imaginary latin
Plural "nomidus" for dominus would overstep it.

By means of these Latin examples I have tried to demon-
strate the legitimacy and usefulness, in morphological investi-
gation, of paying attention to what might occur in individual
languages but does not. I have listed certain facts about things
which do not occur in the inflexional morphology of Tatin, and
I have suggested that two of these observational gaps (numbexrs
(103) and (106)) stem not from Iatin grammar in particular but from
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constraints on language in general =-- about the grammatical fea-
tures which can be expressed morphologically and the morpholo-
gical processes which can be used to express them. Moreover, I
have suggested that most linguists would agree falirly readily
about the wider significance of these two particular Latin 'non-
facts'. So, thinking about what might happen in Iatin but does
not has served a useful purpose in drawing our attention to

two apparently general facts of morphological behavicur which we
might otherwise have overlooked. Throughout this thesis, I will
in similar fashion cite as evidence for my conclusions not only
the actual morphological behaviour of various languages but also
'non-fagts' or observational gaps in their behaviour. The gaps
will be used to illustrate behaviour which not merely does not
occur but could not, if my empirical generalisations are correct.
By the same token, they will illustrate precisely what sort of
behaviour we will need to discover in some actual language in
order to disprove or undermine my generalisations. But, of course,
the more vulnerable a generalisation is to disproof in this fashion,
the more Valﬁable it As and the stronger the predictions it

entails.

1.4 The status of the generalisations to be proposed

Since I have used the terms 'theory' and 'generalisation'
frequently in the previous section, I ought perhaps to say some-
thiné about the status, as I see it, of the generalisations that
I will be putting forward in subsequent chapters. This is par-
ticularly so because my own view of what can count as a 'linguis~
tic universal® is different from the one that is perhaps most

widely held among linguists today.

I stated at the very beginning of this introduction that
ny aim was ‘to propose and defend certain generalisations which were
intended to be valid for all languages exhibiting inflexional mor-
phology and were therefore claims about linguistic universals.
To some readers, this will imply at once that my aim is to cons-
truct a 'theory' of inflexional morphology straight away. This

is because, ever Since Chomsky first propounded the distinction
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between 'levels of adequacy' in linguistic theory, many linguists
have come to identify the search for generalisatlions of universal
validity about human language with the search for a correct 'the-
ory of language', 'explaining’ the grammars of individual languages
inasmuch as it specifies a general framework of grammatical or-
ganisation (a set of 'formal universals') and probably also cer-
tain constraints on how the framework can be filled in (a set
of 'substantive universals'). ILinguistic 'description', on the
other hand, is taken by many to be an intrinsically non-universal
pursuit, appropriate to individual languages rather than human

language in general.

This set of distinctions has been extremely fruitful, as
well as conﬂ&versial. Only one aspect of it is important here,
however: the implicatlons of equating 'universals' with 'expla-
nation'. One can, of course, simply decide by fiat to make this
equation; but those who do so clearly see themselves as doing
more than merely playing with definitions. In consequence, there-
fore, they impoée what is to my mind an unrealistically heavy
burden on anyone looking for linguistic generalisations; they
seem to require such generalisations not merely to be accurate
ut also to be 'explanatory' in something like the common—or-
garden sense of the word -- that is, to form part of a coherent
" account not only of what happens but also of why it happens.9
It is‘olear that there is no obvious place in this approach for
a kind of generalisation which is logically perfectly concelvable
and, in sciences other than linguistics, surely quite common-
place: a generallisatlion which is empirically rich, or potentially
easy to falsify, but which is explicitly descriptive rather than
explanatory, providing an appropriate starting-point for attempts
to explain the facts it covers but not providing an explanation
in itself, either directly or indirectly through the theory in
which it is ensconced. Such a generalisation may ultimately
form part of a fully-fledged explanatory theory of the relevant
facts, and indeed its originator presumably hopes that it will;
but the fact that he himself has not arrived at such a theory

need not inhibit him from propounding the generalisation. The
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generalisations that I put forward here (except for those in
Chapter VIII) are intended to be of this pre-theoretical, non-
explanatory kind.

Of course, there is a sense in which any clearly formu-
lated generalisation presupposes a 'theory', in that it rests
on a more or less complex set of definitions for the terms in
which it is expressed. Tet us label this sort of theory a
'ﬁheoryl', to distinguish it from 'theoriesz' which have a more
or less ambitious explanatory purpose. On the basis of this

distinction, theories, of language or certain aspects of language

include, for example,ZChomsky's Extended Standard Theory of
syntax, Richard Hudscn's ‘daughter~dependency grammaxr', Lamb's
stratificational grammar and probably also Matthews's Word-and-
Paradigm model for inflexional morxphology (of which more dise
cussion will follow in section 2.2 of Chapter II). As that in-
complete list indicates, one theory2 may differ radically from
another both in what it seeks to explain and in how it seeks

to explain it; the impoitant point, hovever, is that my generali-
sations, though triyially presupposing a theoryl, do not presup=
pose any theoryz. The starting-point of this thesis is theree-
fore independent of any of the major theoretical viewpoints ad-
vanced in recent yeaxrs. This does not mean, of course, that

the conclusions reached (if they stand up to further investi-

gation) must remain forever neutral between rival theories

2
In principle, my 'pre-theoretical’ generalisations can either con-

firm or disconfirm relevant claims about inflexional morphology
flowing from existing theoriesz, although in practice, given
the recent relative neglect of morphology, the volume of such
claims is likely to remain small. A more likely outcome is
that an appropriate explanatoxry theory2 of inflexion will have
to be constructed .!'from the ground up', with Iittle help from

any existing theories_ of other domains of grammar.

2
Given the purely descriptive status of most of my generali-
sations, thelr relationship to relevant data 1s quite direct:

if a fact is observed which conflicte with a generalisation, the

At
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need to amend or abandon that generalisation is recognised at
once. It is not open 'to me to make sophisticated distinctions
between genuine counter-evidence and mere 'unanalysed phenomena'
which it is permissible to ignore (cf. footnote 9 above). Only
in Chapter VIII do I venture into the realm of explanation foxr any
distance and, in effect, begin the construction of a theoryz;
and the relationship between my claim there and the relevant
data is indeed less direct, inasmuch as the nature of the claim
is such that its empirical content lies in the appropriateness
(or lack of it) of the way it classifies a large body of data,

rather than in what it says about individual facts.

1.5 The simplest inflexional pattern

My method of demonstrating that there is order in the ape
parent inflexional chaos will invclve showing that not all lo=-
gically possible morphological behaviour is actually found in
humab language. But how can we characterise 'logically possible
morphological bghaviour'? The answer involves considering what
the simplest possible, bor most regular, inflexional system would
look like. From the standpoint of this maximally simple pattern,
we can then consider how languages might logically deviate from
it, or, in other words, what complications in the pattern are
conceivable. The central empirical question which this thesis
" is concerned with can then be formulated as: which of these con-
ceivaﬁle complications are actually obsexrved to occur in human
languages? The size of the class of concelvable but uwnobserved
inflexional complications will be inversely related to the tight-
ness of the constraints to which inflexional behaviour is subject
and the strength of the generalisations which we can hope to
make about them.

In our hypothetical language with maximally simple infle-
xion, morphology will, of course, be concerned with the structure
of words. Let us leave aside, for the moment, the question of
how words are defined, and assume that the division of sentences
into words is unproblematical. Tet us assume, also, that the

grammatical categories and properties relevant to the descrip-
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tion of the language can be readily identified on syntactic grounds
-- categories such as Tense, Case and Number and properties such

as Past, Accusative and Plural. The question then iss in this
hypothetical language, what will be the nature of the relation-
ship between word-forms on the one hand and, on the other, the
complexes of lexical meanings and moxphosyntactic properties

that they express or realise? What we are looking for is the sim-
plest possible relationship, where 'simplest' is {to be understood
in an every-day, non-thecoretical sense, not tied to the evaluation

measure incorporated in any particular theory of grammar.

Appealing to simplicity in this sense, one might say,
amounts to little more than appealing to personal taste, sup-
ported perhaps by aesthetic criteria. If so, I would argue that
subjective personal taste ultimately underlies the acceptance
or rejection of any scientific theory or generalisation. For-
tunately, however, we need not get too deeply involved here
in fundamental questions of scientific method, because everyone
will agree in this instance, I suggest, what sort of relationship
between word-form and content must count as the simplest. The
simplest relationship imaginable is a perfect one-to-one pairing
of lexical meanings and morphosyntactic properties on the one
hand with their expressions or realisations on the other. In
Sausgurean terms, we could say that, within words, each.'signiw
fiant' is unambiguously associated with only one bignifié', and
vice versa. If all human languages behaved like this, scope for
variety in inflexional patterning would be quite limited. It
would of course be necessary to specify for individual languages
what morphosyntactic properties ('signifiés') were relevant and
what the actual shapes of their 'signifiants' were. The arrange-
ment of the signifiants within words might also be to a large
extent, or even overwhelmingly, language-particular. But it
would not be necessary to cope with grammatically conditioned
allomoxrphy, discontinuous moxphs, 'portmanteau morphs®, 'replacive
morphs® or systematic homonymy«lo Moreover, since syntax already
exists as a component of grammar concerned with the arrangement,

or order, of items within the sentence, the distinction between
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syntax and morphology might well seem otiose. 'Morphology'

could just be a name for that branch of syntax concerned with the
arrangement of items within words, rather than the arrangement

. of words themselves; and, insofar as the same principles governed
both, we might conclude that there was no need at all to recognise
‘morphology’, even of this rather attemuated kind, as a separate

component of grammar.

1.6 A historical digression: 'Item-and-Arrancement',

its rivals and successors

My use of the word 'arrangement' in the last paragraph
was deliberate. The sort of morpheclogical pattern just described
fits perfectly the model propounded and discussed by Harris,
Bloch, Hockett and others in the 1940's and christened by Hockett
'Ttem and Arrangement' (IA)ll. Although it was not presented in
those terms, the IA approach to morphology can be seen as a
strong, highly restrictive theory of what is possible in morpho-
logical behaviour, in that it implicitly treats one-to-one pai-
rings of 'signifiant' and 'signifié' as the normal or ideal state
of affairs. Unfortunately, facts of the kind which forced the
recognition of grammatically conditioned allomorphy, zero morphs,
replacive morphs, Harris's 'morphemic long components' and the
_ like had demonstrated by the early 1950's that the theory impli-

cit in the spirit of IA was too strong.

At that point, I suggest, theoretical research in morpho-
logy took a wrong turn. The question which it would have been
most fruitful to ask at that point iss how can we accommodate
those facts while diluting, or relaxing, that implicit strong
theory as little as possible? Instead, linguists in the English-
speaking world for the most part turned their attention away
from morphology entirely, mainly in the direction of syntax.
Those who continued to think about questions of morphological
theory were mainly occupied with sketching a rival model, 'Word
and Paradigm' (WP), which involved no presumption in favour of

one-to-one pairing of morph and function (or morphosyntactic pro-
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2 ;They thereby avoided the drawbacks of

IA just mentioned. On the other hand, it is difficult to discern

perty and exponent)ol

in WP any claims about restrictions on inflexional behaviour
implicif in its formalism which might take the place of the strong
claim implicit in TA. To that extent, WP as presented by Robins
and Matthews is a less ambitious and, I would say, more pessiw
mistic theory of morphology. It is true that Matthews, in his
discussion of evaluation procedures for choosing between rival
grammars within the WP framework, is ready to call one set of
cfiteria "more realistic' than another on the ground that it de-
fines an 'ideal' of moxphological organisation which is closer

to how languages actually behave (1972&:320); but he does not
explicitly consider what the existence of such an 'ideal' pattern
might imply about constraintson the exponence relation or, to

put it another way, whalt sorts of divergence from the ideal are

tolerated and what soxrts are not.

I have mentioned the great switch in interest from morpho-
logy to syntax which followed the publication in 1957 of Chomsky's

Syntactic Structures. To some extent, perhaps, this was an in-

evitable reaction to the widespread earlier habit of discussing
linguistic phenomena on which both syntax and morphology have

a bearing, such as concord, in almost exclusively morphological
terms. Tor example, Zellig Harris (1951) discussed Person,
Number and q%der concord between subjects and predicates in modern
Hebrew in terms of 'morphemic long components', and similarly
Martinet (1964) described concord as exemplified in expressions

such as la grande montagne blanche in terms of 'monémes' (roughly

equivalent to American 'morphemes') with discontinuous exponents
('signifiants discontinus'). This way of approaching concord

will progbly strike most linguists trained more recently as strange.
We are more familiar today with what one might call the classical
generative approach, which distinguishes the syntactic side of
phenomena such as concord firmly from the 'realisational' side.
Syntactic 'features' such as [+ feminine] will be spread around

the appropriate constituents by a syntactic rule, which will obey

any appropriate general constraints on syntactic rules and itself
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potentially furnish evidence for such constraints. On the other
‘hand, the way in which the feature [+ feminine] is realised on
each constituent to which it is attached will be a matter for
the lexicon, hence by implication unsystematic and unconstrained,
or for ‘readjustment rules' mediating between syntactic surface
structure and phonological interpretation, the common attitude
towards which is evident from theilr MIT nickname 'the garbage

component' .

What I have just described is the attitude towards morpho-
logy of most generative grammarians in America up to about 1970.
But in Burope, even by 1970, Bierwisch (1967), Wurzel (1970)
and Kiefer (1970) had begun to explore how to present in generative
terms the morphology of languages inflexionally somewhat more
complex than English; and after 1970 attitudes changed in America
too. There are two main reasons for this. The first is the
growth of doubts and disagreements about the power of phonologi-
cal rules and the abstractness of underlying phonological repre-
sentations -- a topic to which we will return in the last section
of this chapter. The second is the growth of interest in the
lexicon, largely due to Chomsky's 'Remarks on nominalization®
(1970). The main morphological result of this interest has been
a number of theses and articles on English morphology (mainly
derivational), including Siegel (1974), Jackendoff (1975), Arow-
noff (1976), Roeper & Siegel (1978) and Allen (1979); and Lieber
(1980) attempts to extend some of the results of this work to
inflexional morphology and, in a somewhat more adventurous way

than her predecessors, to languages other than fnglish.

Some of the ideas put forward in these studies bear on
the question which this thesis is concerned with, and one of
them ~=~ the Adjacency Condition -- will be discussed explicitly
in the next chapter. But on the whole it seems fair to say that,
when linguists of the transformational-~generative school turned
their attention to morphology again, their first priority was not
to investigate constraints on morphological behaviour for their

own sake, 'from scratch' as it were, but merely to accommodate
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morphology within a theory of grammar in which primacy was given
to syntax (or syntax and semantics jointly) a3 the locus of the
most fundamental and interesting constraints on the organisation
of human languages. And even though this view has been modified
recently, with the attribution of more 'structure' to the lexicon,
the preoccupation with derivation and compounding in English

has led most 'generative' morphologists to concentrate squarely
on the expression side rather than the content side of the moxr-
phological 'signe' =~ on quesiions such as the nature and properties
oflboundaries in Fnglish word-~formation -=- and avoid the sort of
question that I posed in the previous section about the extent

of actual deviation from the simplest conceivable content-ex~

13

pression relationship.

1.7 Deviations from the simplest pattern: the logical

options

After this historical digression, it is time to return to

the first question posed in section 1.5 aboves what are the lo~
gically possible ways tn which languages may deviate from the maxi-
mally simple morphological pattern I have described? Evidently,
any deviation from consistent one-to-one palring of signifiant
and signifié must fall into one of two categories: it must involve
either a many-to-one or a one-to-many relationship. Almost equally
evidently, the well~known distinction between the two dimensions
of linguistic structure, the paradigmatic and the syntagmatic,
must be relevant here. Combining these two ideas, we can see
that all logically possible instances of deviation from one-to-
one patterning must fall into at least one of the following four
classeslqz

(107) Deviation I: One (signifié) to many (signifiants)

syntagmatically
(108) Deviation II: One to many paradigmatically
(109) Deviation IIIs Many to one syntagmatically

(110) Deviation IV: Many to one paradigmatically
For morphological theory, the interest of this classification
lies in whether oxr not it helps to identify loglcally possible

linguistic behaviour which is not actually observed in human
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languages. I will argue that it does, although somewhat indirectly.

The first question which arises, clearly, is whether all
these types of deviation occur in actual human languages. The
answer is yes. It is quite easy to find examples of each:

(111) I3 One to many syntasmatically
This type involves what Matthews (1974) calls

'extended exponence’. The first example below is

his.

a. Ancient Attic Greek glelykete 'you (P1) had loosed':
superficially, at least, the Perfective Tense-Aspect
is realised twice in this word~form, namely by the
reduplicated prefix -le- and the suffix =k- on
either side of the root =ly- 'loose'.

b. Zulus umfana (a)kdgézi 'the boy is not washing'.

Comparing this with the corresponding Positive

sentence Umfina uyégeza 'the boy is washing',and

with other Present Tense forms of this and other
vérbs, we-can find evidence for five~fold realisa-
tion of the property Negative, namely (1) the op-
tional presence of the Negative prefix a3 (2) the
absence of the prefix -ya-; (3) the replacement of
u- by ka- as the marker indicating concord with the
subject nfina 'the boy'; (4) the replacement of
the low tone on the root -gez~ 'wash' by a high
tone; (5) the substitution of -1 for the final ~§.15
(112) IT:  One to many paradiematically

This deviation is exemplified in lexically or gram-
matically conditioned allomorphy. One could also
characterise it as suppletion in inflexion (although
the term 'suppletion' is more traditionally restricted
to stem alternations, as in go versus went). A .
standard example is the English nominal property
Plural, realised usually by -(e)s tut also, for
example, by =en in oxen and by vowel change in

teeth, men, mice. Less hackneyed examples are:

‘a. The Zulu alternation, already mentioned, between
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u=- and ~ka~ to mark verbal concord with a Singular
subject belonging to the so-called CGlass 1 ('Class’
here being a lexically determined, semantically
more or less arbitrary grouping roughly analogous
to Gender in Indo-European languages). The grammati-
cal conditioning, as we have seen, involves the
absence or presence of the property'Negative.

In all Tatin verbs, 2nd Person Singular Indicative
Active is realised as a suffix -isti in the Present
Tense of the Perfective Aspect but by a different
suffix =g (with perhaps a preceding vowel) every-
where else. '

In Hungarian, the usual mark of the property Plu-
ral in nouns is a -~k suffix (generally with a pre~
ceding 'thematic' vowel or stem change or bhoth),
e.¢. dal 'song', dalok 'songs'; mggéglé "bird"',
madarak 'birds’. But when the noun is also suf-
fixally marked for possession, the -k suffix is
replaced by one contalning -i-, e.g. dalod 'your
song', dalaid 'your songs'; madarunk "our bird',
madaraink 'our birds'.

1113 Many to one syntagmatically

This type is exemplified in what Matthews (1974)
calls 'cumulative' and 'overlapping' exponence;

that is, instances where, in some word-form, more
than one morphosyntactic property is realised in

one unsegmentable morph or morphological process.
Behaviour of this kind is a hall-mark of *fusional'
languages, and Case and Number in Iatin nouns fur-
nish a standard example of cumulation. I will therew
fore give a couple of less obvious examples, de~
liberately chosen from languages generally labelled
'agglutinating's

In Turkish, Negation is usualiy expressed in verbs
by a suffix -me~ (in some phonological environ-

)

ments ~miy-)"", which is accompanied by stress on

the preceding syllable, thus:
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geliyorum 'T an coming' gélmiyorum 'I am
not coming'
gelecék 'he will come' gélmiyecek ‘he will
not come'
eld{k 'we came' gélmedik 'we did not
g
come'

However, in the Present Aorist Temnse, a different

pattern emerges:

gel{rim 'T come' gelmém 'I do not come'
gelirsin 'you (Sg) come' gelmdzsin  etc.
gelfr 'he/she comes' gelméz

geliriz 'we come' gélmeyiz

gelirsiniz 'you come' gelmézsiniz

gelirlér 'they come' gelmezlér

Here, in contrast to the other Tenses, there is no

clear consistent syntagmatic dividing-line between

an element realising Negative and an element reali-
sing Aorist. It seems necessary to treat the

s, ’ . s .
element ~mez in gelméz as realising the two properties

simultanecusly, along with 3xrd Person.

b. In the Zulu example cited at (111 b), the element -ka-,
as well as realising Class 1 concord, also helps to
realise Negation inasmuch as it contrasts with a
Positive prefix u-. Moreover, the comparison of

the Active verb-form in dmféna akégézi “the boy is

s . . . / / / ’
not washing' with the Passive one in umfana akagezwa,

'the boy is not being washed' illustrates that the
suffix -1, as well as realising Negation, also helps
to realise Active, inasmuch as it does not appear in
the Passive form.

(114) IV: Many to one paradigmatically

This is simply homonymy within inflexional paradigms,
which will be discussed in Chapters VIII and IX

with numerous examples.

Our aim, as I have sald, is to identify the gap between
what is logically possible in inflexional morphology and what is

actually observed. The fact that examples can be found in natural
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languages of all these four logically possible types of deviation
from one-to-one content-to-expression palring may seem to make
the prospect of finding such a gap somewhalt bleak. But pessimisn
is premature. We have so far considered individual content-to-
expression relationships in isolation. But such relationships

do not exist in isolation. In languages other than those of the
purest 'isolating' type, most 'morphs' (in the widest sense, inclu-
ding roots, affixes and morphological processes such as ablaut)
either may or must occur in wbrd-forms'combined with some other
moxrph; and 'units of content' (or 'signifiés') not only combine
within words on the 'plane of content' but also contrast paradig-
matically with other units of content which, when they are mor-
phosyntactic properties, fall typically into relatively small,
relatively clearly delimited closed classes -~ Matthews's 'more
phosyntactic categories'. The combination of morphosyntactic
properties belonging to different categories and the contrast
between properties belonging to the same category are, in fact,
part and parcel of Deviations III and IV respectively -« that is,
those deviations characterised at (113) and (114) as involving
overlap (or cumalation) and homonymy. So there is still a wide
territory in which to hunt for constraints on inflexional reali=-
sations, namely among the possible ways in which inflexional
'signes' can cooccur within word-forms and contrast within in-

flexional paradigms.

In Chapters II to VIII I will put forward various proposals
about constraints on the two paradigmatic deviations ==~ Deviations
II and IV. Deviation I will not be discussed at all in this thesis
-- not because I have searched for constraints on it and found
none, but because I have not yet begun the search. The other syn-
tagmatic deviation, Deviation ITI, assumes considerable importance
in my discussion of homonymy in Chapter VIII, bult again I propese
no constraints on it as such. 8o in the titles of Chapters II,

ITI and VIII, 'one-to-many exponence' and 'many-to-one exponence'
are to be understood as referring to the paradigmatic, not the syn-

tagmatic deviations.
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1.8 A second digression: phonologically conditioned

allomorphy and 'abstractness'

The one-~to-many paradigmatic relationship between morpho-
syntactic properties and their realisations illustrated in (112)
all involve, as I have said, what would traditionally be called

lexically or grammatically conditioned allomorphy. But these

traditional labels imply a contrast with another kind of allomorphy,

namely that which is phonologically conditioned. We therefore
need to be able to decide which instances of allomorphy are phono~
logically conditioned, it seems, in order to exclude them from
our search for constraints on sensitivity of the specifically
morphological kind. But how do we decide this? One answer which
has been explicitly or implicitly given by some generative phono-
logists iss there is phonologically conditioned alternation
between two phonetically different surface forms (in our present
context, two phonetically distinct realisations of some moxpho-
syntactic property) only if the two surface forms are phonolo-
gically related. in the sense of being derivable by phonological
rules from the same undérlying phonological representation. Thus,
for example, in Anderson's view (19743 chapter 4), to establish
that the [iz ~ z ~ s} alternation of the regular English Plural
marker is phonologically conditioned involves identifying a single
_underlying phonological representation from which the three sur-
face alternants are derived by phonological rules. Wor him,

there are only two alternatives (19743 54): "... we could describe

these ... elther as suppletive forms from a list, or as phonolo-

gically determined variants of a single basic form [my emphasis]"lS.

But the nature of underlying phonological representations
is itself a matter of dispute. Since Kiparsky (1968a)first
voiced doubts about the justification for some of the highly abs-
tract underlying phonological representantions propounded by
Chomsky and Halle (1968) in their treatment of English, various
attempts have been made to constrain the power of phonological
rules within generative grammar. Scholars who have given the
highest priority to this, perhaps, are the 'natural generative

phonologists' Vennemann, Hooper, Grover Hudson and their followers.
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Because they posit underlying phonological representations which
are much less abstract than those possible within the Chomsky-
Halle framework, much of the allomorphy that Chomsky and Halle
account for by phonological rules has to be accounted foxr by
rules of a different kind governing the distribution of dis~
tinct representa_tions (that is, in the area which concerns us
here, distinct inflexional realisations or 'spell-outs'). In-
deed, G. Hudson (1975), supported by Hooper (1976), has gone

to the extreme of claiming thét all surface alternations, except
tﬂﬁse which can be assigned to very low-level 'natural' allophony
rules, must be regafded as equally suppletive; so, for example,
there is a suppletive relationship between the realisation of
Plural not only in dogs, geese and oxen but also in dogs, cats
and horses. The area of disagreement is therefore considerable
(at least superficially), and the debate is by no means resolved.
When we investigate possible constraints on morphological sensi~

tivity, must we be inescapably drawn into it?

The answer is no. On one point, all phonologists would
agree; there exist distinet 'rival' realisations for some morpho-
syntactic properties in some languages which it is clearly impos-—
sible to relate phonologically,'gtuleast without an absurdly
generous notion of what phonological rules can do. Rival reali=-
sations of this kind include -(e)s, -en and vowel change as in-
flexions for Plural in IEnglish nouns. Neither Anderson nor any
other linguist, to my knowledge, has ever attempted to derive
these all from a single representation at the underlying phonolo~
gical level. These 'rival' alternants thus constitute a quite un=-
controversial instance of suppletion in the sense of allomoxphy
which is conditioned purely lexically or grammatically, not phono-
logically. Moreover, to establish them as such it has not been
necessary to commit ourselves to any view on phonological abstract~
ness in genuinely controversial cases. So, to avold having to
take sides on the phonological issue, my policy throughout this
thesis will be to base my arguments so far as possible on examples
that are equally uncontroversial. My conclusions will therefore

not presuppose a particular view of the suppletive or non-supple-
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tive status of more contoversial alternations, or of whether
(as G. Hudson argues) all alternations should be regarded as
suppletive. The logical connexion is, -if anything, the other
way round. My conclusiens may, in principle, have a bearing on
the phonological 'abstractness' question, in that if, for example,
some restriction emerges on the way in which grammatical condi-
tioning can operate in alternations which are quite clearly sup~
pletive, it will be of interest to see whether "borderline' al-
ternations -~ ones where a single underlying phonological repre-
sentation is possible but doubitful -- obey the same restriction.
If they do, and if alternations closer to the phonological end
of the spectrum do not, we will have introduced a useful new
tool for phonological analysis. If constraints established for
uncontroversially suppletive allomorphy are found to hold right
across the spectrum, then Grover Hudson's view of all alternations
as suppletive will have received independent support which will
be all the more valuable as coming from an investigation whose
starting~-point is explicitly non-phonological. (This outcome

seems to me unlikely; But it is premature to speculate.)

There is an important distinction to be drawn here, how-
ever. The fact that I am unwilling to take a stand on whether
there is a single underlying phonological representaition for
the English Plural ;(glg or whether we have here suppletive alter-
nants in Grover Hudson's sense does not mean that I am agnostic
as to whether the allernation is phonologically conditioned or
not. Clearly it is, in the sense that once we know hat an English
noun has a regulax —(glg Plural, we know on purely phonological
grounds which of the three alternants to choose. I am thus
quite ready, in appropriate circumstances, to treat an alternation
as phonologically conditioned even if the postulation of a 'single
basic form', in Anderson's words, is as problematic as it would

be for the Plural markers in the English foxes, oxen and geese.

Examples of the sort of alternation that I have in mind are:

N
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(115)
Ianguage Morphosyntactic Alternants Phonological
properties realised conditions
a. Hungarian 2nd Sg Indefinite ~0l after sibilants
Present Indicative and affricates;
-(a)sz elsewhere
(~(r)s]
b. Turkish 19 3rd Sg Possessive =i after consonants;
(on nouns) -si after vowels
c. Turkish Genitive (on nouns) =in after consonants;
~-nin after vowels
d. Fang "~ Noun Class 5 a= before consonants;
(Guthrie 1956: 551) dz before vowels
e. Warlpiri Ergative (on nouns) -nglku after a 2-syllable
(Dixon 1980: 306) stem;
~rlu after a stem of 3

or more syllables
An%%son's account of allomorphy would seem to commit him to finding
a single basic underlying representantion for each of these alter-
nations, no matter what the cost in arbitrary=-seeming ‘*minor!'
phonological rules; and indeed Vago (1980) has adopted this sort
of approach tobthe Hungarian example at (115 a). In keeping
with my position of neutrality on phonological theory, I take
no view on whether this is correct. The point I want to emphasise
here is that one can recognise an alternation as phonologically
conditioned without committing oneself about the underlying phono-
logical representa_tion of the alternant$, This is important,
becaﬁse it will be crucial for my argument in more than one place
to be able todistinguish between lexically or grammatically con-
ditioned allomorphy (such as that between the Plural inflexions
of foxes, oxen and ggggg) and phonoclogically conditioned allo-
morphy (as exemplified in (115), and as in English foxes, dogs

and cats).
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Footnotes to Chapter I

1. Some further reasons for the recent neglect of

morphology are mentloned in section 1.6.

2. In what I say about the Adjacency Condition in
section 2.10, however, I recognise the possibility that a certain
constraint may apply to derivation without applying to inflexion.

3. If all derivational morphology involves syntactic
transformation (the ‘transformationalist' position rejected by
Chomsky (1970) in favour of a 'lexicalist' position), then all
derivation will by definition he 'syntactically relevant' in one

sense. But I am not concerned with that sense here.

4.’ For further discussion of the distinction between
inflexional and derivational (or 'lexical') morphology, see
Matthews (1974: Chapter IIL).

5 For me, in contrast to Matthews, the terms 'reali-
sation' and 'exponent' are merely stylistic variants.

6. I follow Matthews (1972b) (who in turn follows
Meillet (1933)) in recognising a category of Aspect in Iatin verbs,
e.g. Imperfective amd 'L love' versus Perfective amavi 'I (have)
loved'.,

7. ' Iieber (1980: 311-317) has suggested that affixation
differs from all non-affixal ('string dependent') morphological

" processes in such a way that only affixes ("morphemes') will tend
to have a single meaning or function within a given language.

The facts about reduplication and ablaut in Iatin that I have just
mentioned run counter to this; so does the fact that the single
affix -en in German has a large number of distinct inflexional
functions. But the idea that there can be differences of this

kind between different processes seems worth exploring.
Xp

8. Superficially, this assertion seems to be endan-
"gered by the situation in Sogdian, where so-called ‘heavy' and
'light' nominal stems seem to belong to quite distinct Case-
systems (Sims-Williams 1981). But the very instability of this
dual system, whose origin is clearly due to certain phonological
innovations, points to its '"unnaturalness' in general linguistic

terms.
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9. For some linguists, indeed, 'explanatlon' seems

even to take precedence over accuracy, in the sense that unless
prima facie counter—examples to their generalisations are presented
as part of a Tully elaborvated rival explanatory 'theoxy', they

feel free to ignoie them as belng mere 'unanalysed phenomena' or
'pre~theoretical obsexrvations' (cf. e.g. Lightfoot 1979: 73).

In my view, this places the burden of proof on the wrong party.

10. The maximally simple inflexional patltern described
here is, in effect, the one we would observe everywhere if what
has been called 'Humboldt's Universal' (Vennemann 19723 183;

G. Hudson 1980: 115) were universally complied with.

11. “Joos (1957) contains several of the most important
papers in which the Item-and-Arrangement approach is applied.

12, On Word-and-Paradigm morphology, see e.g. Robins
(1959), Matthews (1972b; 1974) and R.A. Hudson (1972).

13. An exception to the generativists' recent neglect
of inflexion in highly-inflected languages is Anderson (1977),
which deals with Potawatomi; but since the formal notational
framework he puts forward for handling inflexion within generative
grammar seems to impose virtually no constraints at all on
possible inflexional behaviour, he can be said to share the im-
plicit pessimism about inflexional universals that I atiributed

. to the advocates of WP.

14, - My exhaustive four-fold classificalion of deviations
from one-to-one patterning is, so far as I can tell, original.
Bally (1944: 143-145) introduces a promising distinction between
dystaxie, corresponding to my two syntagmatic deviations, and
Qolxsémie, corresponding to my paradigmatic ones; but his sub-
sequent discussion, in terms of lexical rather than grammatical
'signes', is rather elementary and disappointing. Pike (1963)
acknowledges syntagmatic many~to~one patterning as characteristic
of what he calls 'ideal matrices' (or 'optimal matrices') in
morphology, but he does not attempt to classify types of morpholo-
gical patterning exhaustively. Anttila (1977: 56-57) discusses
briefly 'polymorphy' and 'polyseﬁy' as deviations from 'one meaning

- one form', but his classification, like Pike'm, is not exhaustive.




45

Under polymoxrphy he includes allomorphic alternation (i.e. my
Deviation II) as well as 'compounds, phrases’ (i.e., presumabdbly,
Deviation I as it applies to words rather than inflexional rea-
lisations), and under polysemy he includes homophony (i.e. De=
viation IV) as well as metaphor, metonymy and loan translation (1),
but Deviation III seems to have no place in the scheme. It is
notable that Bally's "polysémie' and Anttila's 'polysemy' are

by no means: the sames

Deviation: I 1T ITT v
» Anttila polymorphy? polymorphy ? polyseny
Bally dystaxie polysémie dystaxie polysémie

Wheeler's (1980) two Tendencies A and B, which he suggests may
contribute to inflexional change by favouring ease of production
and ease of perception respectively, correspond roughly to my
paradigmatic Deviations IV and IT respectively.

15. This example is based on material from Rycroft &
Ngcobo (1979) and Doke (1973). Acute accents represent underlying
high tones, according to Rycroft's analysis.

16. The acute accent indicates vowel length in Hungarian
orthography.
17. For clarity, both here and in all Turkish examples

cited in this thesis, I use only front-vowel roots and affixes in
their front-=vowel shape.

18. Compare also Hyman (1975: 13), discussing g0 versus
went and mouse versus mices "In both these cases it is not pos=-

sible to derive one form from the other by means of a general

phonological rule. Such cases of irregular allomoxphs (known

as 'suppletion') therefore differ in a crucial way from the more
regular allomorphs derived by phonological rules [my emphasis|".
Kenstowicz & Kisseberth (1979) seem to hold the same view (see,
for example, page 140 and their conclusion on page 196 about the
'morpheme alternant' theory of underlying wepresentations). By
contrast, Chomsky & Halle (1968) seem never to commit themselves
so absolutely; and an examination of their sample of 'readjuste
ment rules' for English (pages 238-239), whose function is to
convert lexical representations into phonological representations,
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suggests that they are willing in principle to countenance the
handling of some phonologically conditioned allomorphy by means
of rules which do not belong to the phonological component. The
Anderson-Hyman view is criticised by Linell {(1979) and also
(from a somewhat different point of view) by me (Carstairs 1981).

19. X In the Turkish examples I ignore the vowel alter-
nation due to vowel harmony, for clarity's sake.
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CHAPTER II
A SYNTAGMATIC CONSTRAINT ON ONE-TO-MANY EXPONENCE

2.1 'Pure sensitivity®

This chapter will be concerned with the search for cons-
traints on Deviation II ~- the deviation involving what I will
call 'sensitivity' on the part of one morphosyntactic property
either to other properties realised in the same word-form (where
the allomorphy is 'grammatically conditioned') or else to the
stem of the word - tself (where the allomorphy is 'lexically
conditioned'). But where shall we start? This first section
is devoted to identifying a class of instances of Deviation II
which will provide suitable material for our search to begin
with.

Mel'Suk (197631 73) remarks that, although the term 'sup-
pletion' is genérally restricted to the relationship between
phonologically dissimllar realisations of the same lexical item
(as in go/went, Russian idu/Bol 'T am going/(I) was going'), pho-
nologically dissimilar realisations of the same morphosyntactic
property seem to stand in just the same relationship. This
'point is, of course, explicitly emphasised by the proponents of
'‘natural generative phonology', whom I mentioned in Chaptexr I.
But why is the label 'suppletive' traditionally restricted to
(or, at any rate, exemplified by) alternations between roots only,
as in the passage from Hyman (1975) quoted in footnote 18 to
Chapter I? There must be some difference between the behaviour
of roots and that of inflexions which has obscured the parallellism
that Mel'éuk noted. The main difference, in fact, seems 1o be
one of frequency and 'ordinariness'. In most languages, root
suppletion is unusual, limited to rather few, even if frequehtly
occurring, lexical items. ITinguists have therefore tended to
see 1t as a rather marginal phenomenon which they need pay little
attention to when constructing a model (or theory) for lexical

and morphological description.. But, whether or not this attitude
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is justified where root suppletion is concerned, it is clearly
quite inappropriate as regards nonsphonologically-conditioned
inflexional 'suppletion', simply because inflexional alternations
of this kind are much too common in even moderately inflected
langnages to be considered marginal. A terminological distinction
has therefore grown up: we tend to speak of suppletion between
phonologically dissimllar roots assoclated with.the same lexical
item, but grammatically or lexically conditioned allomorphy
between phonologlcally dissimilar realisations of the same mor-
phosyntactic property. It remains to be seen whether there are
any grounds for the distinctlon independent of the factor of
'ordinariness'; I will return to this in Chapter VII to some ex~
tent.

Examples of grammatically or lexically conditioned allo-
morphy were given in (112). One of these examples was the re=
alisation of Plural on English nouns. Although English is ge-
nerally regarded as being poor in inflexional morphology, it is

easy to find further English examples:

(201) Inflexional Suppletive
property realisations
a. Past Tense ~ed

P (e.g. put)

voviel change
(e.g. drove)

be ~ Past Participlel ~ad
B (e-g. put)
~en (e.g. driven)

vowel change
(e.g. sung)
One might argue that ﬁ and ~ed here are not in fact phonologi-

cally unrelated; the fact that the former is limited to roots
ending in ~t may point to an underlying phonological realisation
such as /put + d&/. But the important point for our present pur-
pose 1s that there are at least iwo realisations of Past Tense,
namely ~ed and vowel change, and three of Past Participle, namely
the same two plus -en, which are clearly not phonologically re-

lated and whose distribution is determined lexically or grammati-




49

cally, not phonologically.

As soon as we turn from English to a highly inflected
language such as latin, we find much more elaborate arrays of
rival realisations for the same morphosyntactic property, fox
examples

(202) Inflexional Part -of Suppletive realisations
property speech

2 og Verdb ~s (-3s, -6s, -is, -Is)
-isti
- - ¥
~-re (~ire, ~8re, ~ere, -ire)
-ris (-&ris, -8ris, -eris,

“iris)
-2
Dat Sg Noun —ae, =0, =i, ~ui, -0, =61
Infinitive Verb -re, =ri, -i, -isse
Perfective Verb -v- ([w}), ~u-, -s~, ablaut,
. reduplication

Almost equally elaborate allomorphy can be found in Hungarianzz

(203) Inflexional Part of Suppletive realisations
propexrty speech
2 Sg Indef Verb w01, =(a)sz, =3, -4l
2 Sg Noun -od, w=ad

Remembering that the first problem that we have set ourselves is
to find a starting-point for our search for constraints on De-
viation II, what sort of facts out of this array should we con-

centrate on first?

Cne point which will strike anyone who knows anything of either
Tatin or Hungarian is that many of the examples in (202) and (203)
are not examples of Deviation IT by itself; they also involve
Deviation IIT (manynto«one syntagmatic realisation), identified
at (113) with Matthews's 'cumulative' or 'overlapping' exponence.
Thus, in (202), the Dative endings listed all realise Singular

as well; and in (203) the first two verbal endings given are re-
stricted to the Present Indicative and so may be said to help
realise that combination of properties. It is not surpri%pg that
many instances of Deviation IT should also be instances of

Deviation I1I; after all, many-to-one syntagmatic realisation
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of morphosyntactic properties presupposes the impossibility of
segmenting the moxphological material int one "morph' per pro-
perty, which in turn presupposes a kind of mutual sensitivity
between the properties so realised. If, however, we wish to con-
centrate on Deviation II specifically, without the risk of our
data being contaminated by any constraints on overlapping or cu-
mulative exponence, we ought to concentrate on instances of De-
viation II by itself <~ what I will call instances of 'pure'
sensitivity. We will considef first a set of hypothetical examples.
Tﬁese hypothetical examples will help us to appreciate the range
of potential variety within the realm of pure sensitivity. In
the light of this, we can begin to see whether it is plausible

to postulate any constraints related to sensitivity alone. But,
before we do so, we must establish precisely whatl is to count

as pure sensitivity.

One possible objection to the plan of campaign just outlined
is that there can never be any such thing as pure sensitivity -~
that we can never find Deviation II unaccompanied by any of the
other deviations. Tet us suppose that some morphosyntactic pro-
pery P is sensitive to its grammatical environment in such a
way that it is realised as a normally but as b when some other

property Q is present, thus:

' (204) Property: P (without Q) P (with Q)
Realised ass a b

In a situation like this, one might say, b realises Q just as

much as it does P. But then we have here an instance of many-to-

one syntagmatic realisation, in that a single signifiant b realises

(or helps to realise) two signifiés, P and Q. The example thus

involves Deviation III as well as Deviation II. Yet (the objec~

tion continues) all logically possible examples of Deviation II

are of this kind, since they all involve an analogue of b; and

it is axbitrary to deny to this analogue of b some share in re-

alising the conditioning property (analogous to Q) as well as

the property with which it is allegedly primarily associated

(the analogue of P).
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In answering this objection, I will not deny that the
analogue of b in any conceivable example of Deviation II has some
share in realising the analogue of Q. But I will argue that we
can nevertheless identify circumstances in which it makes sense
to talk of 'pure' sensitivity. These will be circumstances in
which the conditioning property Q has a 'principal exponent'
apart from b, by which I mean that Q is unambiguously realised
independently of the sensitive inflexion (b) by some 'moxrph'
(call it x) which also realises Q in some or all environments
where P is not present. We can illustrate this on the lines of
(204) as followsi
(205) Property:s P (without Q) Q (without P) qp
Realised ass a, b, ¢, «.. Xo Yo voe xb
The point of this restriction is that, although Deviation III is
present inasmuch as b realises Q as well as P, whal we see here
is not complete overlap of the properties P and Q in a single
unsegmentable ‘morph' but rather the extended realisation of Q
by two 'morphs’', x and b. Of these, the first serves by itself
to realise Q in other environments and, moreover, has no part in
realising the sensitive property P. This distinguishability of
the two morphs x and b is crucial in allowing us to say that the
sensitivity of P to Q in (205) is 'pure'. Our definition of pure
sensitivity thus requires us to exclude from consideration for
our present purposes all instances of Deviation III where there
is cémplete overlap of the properties concerned, as in the rea-
lisation of Case and Number in Iatin declension. Any constraints
we discover on pure sensitivity may, of course, turn out to apply
to sensitivity of other kinds too; but by restricting ourselves
in the way I suggest we can be sure that such constraints will
be independent of any which intrinsically involve overlap or cu-~

mulation.

A couple of examples will illustrate the distinction
between pure sensitivity and other types. The French word-forms
parlerons [parla'r3]} ‘(we) will speak' and parlerions [parlsj3]
"(we) would speak' represent the lst Person Plural of the Future

and the Conditional respectively. Comparison with the other Per-
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sons of these two Tenses suggests a segmentation into a stenm
parler- [parlsr] which is shared by both Tenses and a Perscnal
ending which is not. Clearly the stem affix -er- does not un-
ambiguously realise elther Future or Conditional by itself. But
the Personal endings do not do so either, since each is shared
with some other Tense: -ons with the Present parlons [par'l13]
*(we) speak' and ~ions with the Imperfect parlions [par'lj%]
‘(we) were speaking'. Rather, it is the combination of the stem-
forming affix and the Personal ending which Jjointly distinguishes
the Future from the Conditional in the lst Person Plural. So,

in this example, the way in which the property-combination lst
Person Plural is realised is certainly sensitive to some other
accompanying property, namely one belonging to the category
Tense; but we cannot say that either of the two Tenses, Future
and Conditional, is unambiguously realised independently of
Person, so we cannot call this an instance of pure seﬁ;tivity.B

A pure instance is, however, easy to find in Tatin. The two
forms amas 'you (Sg) love' and amdvisti 'you (Sg) have loved'
illustrate senéitivity-in the realisation of 2nd Person Singular;
m(é)é& in the Imperfective Present tut fiﬁii in the Perfective
Present. The ending -isti can therefore be said to share in

the realisation of Perfective. Nevertheless, Perfective is un-
ambiguously realised elsewhere, namely in the stem amav~; after
all, amav~ is found in all the Perfective forms of the verb
(excépt the participle) and only there. This, then, is an instance
of 'pure' sensitivity, since the property Perfective has a prin-

cipal exponent which is independent of the Personal ending.

Having thus established what type of behaviour falling
under Deviation IT we will be examining, it is time to look at
the promised hypothetical examples. At (206) is a set of hypow

thetical verbal endings for Tense, Person and Numbexr:

(206) Present Past TFuture
Sg 1 en ok ain

2 al il aip

3 as or ur

P11 ant ont aint
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(206) (continued)

Present Past Future
P12 alt olt ailt
3 art ort airt

Most linguists, when presented with this paradigm, would, I
think, find s:me'thing distinctly implausible about it. Yet a
close examination reveals a structure which, although it departs
from one~to-one exponent-to-property patterning, does so only
in the direction of pure sensitivity and, morecver, in a fashion
which can be stated quite succinctlys

(207) a. Order of realisation of categoriess5

Tense + Person (+ Number)

b. Realisations of Tense:

Present e in 1st Sg
a elsewhere
Past i in 2nd Sg
o elsewhere
Puture u in 3rd Sg

al elsewhere

¢« Realisations of Person:

1st k in Past Sg
n elsewhere

2nd b in Fut Sg
L elsewhere

3xd S in Pres Sg

T elsewhere
d. Realisation of Number:6
Plural t
This statement does, however, provoke a fairly obvious questions
what would the hypothetical set of endings look like if no sen-
sitivity were present and if only the 'elsewhere' realisations

listed for each property in (207) were to occur? The result would
be as in (208)s

(208) Present Past Future
Sg 1 an on ain
2 al ol ail

3 ar or air

T T A 1
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(208) (continued) Present Past Future
P11 ant ont aint
- 2 alt olt ailt
3 art ort airt

This in turn suggests a possible explanation for the implausi-
bility of (206)s perhaps it is the sheer quantity of sensitivity
displayed in (206), as opposed to the maximally perspicuous
pattern of (208), which is enough to exclude it (or render it
extremely 'costly') as an actual Tense-Person~Number paradigm in
an actual language. If so, it is obviously superfluous to look
for any deeper or more sublle explanation in terms of general

constraints on sensitivity.

This possible explanation can, however, be shown to be
false. All we need do to demonstrate this is find a set of
Person-Tense-Number forms in an actual language which displays
as much sensitivity as (206) or more, from the point of view of
the sheer volume of allomorphy. Once again Latin furnishes as

set of forms meeting this requirement. Consider (209):

(209) Imperfective Perfective Imperfective
Present Present Future
Sg 1 rego 'L rule' rexi regam
[reksis]
2 regis rexistl regés
regit rexit reget
P11 regimus reximus  regémus
regitis rexistis regBtis
regunt rexerunt regent

If we try to draw up for (209) a description of how the relevant
morphosyntactic properties are realised, on the lines of (207),

the result is unavoidably quite complex, no matter what our view
of Tatin phonology and of the underlylng phonological representa-
tions of the various 'morphs'. One version might be as followss

(210) a. Order of realisation of categories:

Person
Aspect (+ Tense) + {Number}

(i.e. Person and Number are cumulated)
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(210) (continued)
b. HRealisation of Aspect:

Perfective =-yw, ~u=~, =s-, reduplicatiocn,
vowel lengthening

c. Realisation of Tense:

Muture in 1lst Sg

a
—
Wt
L

elsewhere

fo

d. Realisation of Person-Numbers

1st Sg =i .in Pf Pres /v /c
elsevwheres~ n g

2nd Sg  -istl in P Pres

elsewheret- 8 is
3rd Sg t it
ist P1 ms imus
2nd P1  -istis in Pf Pres

elsewheres- tis itis
3rd Pl ~erunt in Pf Pres

elsevheres~ nt unt

I grant that oné could shunt the complexity represented in the
final column out of one’s morphological into one's phonological
description, by dint of positing more abstract underlying pho-
nological representations and several morphologically sensitive
'minor' phénological rules. But one is still left with an irre-
dueible minimum of sensitivity in one's account of how the six
properties (or combinations of properties) Perfective, Future,
4st Sg, 2nd Sz, 2nd P1 and 3xd Pl are realised - Just as much

as in the hypothetical example at (206), described at (207).
Moreover, one could argue that the complexity at (210) involves
not merely pure sensitivity but also cumulation of the properties
Person and Number, and is therefore exacerbated. So the reason
why the hypothetical paradigm at (206) seems so implausible
cannot be that the sheer quantity of sensitivity involved is greater

than any actual human langunage will tolerate.

2.2 Excursus: ‘pure sensitivity' and Matthews's WP model

I ought, perhaps, to explain why I have not attempted to

define 'pure sensitivity', or some other notion which would be
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equally useful when exploring constraints on Deviation II, in
terms of the framework of definitions introduced by Matthews
(19725: 160 £f.) in describing his Word-and-Paradigm model for
inflexional morphology. Reasons why one might want to do this,

of course, are to avoid introducing new technical terms need-
lessly and to make it easier, while attempting to break new ground,
to profit from earlier discussions and any relevant results
already established. I agree that these are both good reasons,
other things being equal. But, against this, there are two rea-
sons why I have not adhered more closely to Matthews's model.

The first has to do with the difference between Matthews's and

ny aims, and the second with the actual content of Matthews's

definitions.

In section 1.4 I discussed the distinction between 'theoriesl'

and 'theoriesz'. There, I had in mind princi?ally the contrast
between my approach and that of many transformational-generative
linguists, who tend to doubt the value and interesi of any ge~
neralisations which are' not put forward in the context of an
explicit, even if tentative, 'theoryz'. Now, Matthews disagrees
with Chomsky and most transformationalists about the status and
Justification of general linguistic theories; in particular, he
does not agree that a model of description must aspire to uni-
versal validity (1972b:147-156) and is happy to admit that his
own WP framework is not equally suitable for all inflected lan~
guages. Clearly, therefore, he does not accept the Chomskyan
identification of linguistic theory with a model of the innate
linguistic 'knowledge' shared bzégi%‘gyggn beings. Nevertheless,
Matthews's WP framework certainly,a theoryz in my sense. It
is not a mere assemblage of descriptive generalisations about
inflexional behaviour, but a framework for inflexional description,
making descriptive generalisations only indirectly to the extent
that it is 'adequate' and 'appropriate' (in Matthews's terms) for
data from a variety of languages. So for anyone interested (as
I am, at present) in establishing descriptive generalisations
rather than developing an explanatory theoryz, it would be po=

tentially misleading to adopt any definition of sensitivity which
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was too tightly tied to Matthews's frameworks to do so would
increase the risk of biasing the search for generalisations in

the direction of one particular theory2 in a potentially guestion-
begging fashion. This is a risk that I ought to avoid, even sup-
posing that there happens to be within Matthews's framework a
notion which looks to be ideally suited for identifying those in-
stances of sensitivity which it is most profitable to concentrate

on at this stage.

My second reason for not adhering more closely to Matthews's
model, however, is that there is, in fact, no notion within
his framework which would serve our present purpose. Recall that
what we are looking for is a way of identifying a class of examples
of Deviatién IT which we can examine with reasonable confidence
that any generalisation we discover there concerning the relation-
ships between properties and thelr exponents will have to do
with Deviation ITI alone, not Deviations I, III or IV. The notions
that look most.promising in Matthews's system are 'exponence'
(1972b:184) and 'formation', which is defined by reference to
"focal terms' (1972H:186). I will discuss each in turn.

It is fairly easy to see that Matthews's ‘exponence' will,
by itself, be of little help to us. It is a central characteris-
tic of Matthews's framework that 'extended exponence' -~ the re-
alisation of a morphosyntactic property in more than one place
in the word -- is accepted as normal, not in any way problematic,
and the framework imposes on us no obligation to identify one of
these realisations as, in some sense, the 'principal' one. To
take a latin example, in amivi 'I have loved' the Perfective
Aspect has as exponents not only the stem~forming affix -v- but
also the lst Person Singular termination -i, since this termi-
nation is peculiar to the Perfective Present Indicative. Yet,
if a 'pure’ instance of Deviation II is found anywhere, it is
surely found in gméii- There is no synchronic difficulty in
determining a boundary between the Perfective stem and and the
Person-Number ending; and this ending, being distinet from that

which occurs in other Moods and Tenses, illustrates a one-to-many
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relationship between a property and its realisations in the para-
digmatic dimension. So it is clear that we must look elsewhere

for a concept which will discriminate between 11 and -av- in the

way we want.

The term 'formation' seems more promising. By relating
this to a precisely defined notion of 'focal terms', Matthews
attempts to capture rigorously that relationship between morpho-
logical processes and morphosyntactic properties which is tradi-
tionally expressed in statements such as: "vowel lengthening of
the root is the formation (for a certain class of verbs) of the
Perfective stem"; "the suffixation of »i to the verbal stem is
one of three formations of lst Singular (the others being the suf-
fixation of -m and ~5)". In amavi, Matthews's definitions permit
one to say (as one would wish) that the suffixation of -y- is a
formation of the Perfective Aspect and that the suffixation of -1
is a formation lst Singular, but they do not permit one to say
that the latter is a formation of the Perfective, because Perfec-
tive is not a 'focal term' with respect to lst Singular forms of
verbs. This, in turn, is because there are other lst Singular
suffixes which form complete verb-forms from Tense-Aspect stems
according to rules which make no mention of the property Perfec~
tive -~ for example, the suffix -8 of the Imperfective Future
amabd or the -m of the Imperfective Present Subjunctive amem.

To say that some morphological process P is an exponent of two
properties A and B but is a formation of B only is akin, in
Matthews's terms, to saying in Ttem-and-Arrangement terms that

P is the allomorph of B which occurs in the context A. Yet our
distinction between 'principal' and other exponents is, in a sense,
no more than a restatement of the TA distinction between a morpheme
which conditions and one which is conditioned. Could we, then,
simply use Matthews's notlon of 'formation' to do the job that our

term 'principal exponent' is meant to do?

There is an obstacle to this. It can be shown that there
are morpheological processes which, in Matthews's terms, do count

as formations of certain properties even though, in my terms, they
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are not principal exponents of them. Consider first the example
of the French Conditional parlerions and Future parlerons, dis-
cussed earlier. We did not want to call this an instance of 'pure’
sensitivity on the part of 1lst Plural to the properties Condi-
tional and Future because the Plural suffixes -~opns and -ions
play an essential part in distinguishing Conditional from Future
as well. Yet, within Matthews's framework, the suffixation of
~er- certainly counts as a formation of the Conditional and Future
stems; for there is no way of forming the stem in any Future or
Conditional word=~form without invoking a rule which mentions the
appropriate Tense, and conseguently that Tense is a "focal term'

7

with respect to that stem. Here is an instance, then, where
reliance on Matthews's notion 'formation of' would requite us
to include in our study of Deviation II a piece of data which my
notion 'principal exponent' would exclude -~ and, for reasons
already given, it is more appropriate to exclude than include it

for our present purposes.

A second example will illustrate a different sort of
difficulty. TLet us suppose that, in ILatin, the Perfective Pre-
sent Indicative was the only Aspect-Tense-Mood combination in
which the exponents of Person and Number took the form of suffixes,
these properties being realised everywhere else in prefixes, thus:

(211) Perfectives

Presents Pasts
Indic Subjunc Indic Subjunc
amav{i Qramaveri m-amavera — m-amavisse

amiv-istl g~amaveri s-amavera  s-amivisse
etc. etc. etc. etc,

Consider now the form amavi 'I have loved' in this imaginary
pseudo=Iatin. Just as in real Iatin, the suffixation of -v-
will count as a formation of the Perfective stem. But, in con-
trast to real Iatin, the suffixation of =i will count as a forma-
tion of Perfective too. This is becaise there are no other 1st
Singular suffixes which form complete verb-forms from Tense-As-
pect stems according to rules which make no mention of the pro-

perty Perfective -~ indeed, there are, ex hypothesi, no othexr 1st
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Singular suffixes at.all. So, in this pseudo~Iatin, Matthews
would recognise two formations of Perfective in the word-form
anivis not only the suffix -y~ but also the suffix ~i. But, in
one respect, pseudo-~Iatin and Iatin are just alike: the suffix
-y~ occurs in all and only the non-participial Perfectlve forms
of amo, while the suffix —i occurs only in the lst Singular Pre-
sent Indicative form. So it still makes sense to call ~v- a
'prineipal exponent' of Perfective; and it still makes Jjust as
much sense in pseudo-latin as in real Latin to regard the idio-
syncratic suffixal realisation of lst Singular and the other
Person-Number combinations in the Perfective Present Indicative
as a 'pure' instance of Deviation IT. So here is a second demon-
stration that Matthews's term 'formation' is wider than our term

'principal exponent' and, for our present purposes, too wide.

2:3 The Peripherality Constraint: a first statement

T presented at (206) a hypothetical Tense-Person-Number
paradign exhibiting only ‘pure’ sensitivity. This paradigm looked
distinetly implausibles Yet this implausibility could not be
due’ to the sheer quantity of sensitivity involved in i{, I claimed,
because just as much sensitivity seemed to be involved in the ac-
tual Iatin verbal paradigm at {209). I will in fact argue that
the implausibility of (206) is due to its violation of a const-
raint on sensitivitywhich has nothing to do with the volume
of sensitivity in a paradigm. I suggest a name for this constraint
and offer a first rough characterisation of it as follows:

(212) Peripherality Constraint (first formulation)s

The realisation of a property may be sensitive to
a property realised more centrally in the woxrd-
form (that is, closer in linear sequence to the
root), but not to an individual property realised

more peripherally (further from the root).

Inasmuch as this constraint refers to other properties
realised in the same word-form as the property affected, it re-
lates to the syntagmatic rather than the paradigmatic context

of that property; in this respect it differs from the constraints
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on one-to-many exponence that will be proposed and discussed in
thapters III-VI. The rest of this chapter will be devoted to
Justifying and developing the Peripherality Constraint and showing
how it restricts the range of possible behaviour involving

Deviation I1.

2.4 Pure inward sensitivity

I will first show in what respects the hypothetical paradigm

at (206) violates the Peripherality Constraint, and then jus=
tify the constraint by reference to evidence from actual lan-
guages. Consider first the realisations of Tense in (206),
stated in (207 b). Tense is more central than Person, since it
is realised closer to the root. Yet the realisationcﬁiindividual
Tenses 1s sensitive to individual properties realised more peri-
pherally (for short, 'more peripheral properties'), namely lst
Pexrson, 2nd Person and 3rd Person. This contravenes directly
the Peripherality Constraint as stated at (212). If the Constraint
is correct, therefore, we have at least part of an explanation
for the implauéibility'of (206). What of the set of Latin forms
at (209), which I introduced to compare with (206)? It may seem
to present a clear counterexample to the Peripherality Constraint
straight away. The realisation of properties belonging to the
cumulated categories Person and Number, described in (210 4),

is sensitive to Aspect, or to Aspect and Tense. Since Aspect

and Tense are more  central than Person and Number, this is
quite compatible with the Peripherality Constraint. On the

other hand, the realisation of Tense, stated in (210 c¢), is sen-
sitive to a more peripheral combination of properties, in that
the characteristic vowel for the Imperfective Future of regd

is different in the lst Person Singular (regam) from what it is in
all the other Person-Number combinations (regs, reget etc.).
There is, fortunately, an independent explanation for this ap-
parently damaging fact; but the explanation presupposes discus-
sion of Deviation IV in Chapter VIII, so I will not be able to
present it until Chapter IX. Until then, while recognising it

as an apparent piece of direct counter-evidence to the Periphera-

1lity Constraint as stated at (212), I will put it on one side.
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Turkish does not have arbitrary declension=- and conjuga-
tion-types of the kind that we are familiar with in Iatin, and
Hungarian does so only to a relatively small extent. Yet both
Turkish and Hungarian display plenty of examples within the
verbal inflexional system of inward sensitivity (that is, sen~
sitivity to more central morphosyntactic properties), these
more central properties being syntactically or semantically
determined ones such as Tenses and Aspects. This is obvious
from the following tables, in which Present and Past Tense para-

digms are contrasteds:

(213) Turkish gel~ 'come'
Aorist Simple di-Past Simple
Singular 1 gel-ir-in gel=~di-m
2 gel=-ir-sin gel-di-n
3 gel~ir gel-di
Plural 1 gel-ir-iz gel-di~k
2 gel-ir«siniz gel-di~niz
3 gel-ir-ler gel-di~ler
(214) ‘ *  Hungarian vir~ 'wait'
Present Past Conditional
Indefinite Indefinite Indefinite
Singular 1 var-ok var-t~an var-n-ék
2 vhr-sz var-t-a1  vAr-n-al
3 vAr vAr~t var-n-a
Plural 1 vAr~unk vr=t-unk  vAr-n-ink
2 vhr-tok vAr-t~atok vAr-n-itok
3 vhr-nak var-t-ak varen-fnak

It is not important for our purposes precisely what Tense, A
pect or Mood properties are involved in the distinction beween
the various columns in (213) and (214). What matters is that
(except in the Hungarian Present) these properties are unambi-
guously realised immediately to the right of the root by an
element (~ir- or ~di~ in Turkish, -p~ or =t- in Hungarian) which'
is constant for all Persons and Numbers and therefore plays no
part in realising any individual Person-Number combination.8
These elements therefore count as 'principal exponents' of Tense-
Aspect=Mood, according to the definition in section 2.1; and

the associated Person~Number endings, insofar as their variation




63 .

in shape cannot be accounted for phonologically, display 'pure’
sensitivity. One does not need to delve deeply into Turkish

or Hungarian phonology to determine that phonologically unac-
countable sensitivity of this kind exists. For example, the
contrast in the 1st Person Plural between the -iz of Turkish
geliriz and the -k of geldik cannot be plausibly accounted for
either by positing a common underlying phonological representation
from which the different surface forms are are derived by phonolo-
gical rules, or by positing distinct underlying répresentations
whbse distribution is phonologically determined; rather, there

are distinct realisations of lst Person Plural whose distribution
is determined by other morphosyntactic properties realised else-
where in the word. The same may be said about the contrast he=
tween the Hyngarian vhrnhnak "they would wait' and vhrtak they
waited's One might argue whether the realisation of Conditional
is underlyingly -n- (as suggested in (214)), ~-na=- or ~ph- (i.e.
/nai/); but the choice between these phonological analyses will
not by itself account for the difference between the 3rd Plural
endings -(&)nak in the Conditional and ~ak in the Past. Rather,
one must allow that there are distinct realisations for 3rd Person
Plural which are sensitive to properties of Aspect, Mood or Tense,

realised principally elsewhere.’

. Having established that (213) and (214) illustrate pure
sensitivity, we must now check whether this sensitivity is con-
sistent with the Peripherality Constraint stated in (212). This
neans checking whether the properties to which Person and Number
are sensitive are more central or more peripheral. In each case,
the combination of Tense, Aspect or Mood properties which deter-
mines which Person-Number allomorph will be chosen is realised
between the Person-Number ending and the root. These facts there-

fore tend to confirm the Peripherality Constraint.

A further example of pure sensitivity can be found in
Zulu, this time in nominal morphology. Zulu, like other Bantu
languages, has several noun ‘Classes' or Genders; and, within

the sentence, many attributive and predicative elements are re-
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quired to agree with thelr subject or head noun by displaying

a prefix generally similar in shape to the one on the noun it-
self. For example, in the possessive construction, the 'posses-
sor' displays a prefix determined by the Class of the 'possessed’
noun. In (2l5) I give a sample of Zulu nouns with the Class~
prefixlo separated from the root by a hyphen, and in (216) I

illustrate the possessive constructions

(215) Singular Plural

Class 1/2 um-ntwana  aba-ntwana ‘child’
la/2a u-thisha  o~thisha  'teachex’
3/4 um~nyango  imi-nyango ‘'door'
5/6 i~ganda ama~ganda  'egg'
7/8 isi-hlalo izi-hlalo ‘seat'
9/10 in-tombi  izin-tombi ‘girl!
11/10 u~thi izin-ti 'stick'
14 ubu-so ubu-s0 ‘face'
15 uku~-fa "death'

(216) Class and Number
of head nountg

a. 3/4 Sg umnyango womntwana 'the child's door'
5/6 Sg iganda lomntwana ' " ege'
7/8 Sg isihlalo somntwana ° n seat'
11/10 P1 izinti zomntwana ° " sticks'
14 Sg/P1  ubuso bomntwana ' " face*

b. 3/L Sg umnyango wezintombi 'the giris' door'
5/6 8g iganda lezintombi * " egg’
7/8 Sg isihlalo sezintombi''' " seat'
11/10 P1 izinti zezintombi' " sticks'
1 sg/Pl ubuso bezintombi ' " faces'

There is good evidence elsewhere in Zulu for a phonological con-
traction rule changing al to ¢ and au to ¢ =- a rule which has
parallels in the Romance languages and in Sanskrit. This sug-

gests that we might derive the forms womntwana, wezintombi ete.’

etc. in the second column of (216) from an underlying represen-
tation incorporating the ‘basic' forms of the pessessor nouns
given in (215), thuss
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(217) Class and Number
of head nouns

3/l Sg a. wa + umntwana b. wa + izintombi
5/6 Sg la + " la + "
7/8 Sg sa + " sa + "
11/10 1 . za + " za + "
14 Sg/P1 ba + " ba + "

This analysis is supported by what we observe in constructions

where the analogue of the possessor (umntwana or izintombi in

in (216)) happens to begin with a consonant (e.g. when it is a

locative expression), thus:

(218) a. phakathi (kwebhokisi) iganda laphakathi (kwew

bhokisi)
‘inside (the box)* "the egg inside (the box)'
b. kiraZulu izintombi zakwaZulu
"(in) Zululand' "the girls in Zululand®
¢» lapha 'here' umnyango walapha

"the door here'
It is, in fact, usual to treat the first element in laphakathi
(see (218 a)) as a 'possessive concord' morphologically identical

to the first element in lomnyango or lezintombi (see (216)), and

to analyse the underlying forms of the possessive concords for

all the noun Classes as follows:

(219) Class Singular  Plural
1/2 wa- b~
la/2a " "
3/4 Wam ya~-
5/6 la~ a
7/8 Sa~ 2,8,
9/10 ya=- 2
11/10 Iwa~ Za-

14 ba~ ba~
15 kwa-

So far, the relationships between morphosyntactic proper-
ties and their realisations here seem quite straightforward. Just
as we would regard the -a of piccola 'little' in the Italian

phrase la piccola finestra 'the little window' as realising
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the Gender property Feminine acquired in agreement with the head
noun finestra 'window', so we can regard the la- of laphakathi
in (218 a) and underlyingly present in lezintombi in (216 b) as
realising the CGlass property 5/6u And just as we can draw up

a Gender-Number paradigm for the Italian adjective piccolo as

in (226), so we can draw up a Class-Number paradigm for a Zulu
noun such as intombi 'girl' exhibiting all the possible posses-

sive concords as in (221):

(220) Singular  Plural
Masculine  piccolo piccoli
Feminine piccola plccole

(221) a. Possessor noun Singular (intombi)
Number of head nouni

Singular Plural

giizsngin: ié?28'§ wentombi bentombl
3/ 4 wentombi yentombi
5/6 lentombi entombi
7/8 sentombi zentombi
9/10 yentombi zentombi
11/10 lwentombi  zentombi
14 bentombi bentombi
15 kwentombi

b. Possessor noun Plural (izintombi)

Number of head nount
Singular Plural

Class of 1/2 z

head noun: la/2a wezintombi bezintombi

3/4 wezintombi yezintombi
5/6 lezintombi ezintombi

7/8 sezintombi zezintombi
9/10 yerintombi zezintombi
11/10 lwezintombi zezintombi
14 bezintombi bezintombi
15 kwezintombi

No sensitivity is obsexrvable in the way the concordial properties
are realised, so far; we have had to posit only a single set of

prefixes, listed in (219). But consider now the concordial
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Class-Number paradigm for a Singular Class la noun such as

uthisha 'teachex's

(222) Number of head nouns
Singular Plural

gizgsngim ié 528“{ kathisha  bakathisha
3/4 kathisha  kathisha
5/6 likathisha kathisha
7/8 sikathisha zikathisha
9/10 kathisha zikathisha
11/10 lukathisha zikathisha
14 bukathisha bukathisha
15 kukathisha

The forms we would expect to see here, on the basis of (219)
and (221), are: Class 1/2 Sg "wothisha", Pl "bothisha", 7/8 Sg
"sothisha" and so on. The forms that we in fact find depart from
what we would expect in two wayss firstly, the normal Class-
prefix appropriate to Class la/2a Sg, namely u~, is replaced by
ka~; secondly, the set of concoxds: listed in (219) is replaced by

a distinct set, as follows:

(223) Singular  Plural

Class 1/2 J ba~
la/2a, " "
3/k g B
546 15~ Ji
7/8 si~ 7i-
9/10 il Zi-
11/10 Tu- Zi-
14 b bir-
15 u-

There are clearly strong resemblances between the two
sets of concords at (219) and (223). Nevertheless, the choice
between them is certainly not phonologically determined; there
is no vhonological reason, for example, why the Class 9/10 Plural

concord should be za- in izintombi zakwaZulu 'the girls of Zulu~

land' (see 218 a)) but zi- in izintombi zikathisha 'the teacher's
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girls'. Clearly, there is sensitivity ai work here. The reali-
sation of the concordial Class properties is sensitive to whether
or not the noun to which they are attached is Class la/2a Sg.
Whether this sensitivity is of the 'inwaxd' kind, consistent
¥ith the Peripherality Constraint as so far formulated, depends
on whether the properties la/2a Sg are realised more closely
to the xroot than the concordial prefixes. Fairly evidently,
they are. The element -ka=-, found throughoutthe paradigm in
(222), is in the pre-stem position habitually occupied by the
exponents of the 'possessor’ noun's Class and Number; moreover,
it is unique to the combination of properties 'la/2a Sg' within
the possessive paradigms of Zulu nouns, and so realises it unam-
biguously. These Zulu facts, therefore, like the Hungarian and
Turkish ones we discussed, conform to the Constraint and hence
tend to confirm ite.

2.5 OQutward sensitivity
Can we say, then, that'inward' sensitivity -~ sensitivity

of moxre peripheial properties to more central ones ~=- is the only
kind that exists, and that 'outward' sensitivity never occurs
under any circumstances? Even if we continue to neglect the
Latin 1lst Singular Imperfective Future regam, mentioned earlier,
the answer is no. The very facts we have just heen considering,
' involving Zulu possessive concords, contain a clear prima facie
example of ‘outward' semsitivity..The.usuyal Singular prefix for
Class la/2a is, as I have said, u-s uthisha 'teacher', ubaba 'my
father®, udokotela 'doctor'. But this u- is replaced by ka-
just when the noun acquires a concordial Class property through
participating in a possessive constructionllg and, as (223)
shows, this concordial property recelves, for most Classes, an
overt reallsation which is more, not less, peripherxral than the
~ka=- which is apparently sensitive to it. Nevertheless, I will
argue that a quite restrictive, and so quite powerful, version
of the Peripherality Constraint can still be maintained, because
the conditions under which 'outward' sensitivity can occur are
different from and more restricted than those under which ‘in-

ward' sensitivity can occur. To prepare the ground for this
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argument, I will now present three more examples of 'outward'

sensitivity.

The firet of the three examples concerns the vealisation
of the property Potential in Turkish verbs. The Potential Mood
(which can be glossed by IEnglish 'can®, 'be able to') is usually
realised by a suffix -gbil- ((224) below), to which the full
range of Tense markers can be addeds

(224) gelmdim 'I came’ gel~ebil-d{m 'I was able
to come'
gel-eceg-in gel-ebil-ecéf~in
*I will come’ 'T will be able to come’
geluir-im gel-ebil—{rMim
"I come (Aorist)' *I can come'

But when the Negatlve suffix -mg:/~gix§ or the peculiar Negative
Aorist forms ((113 a) in Chapter I) follow, the suffix -ebile is
replaced by -e-3

(225) gél-me-dim gel-é=me-din (not "gel-ebil-
'T did not come' me=dim")
‘I could not come'
gél-miy~eceg-in geleé-niy~ccef~in (not "gel-
*T will not come' eb{l-miy-eceg-im")
'I will not be able to come'
gel-mén gel=é-men (not "gel-ebil-mém")

'I do not come (dorist)' I cannot come'
- So the property Potential is sensitive to the property Negative
even -though the property Negative is realised moxe peripherally.lz

The remaining two examples were both mentioned as instances
of Deviation IT at (112) in Chapter I. The first of these, at
(112 a), involved the Zulu verbal concord marker for Class T sube
Jects in the Present Negative Tense; it was more fully described
at (111 b), since it also involved Deviation I ('extended expo-
nence'). Briefly, again, the usual Class 1 subject concoxrd pre-
fix on verbs, u-, is replaced by ~ka=- in Negative contexts; and
the property Negative is generally realised separately by a pre-
fix a-, preceding, and thus more peripheral than, the subject con-
cord. The second relevant example from (112) is that of the
property Plural in Hungarian nouns, mentioned at (112 c¢). Here,




70

the usual Plural markexr =k~ =ok -;a._l_:_lj is replaced by -((jla)i-
when a Personal Possession marker such as -m~ -om ~ -am ‘my*

follows:
(226) Base Unpossessed With lst Singular Possessors
Plural Singular Plural
ruha ‘dress' ruhdk ruhdn ruhaimn Snot
"ruhRkan" )
kalap kalapok kalapom kalapjaim
‘hat' (not "kalapokan")
hiz hazak hézam hizaim (not
'house* “hazakan" )

This characteristic of Hungarian -~ that the Plural suffix on
nouns differs in shape according to whether a Possessive suffix
follows or not == is evidently anclent and stable, since it is
shared with the related buit geographically far distant Ugric
languages Ostyak and Vogul, which also display a similar variabi-
lity in the suffix for the Dual, absent in Hungarian (Gulya 19663
52, 58-63; Khlman 1976: 29-32).

To show that some version of the Peripherality Constraint
can be defended despite these examples of 'outward' sensitivity,
I must at least show that they differ in some common respect
from the examples of 'inward' sensitivity that we have so far
noticed. This common difference, I suggest, involves a distinc-

* tion between what one might call 'piecemeal' sensitivity to in-

dividual morphosyntactic properties and 'wholesale® sensitivity
to whole morphosyntactic categories. In the Peripherality Cone
straint as so far formulated, no connexion is claimed between
the way in which a given property (property ﬁ) is realised in
the context of properiy gi.belonging to some category C and the
vway in which a is realised in the context of other properties
(c.» g3 etc.) also belonging to category C. So far as inward
gensitivity 1s concerned, we have found no ground for asserting
any such connexion. But in all the examples of outward sengi-
tivity so far observed, a comnexion of thls kind does appear to
exist, in that the exponent of a in the context of the more peri-
pheral property g to which a is sensitive always appears to be

the same as its exponent in the context of properties Sy, Sg
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and indeed all the properties belonging to category C. This ob-
served connexion coculd be accidental. But before resting content
with that conclusion, we ought at least to explore the possibility
that it is not accidental -- in other words, that it represents
a special condition on outward sensitivity, in contrast to in-
waxd sensitivity. Ioosely, what we should explore is the pos~
8ibility that outward sensitivity may ococur, violating the cur-
rent version of the Peripherality Constraint, only when that
violation involves sensitiviiy to a whole moxrphosyntactic cate~
ébry rather than to individual properties. Before discussing
evidence suitable to test this tentative special condition, I
will offer a more formal statement of it, in two versions:

(227) gpecial condition on 'outward' sensitivity

The realisation of a given property may be sensie
tive inwards to individual properties (or combi-
nations of thems see Note below) in such a way
that the alternant which occurs with property e
differs from the one which occurs with property
[ belonging to the same category; on the other
hand, a property may be sensitive outwards to a
given propexrty g only if the same alternant oc-
curs withs

- (Version As) all properties belonging to the same
more peripheral category as gi:

- (Version Bi) all properties belonging to the same
more peripheral categoxry as & vhich have an overt
realisation independent of the realisation of the
sensitive property itself.

Notes 'Property' is to be understood throughout
as including property combinations (e.g. "lst Person
Singular'); and ‘category', similarly, is to be
understood as including category combinations (e.g.
'Person=Numbex' ).
The cholce between Version A and Version B will occupy us as soon
as wWe consider the Conditlon in detail. But first I will demon-
strate briefly the correctness of exempting inward sensitivity

from the Condition, by reference to Iatin and Hungarian evidence
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showling how properties may be sensitive ‘inwards' in different
vways to different individual properties within the same category.

If we consider the Iatin data illustrated in (209), we
observe that several Person=Number combinations are sensitive
to the distinction between the individual properties Imperfec-
tive and Perfective within the category Aspect in such a way as
to show different alternants according to which of the two
Aspects is present, thuss

(228) Presents
Imperfective Perfective

S8g 1 reg-d Tex=1
2 reg-is rex-istl
Pl 2 reg-itis rex-istis
3 reg~unt rex=-erunt
The exponents of Person-~Number are the elements which follow the
hyphens; and, although there is partial similarity between (for
example) -unt and -exrunt, the two exponents of each Person-Number
combination here are certainly not identical. So, whatever de-
cision one makes about the underlying phonological representations
of these forms, the recognition of morphological sensitivity is
inescapable; and, what is most important at present, the sensi-
tivity is to individual properties within the category Aspect
» rather than to the category as a whole.

The Hungarian data at (214) illustrate similar behaviour.
For the 3rd Person Plural Indefinite, the Conditional (whose
principal expdnent is -p~, =-na- or ~géf) selects a different
alternant from the Past Indicative (whose principal exponent is
-t=); With the former, 3xd P1 Indef is vealised as -(&)nak while
with the latter it is realised as -gks varnanak ‘they would wait'
versus vartak 'they Waited'. Here, sensitivity is to individual
combinations of properties within the categories of Mood and
Tense rather than to the categories as a whole. And, of course,
it is not only Persom and Number which can display inward sensi=~
tivity of this kind. Consider the following further data from
Iatins




(229)

Singular 1

3

Moods Subjunctive

Tenses Past

Aspects

Imperfective Perfective

reg=er=em
rog=er=-6s

reg=exr=et

rexX-iss-en
rex-iss~as

rex=-igs-et

Plural reg-er-emus rex-iss-emus

N W

reg-er-etis rex-iss-etis

3 reg-er-ent rex-iss-ent

The Person-Number endings here are the same, but the realisation
of Past-Bubjunctive is sensitive inwards to the two individual
Aspects, Perfective and Imperfective, whose principal exponent

is more central (namely in the stem, to the left of the hyphen).

T will illustrate now the conditions under which, according
to (227), ‘outward' sensitivity is permissible. First, consider
the facts about the marking of Number and Personal Possession
on Hungarian néuns,((llz c) and (226)). As I mentioned, the re-
alisation of the property Plural is sensitive outwards to whether
or not some marker of Possession is also present. But in (226) I
gave only examples of lst Person Singular Possession. Something

new emerges if we look at a complete paradigm for Possessions

(230) Possessor Singular  Plural
sg 1 ruhém ruh&in (of. ruhfk
‘my suit' ‘my suits' - - . "sults‘)
2 ruhéd ruhaid
3 ruhé ja ruhdi
P11 Tuhfnk ruhfink
2 Tuhftok ruhéitok
3 ruha juk ruhaik
Sg 1 kalapom kalapjaim (cf. kalapok
'my hat' 'my hats’ 'hats')
2 kalapod kalapJaid
3 kalapja kalapjai
P11 kalapunk kalapjaink
kalapotok kalapjaitok
3 kalapjuk kalapjaik
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What I want to emphasise here is the fact that, although Plural
is realised differently according to whether or not a marker of
Possession is present, it is realised in the same way with all
Possessors. One could easily imegine a hypothetical set of forms
like the followings '

(231) Possessor ruhak kalapok
sg 1 ruhdin kalapjaim
2 "ruhdkod"  "kalapokod"
3 ruhai ~  kalapjai
P11 ruhAink kalapjaink
2 "ruhékotok" “kalapokotok®
3 ‘rubfik kalapjaik

In this hypothetical set of forms, it is only with certain
Possessors (namely, lst and 3rd Person ones) that the realisation
of Plural differs from its 'unpossessed' realisation. There

is nothing implausible, in principle, about selective sensitivity
of this kind; we have already seen that, in Iatin, only four of
the six Person-Number combinations are realised differently

with the Imperfective and Perfective Present, namely lst Sg,

2nd Sg and P1, and 3rd P1. The fact that Hungarian does not dig-
play selective sensitivity here could be a mere fact of Hungarian
grammar, accidental from a general linguistic point of view.

But, if the condition on sensitivity set out at (227) is correct,
then this fact about Hungarian is not accidental, and the sort

of behaviour illustrated in the hypothetical examples at (231)

is linguistically impossible. This is because in (231) the
property Plural is sensitive outwards to properties of Personal
Possession in such a way that different alternants for Plural
accompany different Persons within the Personal Possession cate~

1
gory. b

Beja, a North Cushitic language of the Sudan and northern
Ethiopia, behaves in one respect remarkably like Hungarian. As
in Hungarian, there are six Personal Possessive suffixes which
may be added to nouns (Hudson 1974s 123). Beja also has a set
of three 'inseparable postpositions' meaning ‘in, about®, 'like’,
and 'from, by', which may be added 1o nouns with Genitive inflexion.
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Hudson calls these postpositions inseparable because they precede
(and are thus, in my terminology, more central than) any Personal
Possespive suffixes attached to the same noun. What is interes-
ting about these three 'postpositions' is that, just like the
Plural marker in Hungarian, they each have two allomorphs, the
choice between them depending on whether a Possessive suffix fol-
lows. Thus, 'from, by' may be realised either -/- (that is, by
an accent on the preceding vocalic mora) or -s=-, the latter oc-
curring if and only if there is a following Possessive suffix
(?receded necessarily by a Case~Number suffix, which in this in-
gtance will be Accusative). Examples are:ls

(232) a. ti- Poor=te i- 7
the~girl=Fem-Gen-from
'from the girl'
b. tl= Foor=t= ii= s« oo~ "k

the-girl-Fem-Gen~from-Acc-your (Sg)
'from your daughter'

(233) a. ti~ huug= agwte o= 7
the=knife-Pl-Fen-Gen~£from
' Pl
*from the knives'
Ba ti~ huus~ aa-t-~ ee= s= ee~ Lk

the-knife-Pl-Fem~Gen-from-Acc~your (Sg)
'from your knives'

In (227) I set out two distinet versions, labelled A and B,
of the special condition on outward sensitivity. Version A was
the more restrictive, requiring that, if a property was sensitive
to some more peripheral property Sy it should be sensitive in
Just the same way to all properties belonging to the same cate-
gOTy as g, . Version B, on the other hand, required only that it
should be sensitive in the same way to all those properties which
both belong to the same category as () and have an independent
overt (i.e. nonwzero) inflexional realisation. Obviously, Version
A is more restrictive than Version B, and, if consistent with the
evidence, should be preferred. What conclusion deoes the evidence
in fact suggest?

Let us look again at the property Potential in Turkish
verbs, already mentioned at the beginning of this section. As
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We saw, Potential has two realisations, -ebil= and ~e-, the choice |
between which is determined by whether oxr not the property New
gative follows. ILet us suppose that the property Negative is

a membexr of a two-term morphosyntactic category (let us call it
Polarity) whose other member is the property Positive. Version

A of (22?) cannot then be corrects for it will lead us to predict,
incorrectly, that the same realisation of Potential will oceux

in both Positive and Negative contexts. But the property Positive
never has any independent overt realisation of its own; consee
quently, the Turkish facts, though incompatible with Version A,
are compatible with Version B, since the same xeslisation of
Potential does in fact occur in association with all members of
the category Polarity whose realisation is independent and overt,
namely the one property Negative. Consider too the facts about
Class=concord and verbal negation in Zulu mentioned earlier in
this section and at (112 a) in Chapter I. To recapitulate,

the usual Class 1 Singular Subject Concord verbal prefix u- is
replaced by ~ka- in Negative contexts. If, as for Turkish, we
say that Negati%e is the second member, alongside Positive, of

a two-member morphosyntactic category of Polarity, then the Zulu
facts are incompatible with Version A of (227) btut compatible
with Version B; for, although the Class 1 concord is not realised
in the same way with both members of this more peripheral categoxy,
' it is realised consistently when accompanied by all members of it
‘whicﬁ have non-zero realisations, namely the one member Negative.

These facts seem to exclude falrly conclusively the possi-
bility that Version A of the special condition on outward sensitivity
can be sustained, But they do s¢ only on the assumption that
there is, in both Turkish and Zulsn, a two~term morphosyniactic
category of ‘Polarity' of which Positive is a member just as much
as Negative is, even though only Negative ever receives any in-
dependent overt inflexional realisation. What happens if we
guestion that assumption? If we deny that there is any propexrty
Positive (at least, none relevant for morphosyntactic purposes),
we are then left with a morphosyntactic category with only one
member (Negative). To some people the idea of single-member catew
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gories may seem objectionable on the ground that all grammatical
entities, including morphosyntactic properties, exist only in~
asmuch as they contrast with other entities in systematic ways.
But I would like to ieave that objection on one side for the mo~
ment and concentrate on the consequences of this analysis for
outward sensitivity. One important consequence, for our purposes,
is quite clear: the Turkish and Zulu facts are now compatible
with Version A as well as Version B. This is because we can now
say that the realisation of Potential and of Class 1 concoxd
réspectively is sensitive not merely to the more peripheral prow
perty Negative but rather to a more peripheral category, which

we have called 'Polarity', whose sole member happens to be Ne=-
gative. Given this analysis of the Turkish and Zulu facts,
therefore, it is possible to maintain the more restrictive of

the two conditions on outward sensitivity == Version A rather
than Version B in (227). I will aim now to produce positive evi-
dence in favour of Version A -~ evidence strong enough to outweigh
any qualms we may have about recognising such things as one-
member morphosyntactic bategories.

The logical relationship between Verslons A and B is such
that any facts which comply with A will comply with B also. It
~ will not be possible, therefore, to produce evidence in favour
of A which at the same time conclusively excludes B. It is in
principle possible, however, to find evidence in favour of B
which conclusively excludes A. Whal we need to do is to specify
the circumstances under which evidence of this kind might be found,
then to examine whether, in these circumstances, such evidence
is actually found in natural languages. The Turkish and Zulu
facts involving negation did not conclusively favour B because
the argument drawn from them involved the dublous assumption
of a two-member moxphosyntactic category of Polarity one of whose
members (Positive) never had an independent overt realisation.
Any conclusive evidence for B must involve a moxrphosyntactic
category whose existence and membership is less debatable; for
example, the category in Zulu whose members are the noun Classes
and which is applicable to ‘possessor' nouns in possessive cons-
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tructions (see section 2.4 above), and the category of Possession
in Hungarian whose members are the six Person-Number combinations
and which is applicable to "possessed' nouns (see our discussion
of (230) above). What is interesting here about both these sets
of properties is that some of them, in some circumstances, lack
any independent overt realisation. They therefore supply instances
where the choice between Version A and Version B could, in prin-
ciple, be decided conclusively in favour of Version B. A reca-
pitulation of the facts will clarify this.

In Zulu, ‘possessor' nouns regularly acquire, in addition
to their own Class prefix, an extra prefix governed by the Class
of the 'possessed' noun which they qualifys

(234) (cf. (216))
a. Class 1/2 Sg umtwana "child
Class 3/4 Sg umnyango ‘dooxr’
Pozsessive constructions
~ umnyango womntwana ‘the child's door!
b. Class’9/10 P1 izintombi 'girls'
Glass 5/6 Sg iqanda 'egg'
Possessive constructions
iganda lezintombi ‘the girls' egg'
If we invoke an independently motivated phonological contraction
" rule (a + i-e, a + u-»0), we can set up underlying representa-
tione for the extra prefixes as in (219), repeated here for cone

veniences
(219) Class Singular  Plural

iﬁ?za } Wa,. ba-
3/4 Wa~ ya=
5/6 la~ a=

7/8 sa.= Zam
9/10 ya~ Zam
11/10 Iwa- 2Za=

14 ha- ba-

15 kwaw~

But for 'possessor' nouns whixh:.are of Class la and Singular (e.g.
uthisha "teachexr'), a different set of extra prefixes applies,




as set out in (223):

(223) Class Singular  Plural

ié?za } # ba-
3/% [2 i

5/6 1i= [

7/8 8i- zi-
9/10 J ] v B
11/10 Tue 7=
14 u- -

15 ku~-

0f special interest to us now are the five zeros in (223), in-
dicating forms where concord with the 'possessed' noun has no
independent overt realisation, even though the morphological re-
levance of such concord, and so the presence of the relevant morw
vhosyntactic properties, is guaranteed by the overt marking
vhich shows up with possessors of all other Classes. What is
crucial is the shape of the inherent Class la Singular prefix

in these five forms ---forms where the prefix is "preceded by'

a 'zero-marker' of the Class of the possessed noun. We know
that the normal Class la Singular prefix, in environments where
there is no 'extra' prefix and no other special factors affecting
its shape, is gr.lé In contrast, where there is an overt ‘extra'
prefix, as (for example) with a ‘possessed’ noun of Glass 7/8,
the Class la Singular prefix is not u- tut -ka-, thuss

(235) isi-hlalo si=- ka= thisha
7/8-seat 7/8-1a/2a-teacher
Sg S¢ Sg ‘the teacher's seat!

jzi-hlalo zi- kaw dokotela
7/8-seat 7/8-1a/2a-doctor
Pl Pl sg 'the doctor's meats'

But what happens when the ‘possessed’ noun belongs to a Class
and Number for which table (223) specifies 'zero', such as pm-
nyango (Class 3/4 Sg) 'door' or amaganda (Class 5/6 P1) 'eggs'?
In such instances, is Class la Sg realised as u~, ka= or in some
other way?

If the realisation is u~, then these Zulu data will strongly
support Version B rather than Version A, in that the realisation
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chosen for environments with 'zero-marked' Possessive concord
will e different from the one found with non-zero concords.
But we already know from table (222) that the realisation is ka,
just as when an overt 'extra' prefix is present, thus:

(236) um= nyango ka~  thisha
3/Uedoor 1la/2a-teacher
Se S8 *the teacher's doorx'

amng=ganda ka=  dokotela
5/6megg  la/Ra-doctor
Pl Sg 'the doctor's eggs'

Now, this situation is not incompatible with Version B, since
Version B permits but does not require a Class prefix other than
ka~ in these forms; but, inasmuch as the facts are compatible
with the more restrictive Version A, which forbids any prefix
other than ka- here, we should choose the version of the Peri-
perality Constraint which incorporates Version A, other things
being equale.

Whether other things are equal depends, of course, on
what happens in analogous situations in other human languages.
Here, I will do no more than discuss nominal Possession in Hun-
garian, the second of the two examples mentioned as relevant
earlier. The relevant facts are given at (230). The Possessive
suffixes for Singular nouns which end in a back vowel are as
followss

(237) Singular  Plural
Persons 1 =-m =nk
2 - =~ tok
3 =Ja - Juk

These are exenplified in the Possessed forms of the Singular of
ha 'dress, suit’ in (230)s ggﬁég 'my dvess' etc. Now, the
Plural stem for the Posseassed forms of all nouns also ends in

a vouel, since the usnal Plural maxker =k ~ ~ok ~ ~ak is re-
placed by ~-((j)a}i vhen a Posseasion marker follows (see (226)).
One might therefore expect the Possessed forms of all nouns in
the Plural to show a stem in =((j)a)i followed by the suffixes
listed in (237). But this is not the case. As ¥e can see from
the Plural columns for both xuha and kalap in (230), the actual
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Possessive suffixes for Plural nouns are as followss

(238) Singular  Plural
Persons 1 -m -nk
2 - ~tok
3 8 -k

There is a difference between (237) and (238) in the 3rd Person
forms. What interests us is the form for the 3rd Person Singu-
lar. Here, there is no overt realisation of Person independent
of the realisation of the property Plural belonging to the noun.
The question, then, is how that property Plural lis realised:

by a =k suffix, as when a noun is not marked for Possession at
all, or by the same -((j)a)i suffix that appears before all overt
maxkers of Possession? If the first answer is coxrrect, then
the Hungarian data provide strong support for the looser Version
B of the special condition on outward sensitivity and against
Version A. But the correct answer is the second, as shown by
the forms xuhei 'his suits/her dresses' and kalapjel 'his/her
hats' in (230). Again, therefore, we have evidence which, al-
though consistent with Version B, is exactly what Version A pre-
dicte, and so favours the latter.

2.6 The Peripherality Constraints a revised formulation

and some consequences

The Zulu and Hungarian data just discussed give grounds
for preferring Version A, the tighter of the two versions of
the special condition on outward sensitivity stated at (227).
The correctness of this, as of my suggestions about sensitivity
in general, depends of course on whether it fits relevant facts
from far more languages than the four that I have concentrated
on (Zulu, Hungarian, Turkish and Beja). I will in fact have more
to say later about the interpretation of the Periphexrality Conw~
straint in oconnexion with paradigms where not all the sensitivity
is 'pure'. But I will assume fox the moment that Version A is
adequately substantiated, and discuss now firstly its consequences
for the formulation of the Peripherality Constraint and secondly
(very briefly) the potential relevance of this Constraint to syn-
tactic as well as morphologlical analysis.
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The first tentative formulation of the Peripherality
Constraint was given at (212). For convenience, I will repeat
it here, along with the formulation of the special condition
on outward sensitivity at (227)s

(212) Peripherality Comstraint (first formulation):
The realisation of a property may be sensitive to

a property realised more centrally in the word-
form (that is, closer in linear sequence to the
root), but not to an individual property realised
more peripherally (further from the root).
(227) Special condition on ‘outward' sensitivity
" The realisation of a given property may be sensi-

tive inwards to individual properties (or combi-
nations of them) in such a way that the alternant
which occurs with property (Y differs from the one
which occurs with property S belonging to the
same category; on the other hand, a property may
be sensitive outwards to a given property g only
if the sahe alternant occurs with:
- (Version As:) all properties belonging to the same
_more peripheral category as Sy
- (Version B:) all properties belonging to the same
more peripheral category as g which have an overt
realisation independent of the realisation of the
sensitive property ltself.
It would be a straightforward matter to combine (212) and Version
A of (227). To some extent, indeed, Version A is foreshadowed
in (212) by the reference to 'an individual property realised
more peripherally's; by implication, a property might be sensi~-
tive to something other than an individwal property, such as a
group or class of properties. In (227) it is made plain that
the group oxr class in question is a morphosyntactic category
. (or, more strictly, the set of properties belonging to a morpho-
‘ syntactic category). DBut simply to combine (212) and (227) in
the manner suggested would not be entirely satisfactory. We have
assumed until now that all morphosyntactic properties must belong

to some morphosyntactic category, just as (to use standard examples)
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Accusative in Iatin belongs to the category Case and Past to

the category Tense. But we saw in our discussion of certain
Negative verb-forms in Turkish and Zulu that, if Version A of
(227) were to be preferred to Version B, the morphological

facts would prevent us from recognising any moxphosyntactic
property Positive in paradigmatic contrast with Negative within
a category of Polarity. A consequence of this for morphological
theory is that we must choose between retaining the formulation
of Version A given at (227) at the cost of recognising single-
member categories, and revising the formulation so as to cater
for the possibility that the conditioning property does not
belong to any category at all. I camnot envisage any morpholo=-
gical behaviour that, if observed, would enable us to discrimi-
nate between these two alternatives. The choice must be made

on grounds of elegance or simplicity rather than empirical evi-
dence. To my mind, the simpler solution is the second =~ that
of recognising properties which do not beleng to any category =-
beacuse it enables us to avoid having to incorporate into the
description of individual langusges entities, such as the category
of Polarity in Turkish and Zulu, which de no work in the des-
cription except to ensure compliance with a certain theoretical
requirement (namely, that all morphosyntactic properties should
belong to some category or another). It seems better to apply

' Occam's Razor, dispensing with both the entities and the require-
ment, so that a reformulation of Version A will be needed.

Inasmich as no empirical consequences for morphological
‘behaviour flow from it directly, the choice between the two fore
mulations of Version A may seem unimportant. However, the choice
between Version B and Version A (in either formulation) has syntac~
tic consequences which are potentially more substantial. As befits
the subject-matter of this thesis, I have concentrated throughout
on the morphological aspect of morphosyntactic properties, above
all their realisation through inflexions. In general, I have
simply taken for granted the pro-
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perties relevant to each set of data considered, and, insofar as

I have discussed their justification, I have done so on morphow-
logical grounds. But, of course, morphogyntactic properties have
their syntactic side too. It is reasonable to ask, for examples
what constitute the syntactic (as opposed to morphological) grounds
for recognising (say) a category Tense or property Future Tense

in a given language? Bven to begin to try to anawer such questions
fully here would take us far away from the toplc of constraints

on sensitivity. Fortunately; there is no need for us to do so.
What I want to suggest here is that, if something like Version

A of (227) is correct, then some imaginable combinations of syne-
tactic and morphological bshaviour which at first sight may seem
quite plausible or innocuouns are in fact impossible, and morpho-
logical evidence can in principle count in favour of one possible
syntactic analysis over another in rather swrprising ways.

Impossible combinations of morphologlcal and syntactic
behaviour, on the assumption of Version A, would occur in situw
ations in which there is conclusive syntactic evidence in favour
of a certain property whose existence Version A preclundes. In
our earlier Turkish and Zulu examples, where Version A precluded
the recognition of a property Positive, there was no strong coun~

tervailing syntactic evidence. But it is quite easy to devise an
' imaginary situation where such evidence exists. Iet us imagine
a language I with, prima faclie, three Tenses (Past, Present and
Future) limited to 'finite verbs®, and a 'sequence of tenses’
rule affecting the Tense of verbs in subordinate clauses embedded
under certain main-clause verbs in the Past tense. (I might,
in fact, resemble English, with iis restrictions on Tense in 're=-
ported speech'.) Because of this effect on subordinated verbs,
there can be no donbt about the syntactic, as opposed to purely
semantic, relevance of the property Past Tense. Iet us suppose
also, however, that L has two Aspects, Perfective and Imperfecw
tive, applicable not only to finite verbs but alsc to non-finite
forms such as infinitives and participles; and that the reali-
sation of the Perfective Aspect is sensitive to its grammatical
context as illustrated in (239), which also shous the realisation
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of the Tensess
(239) a. Order of realisation of categoriess;
' Verb stem + Aspect (+ Tense)
b. Realisation of Aspects '
Inperfective wham

Perfective «ka~ in Tensed
: contexts

-la- elsewhere
c. Realimation of Tenses

Present. «~ti
Past )
Fature =mi

There are two points to note here. Firstly, there is no inde-
pendent overt realisation of Pasl Tense, so its existence rests
solely on the syntactic evidence. Secondly, the property Imper-
fective is sensitive outwards, but this sensltivity is comsistent
with Version A of (227) because it is the same for all memberd
of the category Tense. Consider now, however, a hypothetical
language L' which differs from L superficially in only one small
respect, namely that the realisation of the Perfective Aspect
is as in (240) rather than (239)s

(240) Realisation of Aspects

Perfective «ka~ in Present and Future
contexts

=la- elsewhere
The set of Perfectlve endings in the two languages will include
the following respectively:

(2t1) L L'
Present =~kati ~kati
Mature ~kami ~kami
Past ~Kka. =la

ebc. oto.

The morphological facts of 1L are compatible with both Version B
and Version A of the special condition. The facts of L', on the
other hand, are compatible with Version A only if we alter our
desoription in one cruclal respect:s we posit a category Temse in
L' containing only the twe properties Present and Future, and

no longer including Past. But this alteration runs directly
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counter to the syntactic facts which we have postulated for both
L and L', which support conclusively the existence of a property
Past. A loglcal consequence of Version A, therefore, is that.
although L, as described, 1s a possible human langnage, L' is
not, despite the apparently trivial nature of the difference
between them.

In actual languages the facts (both morphological and
syntactic) arve likely to be less clearwcut than in our hypothe-
fical examples, and the choice between competing analyses less
obvicus. It is this very fact, however, which makes the Periphe-
rality Constraint (incorporating Version A of the special condition)
a potentiallyuseful tool in syntactic analysis, as well as a
strong generalisation about inflexion. Suppose the syntactician
is hesitating between competing analyses, and one of these ana-
lyses crucially involves positing a morphosyntactic category C
one of whose constituent properties (ecall it 31) sometimes or
always lacks an independent overt realisation. If some more
central morphosyntactié property displays outward sensitivity,
it will be of interest to check how this property is realised
in those environments where property () is purpoxrtedly present.
If the realisation when £ is present differs from what it is
_ when othex properties Spr 3 etc. also purportedly belonging to
C are present, then something is wrong with elither the syntactic
analysis in question or with the Peripherality Constraint as
formulated.

I can think of no actual syntactic dilemma which morpho-
logical considerations could immediately help to resolve in the
fashion just outlined. But the Peripherality Conetraint does
perhaps bear on one general question of syntactic theory. In
some theoretical approaches, if a given.syntactic category (such
a8 Tense) is applicable to a given unit of structure (such as
Verb Phrase), then every instance of that unit of structure mst
be specified for some 'value' of that category, or, in ouxr terms,
mst display some property belonging to that category. (This
kind of approach is, I think, characteristic of M.A.K. Halliday's
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'systenic’ grammar.) Under this approach it would not be possible
for a Verb Phrase (using the same example) to be simply umspeci-
fied for Tense. Yet, at the rank of the word, what I have pro-
posed implies that such lack of specification is possible. For
example, my discussion of the Zulu possessive construction, as
exemplified in (216) and (234), does not presuppose any category
of what we might call 'Possessorxhood' for which all nouns must
be specified even when not acting syntactically as a possessor.
For example, in (234 a) the category °"Possessorhood' may be said
to be applicable to womntwana 'of the child', which displays the
property 'Possessor of a Class 3/4 Sg item' in agreement with
umnyango ‘door', but Possessorhood is not applicable to umnyango
itself; we do not have to asseign to umnyango a property (say)
'Non~Possessor' coordinate with all the concordial properties,
and indeed we must not assign it such a property is Version A
is correct. One can summarise the difference between my approach
and the approach more or less explicit in systemlic grammar by
saying that I permit a word-form to be unspecified for some cate-
gory applicable to its word~class whereas according to the latter
all word-forms must be fully specified for all such categories.
And, insofar as there is inflexional evidence in favour of my
approach, there is, 1 suggest, inflexional evidence against at
least the 'full-specification®’ aspsct of the systemic approach
‘ to syntactic properties.

Admittedly, the defender of 'systemic' syntax (or relevantly
similar syntactic frameworks) might perbaps argme that the syn-
tactic properties that figure in his analyses are just not the
same sort of thing as == are, in fact, more abstract than =« the
morphosyntactic properties which are realised by inflexions.'and
that my morphologically~based criticism of his syntactic frame=-
work is therefore beside the point. I certainly would not claim
that the argument is conclusive; especially given the tentative
nature of the morphological generalisation on which it is based.
I have outlined the argument here mainly in order to illustrate
one way in which general conclusions about inflexion might have
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at first sight rather unexpected repercussions outside morpho~
logy, and how therefore morphological evidence can in principle
contribute to syntactic debate.

It is time now to put forward a more precise formulation
of the Peripherality Constraint, combining it with the special
condition on outward sensitiviity o« a reformulation deferred at
the beginning of this section. The statement below assumes the
possibility that there may be isolated morphosyntactic properties
which are not members of any category (although, as I have said,
there may be little to choose belween this assumption and that of
*singleton’ categories). ‘The term 'principal exponent', absent
from (212) and (227), is included in order to emphasise a point
which has been assumed throughout, namely that the Constraint
is for the time being intended to apply only to 'pure' sensitivity
==~ to instances where Deviation II is contaminated as little as
possible by Deviation IIT. This is a point to which I will
return in section 2.9 below, when discussing a potential counter-
example to the revised version. DMeanwhile, the version I propose
iss

(242) Peripherality Constraint (revised version)s

The realisation of a property a may not be sensitive
to & property ¢ which has a principal exponent more
peripheral in the word-form ('outward sensitivity')
unless, if ¢ belongs to a category €, the same ex=
ponent of a occurs with all other properties bew
longing to Co.
The main substantive difference between (242) and the earlier
formulation at (212) (as supplemented by (227)) lies in the phrase
"if ¢ belongs to a category C". This allows for the possibility
that a morphosyntactic property may be isolated, belonging to no
category, like (I have suggested) the property Negative in Ture
kish and Zulu verb inflexion.

The revised version of the Peripherality Constraint at
(242), despite the length of the discussion that has led up to
it, cannot be the final version. There is one assumption impli-
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cit in (242) which is inconsistent with the inflexional behaviour
of some languagess and there are other problems which can be forew
seen in applying it. Finally, we have still to deal with the

case of Iatin xegam 'I ahall rule', mentioned as a potentially
troublesomne instance of outward sensitivity in section 2.4. The
first set.of - problems will be the subject of the next three
sections; but a solution to the problem of regam must (as I have
said) await our discussion of homonymy in Chapters VIII and IX.

2.7 A problem in the operation of the Peripherality
Constraints inconstancy of order in realisation

I will deal first with a problem in applying the revised
Peripherality Consiraint which is connected with the order of
realisation of properties. At (207), (210) and (239) the exis~
tence of a heading entitled 'Ordexr of realisation of the categories®
inplies that, whafever combination of properties from the various

applicable categories is chosen, their order of realisation (or
at least that of their principal exponents, if any) will be the
same. This is.indeed mach the most frequent state of affairs,
seeningly. If we examine a ILatin Active verbal paradigm, we can
broadly assign each of the categories Aspect, Tense, Mood, Person

Mcod
Tense

and Numbsr to one of three positions, thuss Aéﬁect + E
..éPerson

Numbexr
categories which exemplifies a different order of realisation,

Mood.
Tense

;. There is no combination of properties from these

Person

g + Aspect + gNumber

oo é ;. On the other hand, in Huave,

a language of the Isthmus of Tehuantepec in Mexico, the order of
realisation of verbal properties such as lst Person and Past

Tense depends partly on the arbitrary conjugation~-type to which
the verb belongs and partly on the combinations in which they
occur, irrespective of conjugation-type (Stairs & Hollembach 1969).
The question for us iss how does this variability affect the ope~
ration of our constraint on outward sensitivity? For example,

if a property & is sensitive outwards to a propsrty g belonging
to a category C, must a have the same exponent when accompanied

by properties g and 99 also belonging to C even if Sp and 99
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(unlike ¢,) are more central than a? If so, then the formulation
of the Peripherality Constraint given in (242) can stand, in this
respect. If, on the other hand, we find that a has the same re-
alisation only when accompanied by those members of C which are
more peripheral than it, then (242) needs amending accordingly.

Although the verbal morphology of Huave involves a consi-
derable amount of sensitivity, including some outward sensitivity,
the faots there do not point élearly towards éither of the two
aiiernatives Just presented. This is partly because the relevant
contrasts in order of realisatiom involve not just permutation
of prefixes or suffixes on one side or other of the root but pere
mutation around the root, and partly because of difficulty in
identifying 'principal exponents', since much of the sensitivity
involved is not ‘pure'. The first set of data that I will present
consists of some partial Tense paradigms belonging to the nost
productive conjugation-types

(243) -pdeak ‘speak's
Indicatives Subordinates
Present Past Future

Persons 1 sandeak tandeakas sanandeak nandeak
'that I speak’

2 indeak tendeak, apmendeak, mendeak
tindeak apmindeak
3 andeak tandeak apmandeak  mandeak

ftairs and Hollenbach analyse the property lst Person as realised
by the prefix ga-in the Present Indicative, by na= in the Future
Indicative and Subordinate, and by the suffix -as in the Past
Indicative. This realisation seems to involve outward semsitivity,
in that the property Future which triggers the realisation -npa-
for 1st Person is realised more peripherally, not more centrally.
One might therefore expect, on the basis of the Peripherality
Constraint, to find the same realisation =-na=- in all Tenses.

But, in my terminology, the sensitivity displayed by the lst
Person in the future is not 'pure’', since the element sa- which
Stairs and Hollenbach regard as being, in effect, the exponent of
Future only, appears not to occur with any other Persmon; so in
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the form sanandeak *I will speak', one could, on the face of it,
regard sa- as an exponent of lst Person just as much as -na- 18.17
The best reason for not doing so, and for following
Stairs and Hollenbach in locating the realisation of Person in
the second of the two prefixes, meems to come from comparing
the Future with the Buboxrdinate formss: the former look as if
they are derived from the latter by the addition of a prefix
(sa= or ap-), which can therefore perhaps be legitimatoly regarded
a8 realising only the properiy Future (albeit in inwardly sensitive
fa.shion).l8 But this analysis at the same time points towards
a distinction between Future on the one hand and Present and
Past on the other, in that nelther Present nor Past has any special
morphological connexion with the Subordinate forms of the verb --
a distinction which casts some doubt on the validily of the three~
member category Tense implied in (243). The upshot is that,
whether or not -na- is ‘the sole exponent of lst Person in the
Future form sanandeak, the fact that the lst Person Past is
tandeakas rathér than, say, “tandeakna" may have no relevance for
any conatraint on outward sensitivity.

Examination of apparent instances of outward sensitivity
in the 2nd and 3rd Person forms is equally inconclusive, even
" when vwe bring more data into consideration. One of the minority
conjﬁgation—types in Huave is one in which Past Tense and all
Person markers are consistently suffixed rather than prefixed.
In'this conjugation, the forms corresponding to those in (243)
(except for the Subordinate forms, which apparently have no
distinct morphological parallel in this type) ares

(244) witii- 'stand up'

Present Past Muture
Persons 1 witiin witiitos  apwitiin
2 witile vitiitear apwitiir
3 witiim witilt apwitiin

By themselves, the forms in (244) seem to indicate inward but no
outward sensitivity, in that the Personal endings in the Past are
different fron those in the Present and Future. But two points
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stand out when we compare (244) with (243). Mirstly, there is
a suffixed =t~ in the Past Tense of (244) which seems to cor-
respond to the prefixed = in (243). Secondly, although the
realisation of 2nd and 3rd Person always follows that of Pasgt
Tense, the fact that both are prefixed in (243) tut suffixed in
(244t) means that any sensitivity on the part of 2nd Person to
Past Tense will be outward in paradigms of the kind illustrated
in (243) but inward in (244). A potentially interesting question,
then, is whether the realisation of 2nd Person is in fact sen-
sitive outwards in (243) and, if mo, whether the same realisation
occurs in (244); for, if not, our present formulation of the
Peripherality Constraint is at fault. At firet sight, there is
indeed outward sensitivity in (243), in that 2nd Person has three
distinct realisations i-, -eg- and -mg=-, the choice between which
is determined by the more pexipheral category Tense; moreover,
the affix ~ear which realised 2nd Persom in the Past Tense in
(244) aiffers from all of these, and particularly from the -e-
which appears in the Part Teuse in (243). But things are not so
simple. If the Future Tense -mew in (243) is explicable as derived
from the Subordinate Mood, or if we segment the form apm-e=~ or
ap-m~-e~ rather than ggyggrlgg then it is only the altemation
between =e=- and j=- which is at issue. Hexe we do indeed seenm
to have outward sensitivity, and indeed of a kind incompatible
' with the version of the Feripherality Constraint stated at (242),
in that a different realisation occurs in the 'zerowmarked' Present
Tense from the other Tenses. But the facts themselves are some-
what more complex than so far deseribed, in that . forms with -i-
such as tindeak ‘you spoke’ and apmindeak ‘you will speak' ap-
parently occur in some idiolects indtead of tendeak and apmendeak
(Stairs & Hollenbach 1969: 44 note 11). Stairs and Hollenbach do
not say which, if either, of these two alternatives is spreading
at the expense of the other, nor whether the Subordinate 2nd Person
mendeak has a similar variant with -i~; but, given the constraints
on sensitivity so far proposed, it is tempting to see the =ji-
variants as part of a regularising innovation to remove potentially
20 And, finally, if
there is after all no outward sensitivity in the 2nd Person forms

'11lezal' instances of outward sensitivity.
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of the prefix conjugation at (243), they can have no bearing

on the general question of how:constraints on outward sensitivity
operate when the order of realisation of categories is not cone
stant.

Cur discussion of the Huave example has heen inconclusive.
In view of the comparative rarity of this kind of variation in
order and the difficulty of finding data which tell unequivocally
in_favour of one version or aﬁother of the Peripherality Constraint,
I ﬁill not continue the search for amy more definite conclusions
here. But I have, I hope, succeeded in illustrating the sort of
considerations which will be relevant. Ianguages which it will
be interesting to examine in future from this point of view,
I suggest, are Cheremiss and those other Uralic languages in
which the markers of Number, Case and Personal Possession on
nouns appear in different orders according to the particular
combinations involved.

2.8 A second. éxoblems phonological sensitivity outwards

I will now turn to a quite distinct queétion. In section
1.8 of Chapter I,I distinguished between grammatically (or more
phologically) conditioned allomoxphy, which is the type of sen~
‘sitivity with which we are mainly concerned, and phonologically
conditioned allomorphy; and I argued that recognising an alter-
nation as phonologically conditioned need not commit one to any
particular view of the phonological representations of the alter=
nants. One illustration of this I drew from the laxger and more
productive of the verbal conjugation~types in modern Hungarian.
There, the two 2nd Person Singular Present Indicative Indefinite
inflexions ~-(a)sz and -ol Wwere deemed not to be rivals because
their distritution depended entirely on phonological characterige
tics of the verb stem; -0l attaches to sibilants and affricates
and =(a)sz occurs elsewhere (the choice between -asz and -sz again
being determined purely phonologically). Phonologically condi-
tioned alterpations of this kind seem to be especially common in
Australian languages; for example, the Ergative affix in Dyirbal
has a variety of shapes depending on phonological characteristics
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of the stem to which it is attached (Dixon 1972: 42), while in
Warlpiri (see (115 e)) it is -pgku after disyllabic stems and
«rlu [~|u] after stems of three or more syllables (Divon 1980s
306) .

Establishing the phénological conditions for this kind of
altermation has net been particularly important from the point of
view of inward sensitivity, because no constraint on sensitivity
in this direction. has so far been proposed. But with outward
sensitivity the position is different. Given that we are explo~
ring the imposition of quite tight restrictions on outward sen~
sitivity within our theory, the question arisess are there any
instances of prima facie outward sensitivity which do not comply
with the Peripherality Constraint btut which are explicable in
phonological terms? I will first describe two sets of data,
in Zulu and Turkish, where this sort of outward phonological sen-
sitivity seems plausible. They do not provide conclusive evie
dence, however, because an account in terms of straight-forward
morphological sensitivi%y consistent with the reviged Peripherality
Constraint is not selfw-evidently wrong; but discussion of them
will illustrate the sort of considerations that are relevant. I
will then mention some facts in Fulfulde which seem to constitute
_ stronger evidence for outward phonological sensitivity.

In Zulu, the locative inflexion on nouns consists of a
prefix e=, o~ or ku- with or without a suffix -ni, thus (Doke
19735 232-239)s

(245) Tocative
umfula ‘river!' emfuleni
indlu 'house’ endlini
uThukela ‘Tugela River' oThukela
izinguho * blankets' ezingutsheni
unmuntu ‘person’ kumuntu
abantu people’ kubantu

But when either e~ or o- is preceded by one of a number of pre-

fixes, an =g- intervenes, thus:
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(246) a. With Possessive concords

emfuleni indlu yasemfuleni
'at the river' *the house at the river'
be  With Predicative concords
endlini - abantu bagendlini
in the house' 'the people are in the house'

c. With conjuctive prefix pa- ‘and’
otshaninl nagezingutsheni
'on the grass and on the blankets®

d. With pga~ ‘near' and certain other 'adverbial
- formatives®' (in Doke's terminology)s

oThukela ngasoThukela

'at the Tugela River' 'near the Tugela River'
The problem is how to characterise the environments in which this
-s- occurs. Iet us assume, to begin with, that the -s- “belongs
to' the Iocative affix rather than to the element which precedes
it. One possible complication is that some of the environments
seem to involve proclitic elements rather than inflexions, e.g.
(246 d). But even supposing that this aspect can be dealt with
satisfactorily, the question remains whether the inflexional ene
vironments can be analysed exhaustively in texms of morphosyne
tactic categories; for if the ~g= occurs after a prefix realising
property gy in category C but not after the prefixes realising
 other pﬁ%erties belonging to G, then we have a prima facie counter-
example to the Peripherality Constraint. In fact, so far as the
Possessive and predicative concords are concerned (246 a and b),
the Peripherality Constraint is complied withs the =ge- and -go-
alternants of the Locative prefix are found wherever any of
these concords (all of which are "non-zero') precedes. But all
these concords share a phonological characteristic with the ap-
parently non-inflexional prefixes of (246 ¢) and (246 d); they
end in a vowel. It therefore seems very plausible to account
for the distribution of the Iocative alternants with and without
~g8- purely phonologically: the former occur after a vowel within
the same ‘phonological word', the latter elsewhere. This is
the same kind of explanation as Dixon gives for the Ergative
-ngku and -rlu in Warlplri, the only difference being that the
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phonological conditioning factor in Zulu is more peripheral,

not more central.

The 3rd Pexson Possessive affix (or 'izafet') of Turkish
furnishes a possible example of phonological conditioning in
both directiong, although, as I shall arguwe, the outward sensitivity
is better accounted for grammatically than phomologically. We
will ignore for present purposes the four-~fold vowel harmony to
which this and many othex Turkish derivational and inflexional
affixes are subject; to simplify matiers, I will wse only examples
involving the front unrounded vowel i [1i]. Even with this res-
triction, we find four alternants of the izafet, as in (247):

(247) a. =i e.g. ov 'house" ev-i 'his house'

rehber 'gnide’ +telefon rehber-i
"telephone directory®

be =in: e.8. ev-in=de "in his house’
Toc
telefon rehber-in-i kaybettim
Acc

'IL've lost the telephone directory'

c. =gis e.g. bahge ‘garden' bohge-gi 'her
garden'

cadde ‘main Ietik1al Cadde-gi
road' 'Independence Street’

doe =sin: e.g. bahge~-gin-e 'for her garden'
Dat

Istikl81l Cadde~sin-den geldik
Abl
'We've come from Independence Street'

We can describe this inflexion as consisting of -l- preceded or
not by ~g~ and followed or not by -n-. The question now iss
under what conditions do this -g~ and this -n- appear?

Compaxring (247 a, b) with (247 ¢, d), we notice that the
-~ appears with the vowel=final stems bahee and cadde but not
with the consonant-final ones ey and rehber. This points to a

generalisation which is in fact almost without exception in
Turkish. Yet the alternation between -~i(n)- and -si(n)~ camnot
be explained in terms of any gemeral phonologlcal rules or pro-

cesses in Turkish such as 'postconsonantal s-dropping' or 'inter-
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vocalic g-insertion'; there are plenty of examples of postconso-
nantel g, both with and without morpheme boundary intervening
(e.g+ Bksi 'perverse', insaf ‘justice’, geliyor-sun 'you are
coming'), and nominal inflexion provides examples of both =y-
and =-n~ as well as -g~ sexrving to separate vowels, depending on
the forms concerneds

(248) ev 'house' bahge 'garden'
3rd Sg Poss evel bahge~sl
Genitive ev-in bahge=-nin
Accusative ev-i bahge~yl

The endings ~i(n) and -gi(n), therefore, cannot plausibly be
derived from the same underlying phonological representation;
rather, they seem to provide another example of phonologically
distinet inflexional variants whose distribution is conditioned
by phonological factors more central in the woxrd.

It is not so clear whether the distribution of -(s)i and
~(s)in is likewise phonologically governed. The examples in
(247 b, d) demonstrate that the occurrence of the n is not res-
tricted to contexts where a vowel follows. What Lewis (19673
40) says is that "n appears between the suffix of the third person
and any case-suffix", that is any of the suffixes listed (in
_their unrounded front-vowel forms only) in (249)s
(249) Accusative =(y)i
Genitive  =(n)in
Dative ~(y)e
locative  ~de / -te
Ablative  =den / -ten
It is certainly true that when =(g)i(n)- precedes an element
outside this list, such as-(y)le 'with', the cliticised version
of the postposition ile, it is the p=less form which appears,
©.g. bahge-si-yle ‘with his garden' like bahgewxla 'with a garden',
not “bah?e-sin-le” like rehber-le ‘with a guide'. It seems very

plausible, therefore, that what we have here ig an instance of
morphosyntactic outward sensitivity, whereby an alternant with -n-
of the 3rd Sg Poss suffix is chosen just where any overt inflexion
of Case follows. This sensitivity complies with the strong
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version of the Peripherality Constraint, since there are some
grounds for not regarding the endingless 'Absolute' oxr 'Nominative’
as a member of the category Case in Turkish alongside the properties
listed in (249). '

What may give us pause, however, is the fact that the en-
dings listed in (249) are also the last items in a Turkish noun
which are stressable, and thuse, since most Turkish nouns are
stressed as near the end as possible, they do generally carry the
stress. This means that an alternative account of the distri-
butions of =(8)i and -(s)in might refer to stress; specifically,
that -(s)in~ is always unstressed and always immediately precedes
a stressed syllablé. This account loses most of its plausibility,
hovever, when we note what happens with the large minority of
nouns which are stressed elsewhere than on the fimal syllable
in the basic form and which retain this non-final stress when
caxrying Possessive and Case affixes. If the 'stress theory'
of =(3)i and ~(8)in were correct, Wwe would expect these nouns
to select the n-less alternant even when inflected for Case,
because the Case-ending immediately following would bs.unstressed

(or at any, rate would not bear the nrimary stress). For example,
whereas bahge 'garden' forms bahge-ginedén 'from his garden'ﬂn,

with the final affix stressed, in contrast to bah%evsfugle "W

L
nai Wi LIS L AdICLL ALl 4D D ULTRDOWM Al WAL VLOD W A <L
. ) ¢ 'with

his garden', we might expect iéxgg ‘aunt' to formvnot only téyze-
si-yle 'with his aunt' but also "téyze-si-den" 'from his aunt'.
But, in fact, iéxgg inflects Jjust like jgggé,'despite the difference
in stress patterns we find téyze-gin-den ‘from his amnt' Just
bahce-sin-dén 'from his garden'. Without a more thorough exami-
nation of Turkish phonelegy, particularly of secondary stress,

it would be unwise to rule out entirely an account of the -(g)g/
-(8)in alternation in terms of phonological conditioning; but
for the time being at least the explanation in terms of outward
sensitivity to the category Case seems more attractive. My main
purpose in discnssing these Turkish and Zulu data, however, has

not been to reach any definitive conclusion but to illustrate
the sort of arguments which might lead one to postulate a kind
of outward sensitivity which is phonological rather than moxrpho=
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syntactic and which i thus outside the scope of the Peripherality
Constraint.

Some much less equivocal instances of outward phonological
sensitivity can be found in Fulfulde (also known as Fula or
Fulani). a language of the Sahel region of west Africa. Verbal
morphology in this language is complex, involving a large mmber
of distinet 'Tenses' (where 'Tense’ is an ad hoc label subsuming
combinations of several categories, including Mood, Voice and
Aspect; the details are not important here). Inflected verb-
forms (or "verbal complexes', in the terminology of Arnott (1970)
and McIntosh (1981)) generally contain markers of subject and
(if transitive) object, and sometimes also an ‘anteriority marker‘21
=no= or ~noo-~ indicating priority in time relative to some other
event; what is more, the order in which the subject and object
markers appear relative to each other, to Tense affixes and to
the anteriority marker varies from one Tense to another and also
within Tenses, according to the particular combination of ele=
ments in queﬁtibn. that is important for our present purposes,
however, is that several suffixes heve two alternants, one with
a long vowel and one with a shoid vowel (Arnott 19703 219, 224=
225) 3

(250) a. Anteriority mavrker noo ~ no
e Relative Past Passive aa~ a
Ce Relative Pagt Middle i~ i

Examples of these alternations (taken, in fact, not from the
Gombe- dialect described by Arnott but from the similar Southern
Zaria dialect described by MceIntosh) ares

(251) a. TDume ngad-ay- - noo~ *on?
what do~ Incomplelive-Anterior-you(Pl)
. Active
'Yhat were you going to do?'
b. Dume ngad-ay- no= daa?

what do= Incompletive-Anterior-you (Sg)
'What were you (Sg) going to do?*
(252) a. Tokoye suud-gpe ‘on?
where hide~Passive~you (P1)
"Where were you (P1) hidden?®

b. Tokoye suud-g- daa?
where hide-~Passive-you (Sg)
‘Where were you (Sg) hidden?"
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(253) a. Moye njaaf- ii~ mi?
whon forgive-Middle~l
"Whom did I forgive?'

b. Moye njaaf= I« Nnoo= ni?
vhom forgive-Middle~Anteriom=1
. "Hhom had I forgiven?'

Now, what determines the distribution of the long and short forms?

The Tense suffixes ga~ g and ii~ 1 are subject to a
generalisation which Arnott states as follows (1970: 225): “The
shorter form occurs regularly when there is a subsequent [i.e.
more peripheral] long~vowelled element within the complex ...

The longer form. occurs in all other complexes". With the An-
teriority marker noo -~ no the situwation is apparently more com-
plex, since the choice seems to be partly determined by the Tenme
(1970s 219); but in Tenses belonging to what Arnott calls 'Group
B' (Relative Past and Relative Future) the conditioning factor
is exactly the same as for aa~ a and ii~ 1s "the short-vowelled
form =no is used whenever the [Anteriority marker] is followed

by a long-vowelled element within the complex [Armott's emphasis]",

vhile the long-vowelled form is found elsewhere. There seenms,

in fact, to be a general requirement in both the Gombe and Sou-
thern Zaria dialects that not more than one long vowel may occur
in any verbal complex after the root, and a kind of suffixal pre-
‘cedence hierarchy determines which vowel will win out when a po~
tential clash arises (McIntosh 1981); tut, for us, what matters is
that the resolution of soms clashes involves the phonological sen-
sitivity of one element to a more peripheral one.

A perhaps more interesting Fulfulde example involves

what Arnott (1970: 250) calls the Habitual Imperative Singular
suffix, -atay, found in forms such as dogpatay.'keep on running!’,
vallatay-mo 'keep on helping himi'. As the second example illus-
trates, an object-marking suffix such as 3rd Person Sg -mo may
follow the Imperative suffix. Imperative forms may in fact be
mavked suffixally for all Personal objects except 2nd Person

(i.e. reflexive) ones. But when we examine all the possible
Habitual Imperative Singular forms with suffixal object marking
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in the Southern Zaria dialect, we find an apparent instance of
outward sensitivity in the lst Sg form (McIntosh, personal com-

munication)s
(254) walleatay-Be ~ 'keep on helping them!®
wall-atay-min 'keep on helping ust’
walleatay-mo ‘keep on helping him!'
but: wall-at-am 'keep on helping me!'

Clearly, unless this outward gensitivity can be shown to be pho=-
nological, it constitutes a counter-example to the Peripherality
Constraint, since we observe two forms, -atay- and -at-, each of
which occurs with different members of the one category Personal
Object. But there is in fact evidence for calling this sensitivity
phonological, not morphological. The suffix -am is the only one
of the four Perscnal Object suffixes in (254) which begins with

a vowel; and one finds elsewhere in the Fulfulde verbal system
alternations governed by whether the followlng suffix is consonant-
initial or vowel-initial. There is another vowel-initial object
suffix, the 2nd. Sg marker -e (which, as already mentioned, is

not found with Imperati@es); and both -am and ~-e¢, as realisations
of 1st and 2nd Sg Object, are in complementary distribution with
consonant-initial altexnants, namely -yam and -ma (or -maa) re~
spectively. VUhich realisation will be chosen for each Person
 depends on the Tense, realised more centrally; and the Gombe and
Southern Zaria dialects seem to differ in the selection which
certain Tenses impose. What is important for our present purposes,
howevaer, is that several Tenses have special realisations in the
presence of the two vowel-initial suffixes. For example, in

what Arnott calls the General Future Active Tense, the ~am and -e
alternants of lst and 2nd Sg Object are chosen in the Southern
Zaria dialect; and it is precisely with these suffixes that the
usual Tense suffix -gy- is replaced by a suffix -Vi-, the quality
of the vowel being determined by that of the following syllablezz,
thuss

(255) ‘o-wall-ay-min *he will help us’
‘o~-wall-ay-"on [-?on] 'he will help you (P1)'
'o-wall-ay-be 'he will help them®

'o=wall~ay=-mo *he will help him/her'
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(255) (continued)
buts ‘o~wallwat-am 'he will help me'
'o-wall-et-e *he will help you (Sg)*

In this Tense, it is just those two forms in which the Object
suffix begins with a vowel that are the 'odd men out'. This
fact supports the idea that, both here and in (254), what the
Tense markers are sensitive to ls indeed a phonological charac-
teristic of certain of the Object suffixes rather than the morpho-

syntactic properties which these suffixes realise.>

What makes this last Fulfulde example especlally interesting
is the complexity of the realisation process that it seems to
involve. The realisation of the Personal Objects is sensitive
inwards to morphosyn_tactic properties of Tense or Mood; tut
the realisation of these properties is in turn determined partly
phonologically by reference to the shapes of the more peripheral
Personal suffixes. All this is quite compatible with the Peri-
pherality Constraint, since only phonological, not morphosyntactic,
sensitivity 'outwards' 'is involved. But when we come to construct
a theoryz of inflexion, behaviour such as this will count heavily
against treating inflexional affixation as a relatively straight-
forward process of accretion, working outwards from the centre to
the periphery, as seems to be assumed by e.g. Anderson (1977).

2.9 The Peripherality Constraint and Deviation IIT

So far, in accordance with the plan announced in section

2.1, we have discussed Deviation II (morphological sensitivity,
or grammatically conditioned allomorphy) so far as possible

in isolation from the other three types of deviation from maxi-
mally simple ‘one=to~one' morphological patterning. I want to
touch now on the interaction between the Peripherality Constraint
and Deviation III, and thereby show how the Constraint may be re-
conciled with some apparent counter-evidence from Finnish.

Let us consider a couple of Fimnish nominal paradigms:
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(256) sz P1 Sg P1

Nominative poytd pdydat tehdas tehtaat
'table® ‘factory?®
Genitlve poydan poytien tehtaan tehtalden
Partitive poytaa POYEiA tehdasta tehtaita
Essive poytana POy ting tehtaana tehtaina
Translative poydaksi poydiksi tehtasksl  tehtaiksi
Inessive poydissi poydizsd tehteassa  tehtaissa
Blative poyddstd poydista tehtaasta  tehtaista
"Illative Poytasn poytiin tehtaaseen tehtaisiin
Adessive poydalld poydilld tehtaalla tehtailla
Ablative poydalta poydiltd tehtaalta tehtailta
Allative  pdydalle  pdydille  tehtmalle tehtaille
Abessive poydatta poyditis tehtaatta tehtaitta
——

Comitative poytineZt tehtaine2’
Instructive poydin tehtain

The feature which I want to concentrate on here is the ~i- which
appears in nearly all Cases of ‘the Plural. In most Cases where
Singular and Plural are distinguished (i.e. excluding the Comitative
and Instructive), the Plural form differs from the Singulax only
in having an ~i- immediately preceding the Case ending, where the
Singular has =a= or =i~ [®]; and even where the difference is
 greater than this, as in the Partitive, Illative and (for tehdas)
Genitive, the ~i- still appears in the Plural form. There there-
fore seems good ground for calling -i=-, in my terminology, a
principal exponent of Plural. Bui the =i~ is lacking in the
Nominative Plural (poydit, tehtaat). Must we then say that this
is an instance of outward sensitivity? And, if so, unless we can

show that 'Nominative' is not a member of the category to which all
the other Cases belong, is this not the:.sort of outward sensiti-
vity that the Peripherslity Constraint is supposed to forbid?

The answer that I propose involves distinguishing 'pure' sensie
tivity from the kind of sensitivity implicit in all instances of
overlapping exponence.

In the Nominative Plurals itehdaat and poydit, not only do

we £ind no element corresponding to the usual exponent of Plural;
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there is no element specifically identifiable with the Nominative
either, since the Nominative Singular lacks any consistent ex-
ponent parallel to, say, the Inessive -ggz wggé, and among the
affixes that one might plausibly consider expoments of it (e.g.
-nen, -g), -1 does not appear. So there is no. ground for. segnenw
ting the endings of tehtaat or pdydit into a Plural element and

a Nominative element. There are therefore two alternative ways

of analysing the inflexion in the forms tehtaat and pdyddt: either
(a) it realises just one of the two properties Nominative and
Plural, the other being realised by zero, or (b) it realises both
properties in overlapping fashion. Iet us consider first alterna~

tive (a)a No one has ever seriously proposed treating the -t as

a marker of Nominative only, with Plural as zero, and I cannot
see any argument in favour of that analysis. On the other hand,
it is quite commen to find it said in descriptions of Finnish

(or of Uralic languages generally) that there is no Nominative
'morpheme’ or even, in more abstract terms, no Nominative Case
(in contrast to, say, Iatin). Now, if we take "no Nominative
horpheme* to meén in our terms 'no morphosyntactic property No=-
minative belonging to the category Case), then the Finnish facts
are perfectly comsistent with the Peripherality Constraint; for
then the 'Nominative' forma do not properly speaking belong at
all in the Case~Number paradigm presented at (256), and, once we

" remove them, we ave left with only one principal exponent of
Plurai, namely =i~. If, on the other hand, we take 'no Nominative
morpheme’ to mean 'no overt realisation of the pﬁoperty Nominative',
then we do indeed have a prima facle counter-example to the
revised Peripherality Constraint, incorporating as it does the
strong Version A of the condition on outward sensitivity; for

we have a property (Plural) which is sensitive outwards to Case
and which, though realised in the same way with all 'non~-zero!
Cases (thus complying with Version B of the condition) is realised
differently with the one 'zero' (ase, namely Nominative.

It seems, then, that, if analysis (a) of the Finnish 'No-
minative Plural' is correct under this second intexpretation,

we have found some evidence in favour of the weaker Version B
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and against Version A. But I will argue that it is analysis (b),
involving overlapping exponence, which is correct; moreover,

that instances of overlapping exponence can and should be treated
as irrelevant to the Peripherality Constraint.

When we compared Versions A and B in relation to the
Hungarian and Zulu data, we assumed tacitly that, if a property
guch as 'Plural' or 'Class la/2a Singular' were realised dif-
ferently with overt and 'zero® members of some more peripheral
category C, the realisation found with 'zero' members would be
what one might call the ‘ordirary' realisation typical of con=
texts where no category C property was present. Thus, when we
were discussing the phrase um-nyango ka-thisha 'the teacher's
door' in Zulu (see (236)), in which the Class 3/4 Sg noun um-
nyango 'door' imposes no independent overt Possessive concord
prefix on ka~thisha 'of the teacher', what was of interest to
us whether the 'possessor' noun stem =-thisha would appear with
the prefix ka- characteristic of contexts where it follows an
ovexrt Possessivé concord prefix (one of the non-zero members of
the set at (223)), or with the prefix u- characteristic of con=
texts where there is no Possessive concord. We did not consider
the implications of the third possibility == thal ~thisha, when
qualifying umnyango, might display some third prefix, neither u-
" nox ka=.

Wam this a careless omission? No. Only the two alternatives
that we did actually conslder are relevant to the choice between
Versions A and B of the special condition on outward sensitivity;
or, more precisely, only the occurrence of u- rather than ka
would have decided the issue definitively in favour of Version
B. This is because of the cruclal assumption that the condition
on outward sensitivity relates to ‘pure' sensitivity, not to
instances of mutual conditioning of properties whose exponents
completely overlap. Let us suppose that instead of umnyango kae
thisha we observed "umnyango u=-thisha". In this hypothetical

form, the prefix u- clearly realises the Class property 'Class
la/2a Singular', since u~ is the characteristic mark of that Class
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and Number combination nearly everywhere; but there is no ground
for saying that u- also realises the property 'Class 3/4 Singular'
assigned by concord with umnyango except the purely negative
ground that there is no overt realisation of 'Class 3/4 Singular'
anywhere else in the word. The choice of u- rather than ka- can
hardly be attributed to the mutual conditioning of completely
overlapping properties, and there is no choice but to see it as

a direct counter-example to Version A. Now let us suppose, by
contrast, that in the environment umnyango _ ~thisha the prefix

of ~thisha is neither u- nor ka- but some third form -- say, "ta-",
yielding “umnyango ta-thisha". In this second hypothetical form,

"ta=" clearly realises 'Class la/2a Singular', just as u- does in
in the first hypothetical example, since comparison with the other
Class-Number prefixes of Zulu will show it to be unique %o this
particular combination. But, in contrast to the u- of the first
example, "ta-" must be regarded as realising the concordial pro-
perty 'Class 3/4 Singular' too; for, ex hypothesi, it is precisely
the property 'Glass 3/4 Singular' copied on to ~thisha in the
Possessive construction which triggers the replacement of the or=
dinary Class-marker u~ by "ta=-". This means that the felationship
of morphosyntactlc properties to their realisations in “umnyango
ta=thisha" is crucially different from what it is in "umnyanpgo
w~thisha'. In "ta-thisha", the realisation of 'Class la/2a Sg'
. is sensitive neither to a more peripheral overt property nor to
an unlocatable ov 'zero-marked' property belonging to a category
other members of which are realised more pexipherally, btut rather
to a property which is realised entirely simultaneously with it,
neither more peripherally noxr more centrally. Consequently,
"io-thisha" does not constitute a counter-example to Version A,
simply because the special condition on ocutward sensitivity does
not 'bite' on it at all.

What is the relevance of all this to our Finnish example?
Simply that . the Nominative Plurals tehtaat and poydat are in
relevant respects similar to the hypothetical Zulu form “ita-

thisha". The -t of itehtaat is certainly an exponent of Plural;
but it must be regarded as an exponent of Nominative too, since it
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is precisely the property Nominative which triggers the realisation
-t rather than =i-. To say, as analysis (a) requires, that the -t
realises Plural but not Nominative involves & quite arbitrary dise
crimination between the two properties which jointly identify

the morphosyntactic 'slot' where the ~t appears. So here, too,

we have & property (Plural) sensitive neither to a more peripheral
Case nor to an unlocatable or zeromarked one but rather to a Case
realised entirely simultaneously with it. This amounts to saying
that, if we reject the first version of analysis (a) (according
téiwhich there is no morpﬁ%yntactic property *Nominative' at all
in Finnish), we are led inescapably to analysis (b), to which,
since it involves completely simmlianeous exponsnce, the condition
on outward sensitivity is irrelevant.

I have said enough, I hope, to show that the realisation
of Plural in the Finnish paradigms at (256) is consistent with
the revised Peripheralisty Constraint. But one question that
remains, perhaps, is why many Uralic scholars have seemingly pre=
ferred something closer to analysis (a) than analysis (b) =- have
preferred, in fact, to regard the «i of tehtaat as realising
Plural but not Nominative. This is due partly, I think, to a
tendency to overemphasise the typological consistency. of the

Uralic languages (or, casting the net more widely, the Uralic

and Altaic languages) in contrast to Indo~Buropean, and partly

to a difference in terminclegy. In highly inflected Indo-Ruropean
languages, we are used to finding overt morphological realisation
of a Nominative Case on many noung, and also concord involving

the Nominative as well as other Cases. In an Altaic language

such as Turkish, by contrast, there is never any overt realisation
of 'Nominative', since in the Singular the "Nominative' slot is
occupled by the bare stem and the Plural suffix is unaffected by
Case; moreover, there is no Case concord. There are, in fact,
good grounds in Turxkish for adopting the first iﬁterpretation of
our analysis (a) for Finnish -~ for saying that there is no mor-
phosyntactic property ‘Nominative®' at all. Among Uralic languages,
Hungarian (for example) is move similar to Turkish than to most
Indo~Iuropean languages in these respects. But to claim that no
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Uralic langvage has a Nominative ‘moxrpheme' in the sense of 'pro-
perty® runs counter to not only the sort of Finnish evidence
that we have already discussed bul also to syntactic evidence.
Finnish Case~Nunber concord, which operates very much like that
of Iatin, counts in favour of integrating the 'Nominative' with
the rest of the Case category; and even if, unlike latin, Finnish
has no clearly identifiable Nominative Singulaxr ‘'moxphemes' in
the sense of suffixes characteristic of that Case, this does not
afﬁect the argument for regaxding =t as an overt exponent of the
Nominative in the Plural.

In this Finnish example, then, there is no counterevidence
to the Peripherality Constraint because the inflexion which might
provide this counterevidence == the =t of the Nominative Plural ==
emerges as an overlapping exponent of more than one property
(a 'portmanteau morph'). The fact that the Peripherality Constraint
does not 'bite' on examples of overlapping exponence follows from
the fact that we are deliberately restricting so faxr any proposed
constraints on Deviation II to instances of 'pure' sensitivity.
But we have always envisaged the possibility of extending the pro-
posed constraints to more complex - types of sensitivity. In
order not to preclude the Peripherality Constraint in advance
~ from such extension, therefore, we need to make explicit the
fact that the existence of completely overlapping exponence at
some slot in the paradigm does not render the paradigm incom-
patible with the Constraint. Ve need also to formulate the Con=-
straint in such a way that one plece of overlap does not, as it
were, free the rest of the paradigm ~- more precisely, those
parts of it where the sensitivity is 'puré’ -~ from the need to
comply with the Constraint. I would like to suggest, therefore,

a fairly natural amendment to the formulation of the Peripherality
Constraint at (242), and point ount some consequences of it. The
amended formulation, in which the new material is undexrlined, isi

(257) Peripherality Constraint (second revised version)s

The reallsation of a property a may not be sensi-
tive to a property ¢ which has a principal expo-
nent more peripheral in the word-form ('outward
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sensitivity') unless, if ¢ belongs to category C,
the same exponent of g occurs with all other pro-

perties belonging to C whose exponence is not

entirely simultaneous with that of a.

With this formulation, we no longer insist on the same realisation
for property a with all members of category C, but only with those
members of C which have a more peripheral principal exponent.

- One consequence of making explicit in this way the compa-
$1bility of simultaneous (or fully overlapping) exponence with
the Peripherality Constraint is that our attention is drawn to
a new possibility for dealing with any apparent instances of out=-
ward sensitivity which are at first sight inconsistent with the
Constraint. The most straightforwerd conclusion to bhe drawn from
any such instances is, of course, that the Peripherality Constraint
is simply wrong. But another possibility is that the morpholo~
gical material which we have analysed as involving outward sensie
tivity, with one property more peripheral than the other, ought
rather to be analysed aé a simultaneous exponent of hoth properties
concerned. Of course, it would be a mistake to invoke this al-
ternative solely as a device to 'save' the Peripherality Constraint
from disproof, without any indépendent evidence in favour of the
‘portmantean' solution for the problematic forms. But one can
envisage situations where relevant independent evidence might
be available. Lot us suppose that, in a language with a generally
transparent ‘'agglutinating' morphological sitructure, some phonolo-
glcal or other innovation has the effect of *splitiing' what was
previously a single realisation for some property, in such a way
that the distribution of the two new alternants involves outward
sensitivity of a kind forbidden by the Periphexallty Constraint.
If the Constraint is correect, we will predict that the exponence
relationships within the paradigm concerned will now bs reanalysed
in such a way that one or beth of the alternants is no longer
treated as separable from the more peripheral material to which
it has apparently become mensitive == in other words, that it and
this more peripheral material are combined into a portmantéau
reallsation. Once this has happened, we can expect to see a
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loosening of the ties between the formerly agglutinated "morphs'’
which have become absorbed into this portmanteau realisation

and the same morphs in environments which can still, consistently
with the Peripherality Constraint, be analysed as 'agglutinating'
-= & loosening which will tend to become manifest ‘on the sur-
face' through divergence in shape. It remains to be mseen whether
there are any 'semi-agglutinative' paradigms, or changes invol-
vinglthem. which can in fact be made sense of on these lines.

The constellation of inflexional characteristics needed to trigger
off the developments I have predicted is perhaps rather unusual,
although one might begin by looking at anomalous instances of
overlapping exponence within predominantly agglutinating morpho=-
logical systems, such as the Turkish Aorist Negative paradigm
(see (113 a)). I will not pursue this further here. The main
point is that the Peripherality Constraint may in principle have
a bearing on (and so be empirically testable in ) certain at
first sight rather unexpected situations potentially involving
Deviation IIT as well as Deviation II.

2.10 Inflexional morphology and the AdJjacency Condition

Several linguists in the transformational-generative tra-
dition have turned their attention to morphology in recent years,
notably Siegel (1974; 1978), Aronoff (1976)%, Allen (1979),
Iieber (1980) and Williams (1981). The questions with which they
have been mainly concermed do not overlap much with the subject-
matter of this thesis; they have not been concerned with general
constraints on the relationship between morphosyntactic properties
and their inflexional exponents so much as with derivational mor-
phology, particularly in English, and questions ahout the phono-
logical boundaries associated with various kinds of affix and
about the organisation of the lexicon. But two proposals put
forward by Siegel and Allen on the one hand and Williams on the
other are potentially relevant to our present topics the Adjacency
Condition and the Atom Condition.

The Adjacency Condition (or Constraint) is formulated by
Allen as follows (19793 49)3
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(258) Adjacency Condition
No WFR [Word Formation Rule] can involve X and Y,

unless Y is uniquely contained in the cycle adjacent
to X.
The notion ‘cycle' here belongs 1o a theory of morphology in
which words are seen as having a constituent structure represen-
table by means of a bracket notation similar to that which is
familiar in syntax, @.g. [[ornament]male, ;[dis[honest]A]A,
[un[[distinguish]ved]A]A."These brackets, of course, define layers
of embedding; and for Y to be in the cycle adjacent to X, Y must
be separated by only one layer of embedding from X. V¥hat this
means in practice can he illustrated by examples taken from
Siegel (1978) The 'ungrammaticality' or nonexistence of words
such as undishonest, undiacrete seems to point to a principle

of English morphology blocking the prefix-sequence un-dis-; on
the other hand, the existence of words such as undistinguished,

undismayed seems to run counter to this. But Siegel points out
an apparently consistent difference in the constituent structure
of the ‘good' and the 'bad' woxds with un-dis-, illustrated in
(259)
(259) [ un r r distinguish ] ed ] versus
- ® un [ dis [ honest ] ]
[ un [ [ dismay ] ed 7] 7] versus

* un [ discrete ] ]
She suggests that the blocking prineiple just mentioned (or some
more general principle of which it is a consequence) does indeed
apply in English ﬁorphologyp but its application is prevented
in vords such as undistinsuished by the Adjacency Condition, for

in these words up- is more than one cycle away from dis-, as is
shown by the presence of more than one bracket between these af-
fixes in the word's constituent structure.

Clearly, if the Adjacency Condition is correct, its empi-
rical consequences are extensive. As Allen (1979: 50) puts its
"... given the Adjacency Gondition, it becomes impossible for a
WFR to refer to any conceivable property of the base at any pos=
sible cyclic depth. Rules which crucially involve the notions.. .
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*denominal®, ‘deverbal’ and ‘deadjectival' are not allowed within
a theory of morphology governed by the Adjacency Condition." This
is because a rule to the effect that some affix ¥ can attach

only to deadjectival nouns, for example, would need to be able

to 'look beyond' both a noun boundary and an adjective ' boun-
dary embedded beneath it. .

T am not concerned here with how well the Ad jacency Cone
dition squares with the facts of derivational morphology, in
English or elsewhere, but rather with whether there is any evi-
dence that it constrains inflexion too. It is fairly easy to
see what sort of predictions it will yileld about property-exponent
relationships, and also that these predictions are distinet from
those flowing from the Perlpherality Constraint. Consider an
inflected word of the following structure, where R is a 1root and
A, B and C are affixes each realising some morphosyntactic pro-
pertys

(260) CCCCRrRJATB]C]
The Peripheralify Constraint claims that A may not be sensitive
to thevproperties realised by either B or ¢, unless it is sensi-
tive in the same way to all the properties in the appropriate
categories; on the othexr hand, it does not rule out the possible
lity that C may be sensitive to A. This latter possibility,
" however, is ruled out by the Adjacency Condition, which by cone
trasf'says nothing about the sensitivity of A to B or vice versa.

The Adjacency Condition has a considerable appeal; and sene
sitivity to 'adjacent' propexrties seems certainly to be very
much more common, in languages with which I am familiar, than cen=
sitivity to 'distant' or ‘remote' ones. But to explore adequately
the implications of the Condition for inflexional morphology and
its possible relationship to other constraints on inflexional
realisation is not feasible within the bounds of the present thesis.
All T will do here is cite three examples (from Iatin, Attic
Greek and Zulu) of inflexional behaviour which is apparently
problematic for the Adjacency Condition. After briefly dise
cussing Williams's Atom Condition, I will then point ocut a
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common feature shaved by these three examples which may suggest
avenues to explore in the course of any further attempt to apply
either Condition to inflexion. My discussion-will thus be in-
conclusive but, I hope, constructive.

The Yatin example involves 'deponent' verbs. Deponent
verbs are verbs such as ‘sequor 'follow' vhich are, in tradi-
tional terms, 'Passive in form but Active in meaning'; despite
thelr Passive moxrphology, the& can function like ordinary Active
verbs in e.g. taking direct objects (if transitive), although,
not surprisingly, they cammol appear in Passive constructions.
Sd, whereas a non-deponent transitive verb like regd ‘rule' has
two forms for lst Plural Imperfective Past Indicative, namely
an Active one reg€bamus 'we ruled' and a Passive one reg8bamur
'we vere ruled'; sequor has only one such form, sequébimur,
with Passive shape but Active syntax and semzntics; a 'morpho=-
logically Active' form "sequebamus" does not occur. Now, in all
these forms (and indeed in all latin verbs except the highly
irregular sum 'be') there is an exponent -bi- of Imperfective
Past Indicative which intervenes between the root sequ~ and the
Person=Number affix. 8o, if we are to bracket gequébimur in
Siegel's or Allen's fashion, we will get someting like [[[[sequ]-

épa Jmur] (or perhaps [[[sequlébamur]), ,with at least two and
' perhaps three brackets between the Person-Numbsr affix and the
root. Yet there is apparently a dependency between the root,
with its idiosyncratic property 'Deponent’, and the cyclically
non~ad jacent Person-Number affix, since this affix is also the
sole inilexional exponent in this Tense and Mood of the property
Pagsive. The Adjacency Condition is therefore contravened.

The argument based on the Attic Greek example is rather
similar. In Attic Greek, the Present Optative stem of most verbs
is formed with a suffix ~oi~ which follows the root and precedes
the Person-Number affixes, thuss [[[1]Joilmi] 'I loose (Optative)'
from lu- ‘loose'. On the other hand, so-called 'contracted verbs'
are inflected somevwhat differently in the Optatlve. These are

verbs whose stems end in a vowel -a-, =g~ or =o-, with which
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the Optative =oi= coalesces, thus e.g. /tima + oi/ 'honour (Op~
tative)' — timoi-. What is interesting is that the contracted
verbs can select in the Singular a different set of Person-Number

suffixes from the non-contracted verbs, thus;

(261) Non-contracteds Contracted:
Sg 1 lu-oi-mi, not "lu-oi-gn" timoi-gn preferred to
timoi-mi
2 lu-oi-g, not "lu-oi-Bs"  timoi-gs preferred to
timoi-g
3 Iu-oi, not "ITi~oi-g" tim6i~g preferred to
timoi

Again, this seems to involve dependency (or, in my terms, " in-
ward sensitivity) which 'sees beyond' the Optative suffix into a
nen-ad jacent cycle.

The Zulu example involves verb-forms with both Causative
and Passive suffixes. Let us consider the morphology of the Page
sive alone first. The Passive suffix is -wa, as indicated in

the following examples (where the verb roots are underlined)s

(262) Actives Passive:
uyageza ‘he washes' uyagezwa 'he is washed'
uyabona 'he sees' uyabonwa 'he is seen'

But it is characteristic of Zulu phonotactics that -W- can never
follow a labial consonant, and when the Passive -wa is added to

' a verb root whose final consonant (or consonant cluster) is labial,

this labial is dissimilated to a corresponding apical:s

(263) Active: Passives
uyahlaba 'he stabs' uyahlatshva [uja'dast ['wa)

'he is stabbed!'

uyabainba 'he catches' uyabanjwa [uja'Baindzwa]
'he is caught!®

However, this apicalisation of labials has become at least partly
'morphologised’, since it occurs even when the labial consonant
is medial or final in the root, thus (Doke 1973s 137; Rycroft &
Ngcobo 1979s 65)s
(264) uyakhumbula 'he remembers'
uyakhunjulwa ‘he is remembered'
For our purposes, however, what is most important is that this
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'dissimilation at a distance’ occurs even when the Causative suffix

-ig= intervenes between the root and the Passive -wWa, thus:

(265) Actives Passive!
uya~hlab=is=~g uya-hlatsh-is-wa
*he causes to stab' 'he is caused to stab’
uya~hamb-1lg-a uya~banj~is-wa
"he canses to catch' *he is caused to catch'
uya-khunbul«ig=a uya=khunjul=ig=va

'he causes to remember' ‘he is caused to remember'
Once again, to rule out ungrammatical Passive forms like “uya~-
hlab-is~wa" we seem to need a dependency which 'sees beyond'

more than one bracket: so again the Adjacency Condition is vio-
lated.26

The Atom Condition is rather obscurely formulated by
Williams (19813 253) as followss
(266) The Atom Condition (AG)
A restriction on the attachment of afx to ¥ can
only refer to features realised on Y.

From Williams's discussion it emerges that this means something
like the following (using terminology deliberately reminiscent
of Allen's at (258))s
(267) Atom Condition (unofficial paraphrase)s
No WER can involve a sufflix X and any characteristic
of the stem to which X is suffixed except the head
of that stem or mome feature of the head, where
‘head' means the rightmost element of the stem.27
It is clear that this Copdition, which Williams explicitly pro-

pounds as a constraint on inflexion as well as derivation, makes
different predictions from either the Adjacency Condition or the
Peripherality Constraint. But the polnt that I want to emphasise
here is that, Jjust like the Adjacency Condition, it is incompa~
tible (at least at firstsight) with the Iatin, Greek and Zulu
facts that I have mentioned, because each of these facts involves
a dependency, or cooccurrence restriction, between an inflexional
suffix and an element which is not the rightmost element in

what precedes the suffix.
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The provigo 'at least at first sight' is important;
Williame' in fact weakens his conditlon enormously by admitting
a 'head percolation mechanism] whereby "a feature on a morpheme
in head position will be relevant at all further stages of deri-
vation, because it will be iuherited in each successive stage
of the derivation" (19813'254)28. In the Iatin example, there-
fore, the feature 'deponent’' appropriate to the root sequ-
'follow' would be ‘inherited by' the Imperfective Fast suffix
1§p§r. and so be available iﬂ "head' position to influg§222g§e
~mur rather than -mus as lst Plural suffix. The trouble with
this mechanism is that it seems much too powerful; for any con-
ceivable counterexample to the Atom Condition involving an erst-
while 'head' could surely be handled in just the same way, and
the Condition would therefore be stripped of much of its content.
One could invoke the 'percolation’ mechanism to protect the
Adjacency Condition, too, but with similar debilit@%iqg conse-
quences. But it is not my intention,ﬁdtd;§cué§‘such nechanisms
in detail here. Instead, I wogld like @o;pbihﬁ out the possible’
relevance of one charaétsriaﬁicgwhichiall ny three putative counter-
examples to the Adjacency and Atom Conditions sharey they all in~
volve not a palr of inflexlonal affixes but rather one inflexiomnal
affix and the root (or stem) of the words concerned. Is there
any plausible reason why these Conditions might fail to block
*dependencies’ in iﬁflexionalAmorphology vhere one of the dependent
items is the root?

There are, in fact, independent grounds for treating 'root
inflexion®' (ablaut, for example) differently, for some purposes,
from affixal inflexion. These grounds, which will he advanced
in Chapter VII, have to do with the interaction of stem allo-
morphy with the 'Paradigm Nconomy Hypothesis' propounded and
defended in Chapters IV-VI. I can see at present no 'reason'
for this difference, in the sense of a theoretical2 *explanation®
for it; but at least one can say that, if a similaxr proviso con~
cerning roots oxr steme is needed for two distinct purposes, the
proviso appears less arbitrary or ‘ad hoc' than if it had to be
invoked foxr one purpose only.
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If some version of the Adjacency or Atom Condition turns
out to be applicable to inflexion, then we will have found evi=-
dence for two different kinds of constraint affecting Deviation
I1s one involving the linear ordexr of inflexions in relation to
each other and to the stem, and one involving moxphological emw
bedding or word-internal constituent structure. As I have said,
there are objections to both of the constraints on embedding so
far discussed; but the countex-examples I have pointed out sﬁare
a common feature which hints at possible ways of amending these
cénstraints, assuming that they appear worth defending on other
grounds.
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Footnotes to Chapter IT
1. As to (201 b), I am assuming that the relationship
between verb root and Past Participle in Fnglish is inflexional,

not derivational. This will probably be denied by those who
say that word-forms belonging to different word-classes cannot

be members of the same inflexional paradigm (e.g. Siegel 1974: 17);

for participles notoriously share many of the syntactic charac-
teristics of adjectives. But my assumption is not crucial to

my argument, simply because, as I said in Chapter I, nothing in
ny argument hinges on the more fundamental ilmplied assumption

that it is possible and useful to distinguish sharply between
derivation and inflexion. If past participles are derived rather
than inflected forms, our example simply serves to 1llustrate that
some 'derivational properties’ are realised sensitively, just as
morphosyntactic properties often are, despite (for example) M. Al-
len's assertion (197912 3) that suppletion never occurs in deri-
vational morphology.

2. Hungarian has vowel harmony, which affects most in-
flexional affixes. Only back-vowel versions are given here.

3 I assume here that parlerions is not to be seg-
mented parler=-i-ong, with =i~ realising a distinct property such

as 'Past', realised as [e] (-ais, =ait, -aient) in most other

Persons. With an analysis on those lines, the sensitivity in-

" volved might indeed be pure.

4, It does not matter for our present purposes whether
amas is apalysed as containing a 'theme vowel' -a- plus a Per-

sonal suffix -g or merely a unitary suffix -3s.

5, 'Order' here (and throughout, unless otherwise
specified) refers to linear order, or sequence.

6. It is not important to decide whether in this hypo-
thetical example there is no ' property 'Singular' at all or
whether there is such a property, 'realised by zero'. I will oc-
casionally use the symbol §, or say that a property has 'zero
realisation' in some word~form; but this is always to be taken
to mean that the property has no identifiable realisation inde-
pendent of that of any other properties in its syntagmatic en-
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vironment.

7 Matthews might plausibly argue that the formation
of the Future and Conditional stems is 'parasitic’ on that of the
Infinitive, for most PFrench verbs, and involves 'zZero formation',
just as the formation of Future Participles in ILetin is usually
parasitic on that of the Past Participle and involves the suf-
fixation of ~upr~ ~- a fact he expresses by means of the following
rule (1972bs 176):

(a) [ SlFUmP ] ' + utx, SlPAwP
If 80, Matthews's French Future stem rule will look something
like this:

1 ‘ o
(W) [ s Tut ]  Regulax Future; S Tnf

where 'Regular Future' is a 'limitation’ indicating that the rule
does not apply to a small class of verbs including voir 'see'
(Future stem verr-) and envoyer 'send' (Future stem enverr-);

and the Conditional stem rule will be similar. But, even with
this analysis, Puture and Conditional are still inescapably
'focal terms' with respect to the formation of the appropriate
stems, because they aré mentioned in the 'reference component'

of rule (b) and its Conditional analogue (that is, in the part in
square brackets at the left).

8. For Turkish, the column headings are taken from
Lewis (1967: 136). For Hungarian, they are derived from Banhidi
et al. ( 1965) °

9. Vago (1980) accounts for the -inak ending of the
Conditional, as well as the =(a)nak ending of the Present, by
means of an p=Suppletion rule sensitive to Tense. He . '
calls this rule’ ‘"morpholexical’;
. there
is no motivation in Huﬁéariah for a general process of n-DIpen-
thesis which might be called 'phonological' in the usual sense.

10. The Class-labels are drawn from Rycroft & Ngcobo
(1979). They, like Meinhof and many Bantu scholars, treat Plural
Classes as distinet from Singular ones =~ thus, umntwana 'child'

belongs to Class 1 but abantwana 'children' to Class 2. But I
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prefer to regaxrd the distinction between umntwana and abantwana

as purely one of Number, not Class (as does Doke (19733 37)),
and use the label '1/2' to refer to the Class of them both.

In Meinhof's system, the same Class numbers are used in all
Bantu languages for Classes whose prefixes are cognate; there
are no Classes 12 and 13 in Zulu because the appropriate pre-
fixes have heen lost. In Zulu, the prefixes lose thelir initial
vowels in some contexts, and some scholars therefore treat these
vowels as outside the Class prefixes proper; but this does not
mgtter for our purposes.

11. A few Class la/2a nouns denoting inanimate objects,
such as ugwayl 'tobacco', do not veplace u~ by -ka~ in the pos~
sessive construction, at least with some native speakers. It

is not yet clear how systematic this maintenance of u- is. For
our present purposes, its main relevance is in emphasising the
lack of any phonological motivation for the u- ~ -ka- alternation
in those nouns which display it.

12. There are verb-forms in which the property Negative
is realised before (and mo more centrally than) the property
Potential, e.g. gel-miy=ebil-dim 'l was able not to come'. 1In
these forms, the property Potential is outside the scope of the
negation, as the English glosse here indicates. This example raises

guestions about syntagmatic relationships between properties and
" about word=-internal constituency which I will not attempt to tackle
in tﬁis thesis; but it does not affect the relevance to the Peri-
pherality Constraint of examples (224) and (225).

13. I use the swung dash ~ from time to time in this
thesis to separate alternant realisations of the same property or
property combination, irrespective of whether the alternation is

thonologically or morphologically conditioned.

4. The details of the morphological analysis of the
Hungarian Possessive paradigms have been a matter of controversy
among Hungarian scholars for decades. Under some analyses, such
as that of Mel'duk (1973), the need to recognise what I call
‘outward sensitivity® disappears. Mel'duk analyses the —(jlg
of a form such as kalapja ‘'his hat' as a ﬁ%k not of 3xd Sg FPos-

session but of Possession pure and simple; and this mark, he
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would claim, appears also in a form such as kalapjaim "my hats’,
which must therefore he analysed thuss

kalap-Jja= i= m
hat- Possessed~-Plural-lst Sg

In my terms, the consequence of this analysis is that the reali-
sation of Plural in kalapjaim is sensitive not outwards to the
presence of the property lst Sg but inwvards to the property Posw
sessed. The snag with this is that Mel'duk's Possession 'morpheme’
-(i)a is often absent in the Plural (at least 'on the surface'),
e.g. in our example (230): alongside ruhfja 'her dress' we have
rﬁhéim 'my dresses' etc., not "ruhéjaim" etc. DBut, in any case,

no qﬁestions are begged if we assume that Mel'duk's analysis is
wrong, since it is only if it is wrong that the Hungarian facts
potentially endanger the Peripherality Constraint.

15. The variation in length of the Genitive markers

is due to whether a segmental suffix follows: most of them require
the long alternant (Hudson 1974: 113). It can thus probably be
regarded as an lnstance of phoneological, not morphological, sen~
sitivity -- see section 2.8 below.

16. The shape of any nominal Class prefix may be affected
by, for example, a preceding clitic pa-'and' or pga~ 'with'
(engendering vowel contraction) or by a preceding Negative verb
(causing the first vowel of the prefix to drop). But these changes
do not cast doubt on what fhe noxmal, or basic, shape of the pre-
fix is.

17. Matthews (1972&: 99), in his reanalysis of the

Huave facts, makes a similar comment.

18. Matthews (1972a: 113) comments that Stairs and Hole
lenbach do not succead in conflating Future-formation with Sub-
ordinate=formation. It would be more accurate, I think, to say
that they do not explore the pomssibility. To me, it looks pro-
nising.

19, This is not so arbitrary as it may at first seenm.
Matthews (1972a: 111) argues for treating -m~ as a second Future
marker (morphophonologically obscured in the lst Person), so that

the exponent of 2nd Person is the vowel ~grialone.
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20. Matthews (1972a: 112) speculates that the spread

of the i~ variants (if it is occurring) may spring from pressure
to, as it were, rectifly an exception to the general decline in
"marking relationships' from the top left to bottom right of his
Person-Tense matrix at Figure 11l. In my terms, this involves
attributing the spread of =i~ to pressure towards reducing sen-
gitivity in general, in a systematic way, rather than towards
removing outward sensitivity in particular. His suggestion would
be supported if one could find evidence in morphological matrices
elsewhere of similar 'clines' in allomorphy or 'marking relation-

ships'. This certainly seems worth investigating.

21. 'Anteriority markexr' is McIntosh's term; Arnott uses

'préterite element’'.

22. This kind of inward~operating vowel harmony oceours
also in a number of forms where the element following the Tense
suffix is a subject rather than an object suffix; see Arnott
(1970s 59).

23. Arnott states explicitly that in the Gombe dialect
the lst Sg Object markér in the General Future Active Tense is
not the vowel-initial -am but the consonant-initial -yam (1970:
213). If my suggestion about phonological sensitivity is correct,
one would expect the form glossed 'he will help me' in the Gombe
dialect to show the 'usual' Tense exponent -ay~, not =-at-. This
is apparently correct; Arnott gives 'o=walleay~yam instead of the

Southern Zaria 'o=wall-at~am. A similar difference between the

two dialects seems to obtaln in the Habitual Singular Imperative.
Arnott, unlike McIntosh, mentions no =atay-~~ -at- alternation

of the kind we find in Southern Zaria; and he confirms (personal
communication) that in Gombe one would expect to hear wall-atay-yam

rather than wall-at~am for 'keep on helping me!'. The realisation
of the relevant Tenses in the two dialects thus seems to involve

. the same kind of outward phonological sensitivity, but the alter~
nants are differently distributed because the realisations of

1st Sg Object differ in a phonologically relevant mannerx.

24, On nouns (as opposed to attributive adjectives)

the Comitative suffix will never in fact appear 'naked', as here,
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tut always followed by a Personal Possessive suffixs e.g. poy-
tineen 'with his table(s)'.

25. Avonoff is almost exclusively concerned with deri-
vational, rather than inflexional, moxrphology. However, he makes
one suggestion (1976: 111) which can be readily extended to in-
flexional morphology and which then bears on our search for con-
straints on exponence relationships; this is the suggestion

that 'allomorphy rules' {which take care of non-phonologically-
conditioned allomorphy, in his framework) are always ordered
“from the inside out". Unfortunately, this would seem to pre-
clude wrongly all outward morphological sensitivity, even of the
kind that the Peripherality Consiraint permits.

26. It may seem as if the Peripherality Constraint is
violated here too, inasmuch as the 'realisation' of the root

itself is sensitive to that of a non-simultaneous and therefore

more peripheral property Passive. But this is not so, simply
because the Peripherality Constraint deals only with the realisation
of morphosyntactic properties, and not roots (or lexical material)
as such. This issue will be more fully discussed in Chapter VII.

27. Williams's definition of 'head' is idiosyncratic.
It is tied in with his apparent view that suffixation is univer-
sally a more important process than prefixation from the point

of view of morphological theory, and has quite different properties.

28. Compare the 'feature percolation conventions' dis-
cussed by Lieber (1980: 83f£f.).
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CHAPTER X111
PARADIGMATIC CONSTRAINIS ON ONE-~TO-MANY EXPONENCE

3.1 Introduction

Inflexional paradigms are femlliar to everyone who has
studied latin or Gresk in the traditional post-~Renaissance Hue
ropean fashion. Someone who knows only that style of linguistic
description might well imagine that the notlon 'paradigm' would
be regarded as indispensable and central by any linguist descri-
bing any highly inflected language. But this is not so. In the
framework for linguistic description presented by Zellig Harris,
one of the foremost American 'structuralists', paradigms are
scarcely mentioned at all (Harris 1951). Iounsbury, in his
structuralist description of the morphology of the verh in the
inflexionally highly complex Iroquoian language Onelda, recog-
nizes five 'paradigmatic classes® of verb hase which differ ac-
coxding to their influence on the shape of preceding proncminal
elements; but 'paradigms' in the sense of lists of inflected forms
belonging to one word or lexeme are, for him, purely illustrative,
or raw material for the main descriptive tasﬁlidentifying moxr=
phemes and their alternants (Tounsbury 1953).

When transformatlonal-generative grammar appeared on the
scene, its inltial preoccupation with synmtax and phonology provided
1ittle incentive to recomslder the status and function of para-
digms; the transformationaliet appreoach to phenology did, however,
seem at first to supply a motlive fox maintaining the structuralist
exclusion of paradigms from linguistic theory, in that it was
thought that a proper understanding of phonological organisatidn
and phonological change obviated the need to invoke explicitly
non—phonological factors such as ‘paradigm pressure' or 'ana-
logical levelling' to explain "exceptions' to *sound laws'. This
attitude began to change in the 1light of the sort of fact pointed
out by Wanner (1972) and Harris (1973) in Italian and Spanishs
the fact that formal complexity in the operation of apparently
well-nmotivated phonological rules (unexpected ordering, failure of
application or both) may be associated with uniform