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Abstract—Small-cell network is a promising solution to high
video traffic. However, with the increasing number of devices, it
cannot meet the requirements from all users. Thus, we propose a
caching device-to-device (D2D) scheme for small-cell networks, in
which caching placement and D2D establishment are combined.
In this scheme, a limited cache is equipped at each user, and
the popular files can be prefetched at the local cache during
off-peak period. Thus, dense D2D connections can be established
during peak time aided by these cached users, which will reduce
the backhaul pressure significantly. To do this, first, an optimal
caching scheme is formulated according to the popularity to
maximize the total offloading probability of the D2D system.
Thus, most edge users can obtain their required video files from
the caches at users nearby, instead from the small-cell base
station. Then, the sum rate of D2D links is analyzed in different
signal-to-noise ratio (SNR) regions. Furthermore, to maximize
the throughput of D2D links with low complexity, three D2D-
link scheduling schemes are proposed with the help of bipartite
graph theory and Kuhn-Munkres algorithm for low, high and
medium SNRs, respectively. Simulation results are presented to
show the effectiveness of the proposed scheme.

Index Terms—Bipartite graph theory, caching, device-to-
device, Kuhn-Munkres algorithm, link scheduling, small-cell
networks.

I. INTRODUCTION

Driven by the blooming of mobile devices and their explo-
sive demands for multimedia services, data traffic is expected
to increase exponentially in the next decade. To satisfy the
ever-increasing demands for video traffic, small-cell networks
will be widely deployed in the future wireless systems [2]–
[6]. Nonetheless, owing to the dense arrangement of small-
cells, the high backhaul cost becomes a fundamental challenge.
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Recently, it has been reported that most of the video traffic is
caused by duplicate downloads of some popular files [7], [8].
Therefore, the problem may be solved by storing popular video
files at the caches of small-cell base stations (SBSs) or users
during off-peak period, which can be fetched directly from the
local caches without backhaul at peak time [9]–[11].

Using local caching, the backhaul congestion and transmis-
sion latency can be reduced significantly, and the throughput
of small-cell networks can be increased accordingly [12],
[13]. In [14], femto-caching was proposed by Shanmugam
et al. for small-cell networks, where the files cached at the
SBSs are optimized in a centralized manner to reduce the
transmission delay. Yang et al. proposed and analyzed the
cache-based content delivery in a three-tier heterogeneous
network [15], where base stations (BSs), relays, and device-
to-device (D2D) pairs are included. In [16], Taghizadeh et
al. proposed the cooperative caching policies to minimize
the electronic content provisioning cost in social wireless
networks. Xu and Tao investigated coded caching in a large-
scale small-cell network where the locations of SBSs are
modeled by stochastic geometry in [17]. In [18], Han and
Ansari investigated the traffic load balancing in backhaul-
constrained cache-enabled small-cell networks powered by
hybrid energy sources. In our previous works, we have also
studied the interference management and power allocation of
the caching aided small-cell networks [19]–[22].

On the other hand, as the number of users increases,
interference will appear, which will degrade the quality of ser-
vice (QoS) severely. Consequently, SBSs with caching cannot
satisfy the transmission rate of all the devices simultaneously,
especially the edge users [2], [23]. Thus, D2D communications
can be utilized at the edge of the small cells, which enables two
close users to exchange data directly without the help of SBSs
[24]–[27]. For the D2D communications of cellular networks,
they can be divided into underlay and overlay modes [28]–
[30]. In the underlay D2D systems, cellular users and D2D
users can share the same spectral resource; while in the overlay
D2D systems, D2D links are allocated dedicated spectrum.
With the help of D2D, both the spectrum efficiency and energy
efficiency of small-cell networks can be improved, the data
traffic of SBSs and the transmission delay can be reduced,
and the congestion of the backhaul can be alleviated [31]–
[33]. In [34], the outage probability of D2D-communication-
enabled cellular networks was effectively studied from a
general threshold-based perspective by Liu et al.

In D2D networks, popular video files can also be cached at
users during off-peak period or after watching [35]–[37]. In
[35], the redundancy of user requests as well as the storage ca-
pacity of devices were exploited by Golrezaei et al., to increase
the throughput of video files in cellular networks. In [36], Ji et
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al. proposed a novel caching scheme for a D2D based small-
cell network, in which the throughput was improved compared
to that of the traditional approach of unicasting from cellular
BSs. To dramatically reduce the energy consumption of SBSs
and the economical cost of service providers, joint design of
transmission and caching was studied by Gregori et al. in
[37], where caching was performed either at SBSs, or directly
at devices. Furthermore, in D2D networks, data placement
and delivery are the two main stages of wireless caching,
which have attracted great attentions [38]–[41]. Popular files
are stored in the caches during off-peak time at the data
placement stage; while at the data delivery stage, the users who
have cached the required files will perform transmission to
the receivers. Particularly, the optimal caching placement via
maximizing the density of successful receptions was studied
by Malak et al. in [38]. Meanwhile, in [39], according to
different criteria, some realistic network models were utilized
by Zhou et al. to describe the stochastic natures of geographic
location, and the corresponding optimal caching placements
were derived. Moreover, the scaling behavior of the throughput
with the number of devices under Zipf distributed request with
a different value γ was analyzed by Golrezaei et al. in [40]. In
addition, in [41], a user preference aware caching deployment
algorithm was proposed for D2D caching networks by Zhang
et al., to achieve significant improvement on cache hit ratio.

Different from the above-mentioned research works, in this
paper, an optimal caching placement scheme is developed for
the D2D links of small-cell networks to maximize the total
offloading probability of video files. Moreover, to maximize
the throughput, three D2D-link establishing schemes are pro-
posed based on the optimal caching scheme for different SNR
regions, respectively. The main contributions of this paper are
summarized as follows.

• To the best of our knowledge, the video-file placement
and delivery of caching D2D links in small-cell networks
have not been combined effectively before. In this paper,
we propose a caching D2D scheme for small-cell net-
works, in which the optimal D2D links can be established,
with the total offloading probability of the cached video
files maximized.

• According to the popularity, an optimal caching problem
is first formulated to maximize the total offloading prob-
ability of the D2D system, and its closed-form solutions
are derived. Thus, edge users can obtain their required
video files from the caches at users nearby through D2D
links, instead from the SBS.

• To maximize the throughput of the network, the sum rate
of D2D links is then analyzed at low SNR, high SNR
and medium SNR, respectively, which is the basis for
the D2D-link establishing schemes.

• Furthermore, to maximize the throughput with low com-
plexity, three D2D-link scheduling schemes are proposed
for different SNR regions. At low SNR, D2D links are
established with the help of bipartite graph theory and
Kuhn-Munkres (KM) algorithm, assuming that the inter-
ference can be ignored. At medium SNR, the bipartite
graph theory and KM algorithm are also combined to

Fig. 1. Dense caching D2D connections in small-cell networks.

solve the problem, with the interference assumed to be
a constant. At high SNR, a distributed algorithm is de-
signed to construct D2D connections, with the QoS of the
current and previous established D2D links guaranteed.

The rest of the paper is organized as follows. In Section
II, the system model is presented. Optimal caching scheme
to maximize the total offloading probability is proposed in
Section III. In Section IV, the sum rate of caching D2D
links is analyzed theoretically. In Section V, caching D2D-link
scheduling schemes are proposed for different SNR regions.
Simulation results are shown in Section VI, followed by the
conclusions in Section VII.

II. SYSTEM MODEL

We consider a heterogeneous network with several small
cells, and K users exist in each small cell1. Each SBS is located
at the center of its corresponding small cell, and the users
are spatially distributed according to homogeneous Poisson
Point Process (PPP) with density λD, as shown in Fig. 1.
For simplicity, we mainly focus on one of the small cells,
because the interference among small cells can be neglected
due to the long distance and low transmit power. A large
cache is equipped at the SBS, which stores N video files. The
popularity probability of each video file follows the Zipf’s law
[42], and can be modeled as

qi =
1/iγ∑N
j=1 1/j

γ
, i = 1, 2, ..., N, (1)

where i indexes the ith ranked video file according to a
descending order of popularity, γ is the coefficient that controls
the popularity distribution of video files. Meanwhile, taking
the difference of user requirements into consideration, a scal-
able video coding (SVC) based method is adopted to encode
each video file [43], in which each video is divided into a base
layer (BL) and an enhancement layer (EL). Basic quality of a
video can be guaranteed by the BL, and the additional EL can
further improve its quality. Therefore, when users need low-
definition video files, BLs can meet their basic requirements.
However, for users who request higher video quality, both BLs
and ELs should be delivered to satisfy their demands.

1Our proposed schemes can also be extended for a macro-cell with caching
D2D users.
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Due to the limited SBS transmit power, the large-scale
fading from the SBS to users and the high traffic load from
the core network, the QoS of users far away from the SBS
may degrade severely. To solve this problem, users who have
already cached the required the video files can use D2D
transmission to improve the QoS of edge users in this paper.
Assume that the effective transmission range of the SBS is
R, which means that within R, the users can be served by
the SBS directly, and the QoS can be guaranteed when the
transmission rate of a specific cellular user is larger than a
threshold. In addition, due to the limited transmit power of
D2D transmitters and the interference from other D2D users,
we assume that a D2D link can be established only if the
distance between the D2D transceivers is less than RD2D,
which can be derived when the transmission rate of a specific
D2D user is larger than a threshold. Due to the fact that the
transmit power of the SBS is much higher than that of the
D2D transmitters, we can obtain that R ≫ RD2D.

Assume that all the users are equipped with limited caches
equal to µ, which means each device can store at most µ video
files, and only m (N ≫ m > µ) different kinds of video files
can be selected to be stored in the local caches of the users.
In addition, Pi is the proportion of users caching the ith video
file, where 0 ≤ Pi ≤ 1. The cache storage constraint for all
the users can be denoted as∑N

i=1
Pi ≤ m. (2)

Thus, the users caching the ith video file follow a PPP with
density λDPi as well.

The active D2D users are assumed to perform in the overlay
D2D mode with half-duplex transmission [28]. That is, the
transmission between the SBS and cellular users shares a
specific frequency band, while a different frequency band
is allocated for the D2D transmission to avoid interference
between the cellular users and D2D users. As indicated in
Fig. 1, the video transmission protocols of the network can be
summarized as follows.

• Self-offloading: When a user requires a video file, it
first checks its own cache. The request will be satisfied
immediately if the required video exists in its local cache.
Meanwhile, the user can still perform transmission to
other users if it can be served by itself.

• D2D-offloading: If the required video file cannot be found
in its local cache, the user will search other users nearby
within radius RD2D. If the video exists in at least one
users, a proper D2D link can be established to meet the
request.

• SBS-offloading: If the required video file cannot be found
either in the user’s own cache or from the other users
nearby, the SBS will transmit the file to this user. In this
case, even though the channel fading between the SBS
and the user may be severe, the SBS has to transmit the
requested video in response.

Remark 1: According to the above analysis, for a specific
edge user out of the range of R from the SBS in the small-cell
network, it should first try to find a potential D2D transmitter
nearby that has cached the required file to establish the D2D

link with high transmission rate. If no D2D transmitters have
cached the required file, the edge user has to obtain the video
file from the SBS directly with distance longer than R, and it
can only receive the video file with a much lower rate. Thus,
an optimal caching scheme exists, which will be discussed in
the next section, to maximize the total offloading probability.

III. OPTIMAL CACHING FOR D2D TRANSMISSION

In this section, in order to improve the experience of edge
users and alleviate the traffic load of small-cell networks, the
optimal caching scheme that maximizes the total offloading
probability is proposed. First, the offloading probability of
the caching D2D links is analyzed. Then, the optimal caching
placement problem is formulated and solved.

A. Offloading Probability for Video Streaming
For a homogeneous PPP distribution, the probability that K

active users exist in an area with radius r can be denoted as

PK,r,λ =
(πr2λ)K

K!
e−πr2λ, (3)

where λ is the density of the PPP distribution.
For an active edge user, its required video file can be

cached at its own memory, at the nearby users or at the SBS,
according to the transmission protocols in Section II. Thus, the
probability that the ith video file has been stored at at least
one another user’s caches within RD2D can be written as

Pi,D2D = 1− P0,RD2D,λDPi = 1− e−πλDPiR
2
D2D , (4)

where P0,RD2D,λDPi is the probability that none of the users
have cached the ith video file within RD2D. Thus, the proba-
bility that the user can obtain the ith video file directly from its
own memory or be served by the users nearby can be presented
as

Pi,download = Pi + (1− Pi)Pi,D2D

= 1− e−πλDPiR
2
D2D + Pie

−πλDPiR
2
D2D . (5)

Furthermore, since the ith video file is requested by the user
with the popularity qi and its caching probability is determined
by Pi,download, the total offloading probability for the caching
D2D links can be expressed as

Ptotal =
∑N

i=1
qiPi,download. (6)

Using the caching D2D links, the more data are transmitted by
D2D users, the less data traffic will need to be delivered via S-
BSs. Thus, the traffic load from the backhaul can be alleviated
and the QoS of edge users can be improved effectively.

B. Optimal Caching Placement Problem
According to (6), to maximize the offloading probability of

D2D links, the optimization problem of caching placement can
be formulated as

(P1) max
P1,P2,...,PN

Ptotal =
∑N

i=1
qiPi,download

s.t. 0 ≤ Pi ≤ 1, i = 1, 2.., N,∑N

i=1
Pi ≤ m.

(7)
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(P2) min
P1,P2,...,PN

−
∑N

i=1
qiPi,download = −

∑N

i=1
qi

(
1− e−πλDPiR

2
D2D + Pie

−πλDPiR
2
D2D

)
s.t. 0 ≤ Pi ≤ 1, i = 1, 2.., N,∑N

i=1
Pi ≤ m.

(8)

This maximization problem is equivalent to a minimization
problem (P1) as (8) (on the next page). To obtain the closed-
form solution of (P1), Lemma 1 and Theorem 1 are provided.

Lemma 1: (P1) is a convex optimization problem.
Proof: According to (5), the second-order derivative of

Pi,download can be derived as

∂2Pi,download

∂2Pi
= −(1−Pi)a

2e−aPi − 2ae−aPi < 0, (9)

where a = πλDR2
D2D > 0. We can observe that Pi,download

is convex in Pi, and qiPi,download is also convex in Pi. Thus,
(P1) is a convex optimization problem.

Based on Lemma 1, the water-filling method can be utilized
to calculate the closed-form solution of (P1), which is given
in Theorem 1.

Theorem 1: The approximate optimal probability for
caching placement of the ith video file can be expressed as

Pi = min

{(
a− ln(u/qi)

2a

)+

, 1

}
, i = 1, 2, . . . , N, (10)

where x+ = max(x, 0). u can be calculated through replacing
the expression of Pi in the following equation using bisection
search. ∑N

i=1
Pi −m = 0. (11)

Proof: According to Lemma 1, we can obtain the follow-
ing equation using Lagrangian.

L = −
∑N

i=1 qi

(
1− e−πλDPiR

2
D2D + Pie

−πλDPiR
2
D2D

)
+u
(∑N

i=1 Pi −m
)
, (12)

where u is the Lagrange multiplier. The Karush-Kuhn-Tucker
(KKT) condition for the optimization of caching placement
can be denoted as

∂L
∂Pi

= −qi
(
ae−aPi + e−aPi − aPie

−aPi
)
+ u = 0. (13)

According to (13), we can conclude that

ln(u/qi) = ln(a+ 1− aPi)− aPi. (14)

(14) is a transcendental equation, and its closed-form solution
is difficult to get. With the help of Taylor expansion, we have

ln(a+ 1− aPi) ≈ (a− aPi) + o(a− aPi), (15)

where o(a − aPi) → 0. Thus, (14) can be approximately
rewritten as

a− 2aPi = ln(u/qi). (16)

According to (16), we have

Pi = (a− ln(u/qi))/(2a), (17)

based on which, we can obtain the expression of Pi in (10).
The multiplier u can be calculated through replacing the
expression of Pi in (11) using bisection search.

Using the optimal caching probability derived in Theorem 1,
the offloading probability of D2D connections in the network
can be maximized. In Sections IV and V, three D2D-link
scheduling schemes are proposed to be utilized in different
regions of SNR, based on the optimal caching placement.

IV. SUM RATE ANALYSIS OF CACHING D2D LINKS

Based on the optimal caching placement scheme, some
video files whose Pi is high are very likely to be cached at the
edge users in advance. When users need these videos, most of
them can be satisfied by their local caches or the users nearby.
Then, D2D communication can be utilized perform transmis-
sion. To maximize the throughput of the D2D network, the
sum rate of D2D links is first analyzed in this section, which
is the basis for the D2D-link establishing schemes.

We assume that the number of users that need video files is
L, and L̂ (L̂ ≥ L) users can provide service to them. Thus, the
number of D2D links to be established is L. In addition, each
D2D transceiver is equipped with only one antenna. Without
loss of generality, we assume that the 1st to the Lth D2D
transmitters in L̂ are selected to provide video service to the
L D2D receivers, and especially, the video service of the kth
D2D receiver is provided by the kth D2D transmitter, k =
1, . . . , L. Thus, the desired signal at the kth D2D receiver
from the kth D2D transmitter can be denoted as

yk = hk,kxk +
∑L

n=1,n̸=k
hk,nxn + no, (18)

where hk,n =

√
α
[kn]
p h̄k,n =

√
βd−a

k,nh̄k,n is the channel
coefficient between the nth D2D transmitter and the kth D2D
receiver, β indicates the channel power gain at the reference
distance d0 = 1 from the nth D2D transmitter to the kth
D2D receiver, dk,n means the distance between the nth D2D
transmitter and the kth D2D receiver, and a is the path-loss
exponent. In addition, h̄k,n is identically and independently
distributed (i.i.d.) following CN (0, 1). xk is the signal trans-
mitted by the kth D2D transmitter for the kth D2D receiver,
with transmit power P = |xk|2. no presents the additive white
Gaussian noise (AWGN) at the D2D receivers, which follows
CN (0, No). Thus, the signal-to-noise-plus-interference (SINR)
at the kth D2D receiver can be denoted as

vk=
Pg(k, k)∑L

n=1,n̸=kPg(k, n)+No

=
Γg(k, k)∑L

n=1,n̸=kΓg(k, n)+1
,(19)

where
Γ = P/No (20)
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is the transmit SNR of D2D links, g(k, n) is the channel power
between the nth D2D transmitter and the kth D2D receiver,
which can be written as

g(k, n) = |hk,n|2 = α[kn]
p

∣∣h̄k,n

∣∣2 = βd−a
k,n

∣∣h̄k,n

∣∣2 . (21)

Thus, the sum rate of D2D links can be expressed as

Rsum =
∑L

k=1
log2(1 + vk)

=
∑L

k=1
log2

(
1 +

Γg(k, k)∑L
n=1,n̸=k Γg(k, n) + 1

)
.

(22)

When all the channel gains g(k, n) of the D2D links can
be obtained, ∀k = 1, 2, . . . , L and ∀n = 1, 2, . . . , L, the
D2D links with the maximum sum rate can be established
via exhaustive searching as follows.

Rmax
sum = argmax

s∈S
R[s]

sum, (23)

where S is the set that contains all the available combinations
of D2D links.

In fact, due to the fact that the exhaustive searching in
(23) is a combinatorial optimization problem, its complexity
is extremely high. Thus, we analyze the approximate sum rate
for D2D links in different SNR regions in this section, which
is the basis for the D2D-link establishing schemes.

A. Low SNR

When Γ is low, i.e., Γ → 0, the interference between users∑L
n=1,n̸=k Γg(k, n) in (19) becomes negligible, compared

with 1. Thus, the sum rate Rsum is only determined by the
channel gain between each D2D transceiver, which can be
reduced as

R̂sum ≈
∑L

k=1
log2(1 + Γg(k, k)). (24)

To obtain the expectation of R̂sum, we present Theorem 2 as
follows.

Theorem 2: Due to the fact that hk,k is i.i.d., following
CN

(
0, α

[kk]
p

)
, ∀k = 1, 2, . . . , L, the expectation of the sum

rate in (24) can be expressed as

E
[
R̂sum

]
=
∑L

k=1

exp

{
1

2α
[kk]
p Γ

}
E1

(
1

2α
[kk]
p Γ

)
ln(2)

, (25)

where
E1 (z) =

∫ ∞

z

t−1 exp−t dt. (26)

Proof: Since the channel coefficient of the kth D2D
link follows CN

(
0, α

[kk]
p

)
, ∀k = 1, 2, . . . , L, the possibility

density function (p.d.f) of g(k, k) can be calculated as

fg(k,k)(x̂) =
1

2α
[kk]
p

exp

{
− x̂

2α
[kk]
p

}
. (27)

Thus, the expectation of sum rate in (24) can be derived as

E[R̂sum]=
∑L

k=1
E[log2(1 + Γg(k, k))]

=
∑L

k=1

∫ ∞

0

1

2α
[kk]
p

exp

{
− x̂

2α
[kk]
p

}
log2(1+Γx̂)dx̂

=
∑L

k=1

exp

{
1

2α
[kk]
p Γ

}
E1

(
1

2α
[kk]
p Γ

)
ln(2)

,

(28)

where E1(z) =
∫∞
z

t−1 exp−t dt presents the exponential
integral.

B. High SNR

When Γ is high and the D2D pairs are close to each other,
the interference between users will be much larger than 1,
i.e.,

∑L
n=1,n̸=k Γg(k, n) ≫ 1. Consequently, the sum rate

Rsum is determined by the channel gain between all the D2D
transmitters and receivers, and has no relationship with the
channel noise. Thus, Rsum can be rewritten as

R̃sum ≈
∑L

k=1
log2

(
1 +

Γg(k, k)∑L
n=1,n̸=k Γg(k, n)

)

=
∑L

k=1
log2

(
1 +

g(k, k)∑L
n=1,n̸=k g(k, n)

)
.

(29)

C. Medium SNR

In this case, the sum rate of D2D links can be directly
expressed as (22).

D. Only One D2D Link

When there exists only one active D2D link to perform
video transmission in the network, no interference will appear
between users, and the corresponding transmission rate can be
expressed as

R1 = log2(1 + Γg(k, k)). (30)

Meanwhile, if several potential transmitters can provide ser-
vice to this user, a proper D2D transmitter should be selected
to perform transmission. When we want to obtain the optimal
transmission rate, the D2D transmitter with the highest channel
gain should be selected as follows.

ĉ = argmax
c∈Q

g(k, c), (31)

where Q is the set of D2D transmitters that can provide service
to the D2D receiver in the network. We assume that the number
of the transmitters in set Q is Q. Then, according to (31), the
optimal transmission rate can be achieved. Furthermore, we
can obtain the expectation of R1 according to Theorem 3.

Theorem 3: As for the case of only one D2D link, with its
channel i.i.d. and following CN

(
0, α

[kk]
p

)
, the expectation of

R1 can be derived as

E [R1] =

exp

{
1

2α
[kk]
p Γ

}
E1

(
1

2α
[kk]
p Γ

)
ln(2)

.
(32)
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Proof: According to (30) and (31), we have

E[R1] = E
[
log2

(
1 + Γmax

c∈Q
g(k, c)

)]
. (33)

Due to the optimal selection of D2D transmitters, we
assume that g(k, k) is the maximum channel gain among all
the possible transceivers and the p.d.f of g(k, k) is expressed
as (27). Then, similar to (28), (32) can be calculated.

In this section, the sum rate of D2D links are analyzed
theoretically in different SNR regions. To establish the D2D
connections, we can use exhaustive searching in (23). Nev-
ertheless, the computational complexity of (23) is extremely
high, and thus, we will develop three effective D2D-link
establishing schemes to construct the D2D links at low SNR,
high SNR and medium SNR, respectively.

V. CACHING D2D LINK SCHEDULING

Due to the high computational complexity of the optimal
D2D-link establishing method in (23), in this section, we
propose three effective schemes to solve this problem at low
SNR, high SNR and medium SNR. Furthermore, the schemes
used to establish D2D links can be extended when the network
topology changes due to mobility. Nevertheless, the mobility
of users will not be further discussed, which is out of the scope
of this paper.

Because the caching status of the available D2D transmitters
is different, each D2D receiver can be served by several
transmitters. We assume that the number of available D2D
transmitters that can provide service is L̂ (L̂ ≥ L), and more
than one video files are cached at each transmitter. Thus, a
proper D2D transmitter should be selected to provide video
service to each receiver optimally.

To maximize the sum rate of D2D links, bipartite graph
theory is first utilized to include all the potential D2D links.
We assume that G(U, V,E) is the set of a potential link graph,
where U and V are the vertex sets that present transmitters and
receivers, respectively, E presents the links between the D2D
transceivers. To avoid the large-scale fading that results from
long distance between transceiver, we assume that a D2D link
can be established only when the distance between the D2D
transmitter and its corresponding receiver is less than RD2D.
Thus, E can be denoted as

E = {uv|(u ∈ U, v ∈ V ), ||u− v|| < RD2D}. (34)

For example, we assume that there are four D2D receivers
that require different video files as shown in Fig. 2, while
four D2D transmitters can provide service to them. In this
figure, the 1st D2D transmitter can perform transmission to the
2nd, 3rd and 4th D2D receivers, the 2nd D2D transmitter can
provide video service to the 1st, 2nd and 4th D2D receivers,
the 3rd D2D transmitter can provide service to the 1st, 3rd
and 4th D2D receivers, and the 4th D2D transmitter can
perform transmission to the 1st, 2nd and 4th D2D receivers.
Meanwhile, the weights of potential D2D links are marked on
each link. Thus, according to the potential D2D links shown
in Fig. 2, each D2D receiver should be allocated a proper D2D
transmitter to maximize the sum rate of D2D links.

Fig. 2. A concrete example of D2D-link scheduling.

A. Low-SNR Scheme

When Γ is low, we know that the interference can be ignored
according to (24), and each potential D2D link can be weighed
only by the channel gain and SNR. Thus, to find a proper
transmitter for each receiver, the topology of D2D links is
first constructed through a weighted bipartite graph.

We consider that L D2D transmitters can provide service
to L D2D receivers. Meanwhile, for the kth receiver, assume
that Bk (1 ≤ Bk ≤ L) transmitters can perform service to it.
We adopt Y as a matrix to represent the caching status of the
required video files, which can be expressed as

Y =


y11 y12 · · · y1L
y21 y22 · · · y2L
...

... · · ·
...

yL1 yL2 · · · yLL

 , (35)

where yij is a binary number. If yij = 1, it means that the
requirement of the ith D2D receiver can be satisfied by the
jth D2D transmitter; otherwise, yij = 0.

As for a D2D pair, each node works in half-duplex mode,
and we define lij as the link between the jth transmitter to
the ith receiver. Thus, the weight of lij can be expressed as

wij = Γg(i, j). (36)

We adopt matrix W to represent the weight of all the potential
D2D links, which can be denoted as

W =


w11 w12 · · · w1L

w21 w22 · · · w2L

...
... · · ·

...
wL1 wL2 · · · wLL

 . (37)

To achieve the maximum sum rate of D2D links, the
optimization problem can be presented as

(P3) max
yij

∑
j∈SD

∑L

i=1
wijyij

s.t.
∑

j∈SD

yij = 1, ∀i,∑L

i=1
yij = 1, ∀j,

yij ∈ (0, 1),

(38)

where SD is the set of D2D transmitters that can provide ser-
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Fig. 3. Matrices in the procedure of the proposed KM algorithm.

vice to the receivers. Thus, the sum-rate optimization problem
is transformed into a maximum weighted matching (MWM)
problem as in (38).

The optimal method to solve the MWM problem is exhaus-
tive search, whose computational complexity is extremely high
when plenty of users exist. For example, when all the required
video files are cached at each D2D transmitter, the number of
the available solutions to be searched can be calculated as

Nc = L! = L(L− 1)(L− 2) · · · 1, (39)

whose computational complexity can reach O(L!). KM algo-
rithm is effective to solve the MWM problem with much lower
complexity of O(L3) [44], which is thus adopted to solve the
problem (P3) in this paper. We present an example in Fig. 2
with L = 4 to demonstrate the proposed KM algorithm for
D2D-link establishing as follows. The corresponding matrices
in the procedure of the proposed KM algorithm are shown in
Fig. 3.

Step 1: We use matrix E = {eij}L×L to include all the
weights of possible D2D links, in which

eij = wijyij , ∀i = 1, 2, ..., L, ∀j = 1, 2, ..., L. (40)

According to Fig. 2, the initial weight matrix W is shown in
Fig. 3(a) and the initial matrix of caching situation Y is shown
in Fig. 3(b). Through (40), we can obtain the weight matrix
E accordingly, which is shown in Fig. 3(c).

Step 2: The KM algorithm begins with the labels of all the
columns and rows, which can be calculated as

ξ(uj) = max
vi∈V

eij , uj ∈ U, (41)

ξ̃(vi) = 0, vi ∈ V. (42)

As shown in Fig. 3(c), the values of ξ(uj) and ξ̃(vi) are
marked at the top and the left of the matrix E, respectively.

Step 3: With the help of ξ(uj) and ξ̃(vi), an excess matrix
A = {aij}L×L can be calculated as

aij = ξ(uj) + ξ̃(vi)− eij , (43)

which is shown in Fig. 3(d).
Step 4: From the excess matrix A, we can obtain a subgraph

with aij = 0 that contains uj , vi and the corresponding edge
eij . Then, a maximum matching matrix M can be obtained
from the subgraph as in Fig. 3(e), in which the established
maximum matching edges are underlined. If the obtained
matrix M is a perfect one with L underlined edges, the D2D-
link scheduled problem is solved and the algorithm comes to
an end. Otherwise, go to Step 5. In the specific case of Fig.
3(e), we can observe that there are only three underlined edges,
and further calculation of Step 5 is needed.

Step 5: The matrix M is not a perfect one, and the labels
should be adjusted. Define set C as the vertexes containing
the transmitters that share the same receivers. In addition, we
define X = C ∩ V and Y = C ∩U , as shown in Fig. 3(f). In
the specific case of matrix M1 of Fig. 3(f), C is selected to
be the vertexes related to receiver v4 and transmitters u1 and
u3. Meanwhile, a coefficient can be calculated as

τ = min{aij |uj ∈ Y, vi ∈ X}, τ ̸= 0. (44)

Therefore, the labels at the top and the left of matrix M1 can
be updated in Fig. 3(f) according to

ξ(uj) =

{
ξ(uj)− τ, uj ∈ Y,
ξ(uj), others. (45)

ξ̃(vi) =

{
ξ̃(vi) + τ, vi ∈ X,

ξ̃(vi), others.
(46)

Then, go to Step 3.
After several iterations, the KM algorithm terminates,

and the maximum matching matrix M2 and optimal link-
establishing matrix Y2 can be obtained as shown in Fig. 3(g)
and Fig. 3(h), respectively.

B. High-SNR Scheme

When Γ is high, the transmission rate of each D2D link
will be seriously influenced by the interference from other
D2D transmitters. Based on (29), the weight of link lij can be
expressed as

w̄ij =
g(i, j)∑L

s=1,s ̸=j g(i, s)
. (47)

Before establishing D2D links, w̄ij cannot be calculated simi-
larly to the case of low SNR, and thus, the KM algorithm can-
not be utilized to schedule the D2D links. Moreover, through
(29), we can also obtain that the interference at each D2D
link is the sum of channel gains from other D2D transmitters.
Thus, we propose a distributed algorithm to establish D2D
links at high SNR, which can significantly reduce the signaling
overhead caused by the channel state information feedback
from the users to the SBS.

At the beginning of the algorithm, a receiver is randomly
selected to schedule the first D2D link. Due to the fact that
no interference exists for the first link, according to (31),
the D2D transmitter with the maximum channel gain can be
selected. Then, when constructing the remaining D2D links,
interference will appear between D2D users. To guarantee the
QoS of D2D links, the following two conditions should be



8

satisfied when constructing the kth D2D link.

g(k, k)∑
n∈ŜDD,n̸=k g(k, n)

≥ δ1, (48)

g(m,m)∑
n∈S̃DD,n ̸=m g(m,n)

≥ δ2, ∀m ∈ S̃DD,m ̸= k. (49)

In (48) and (49), ŜDD is the set that includes the D2D
links established before the kth link, while S̃DD contains the
kth D2D link to be established and the D2D links already
established in ŜDD. δ1 and δ2 denote two predetermined
thresholds, and the sum rate and the number of scheduled D2D
links may vary because of them. The distributed algorithm for
scheduling D2D links at high SNR is given in Algorithm 1.

Algorithm 1 Distributed Algorithm for High SNR
1: Randomly select a receiver to construct the first D2D link.
2: As for the first D2D link, choose the transmitter with the

maximum channel gain according to (31).
3: for i = 2 : L do
4: if The SNR of the existed (i − 1) D2D links and the

ith D2D link all satisfy (48) and (49) then
5: Select the transmitter with the maximum channel gain

to establish the ith D2D link.
6: else
7: The ith D2D link cannot be established. Jump to 10.
8: end if
9: end for

10: Algorithm ends.

Remark 2: Based on (48) and (49), we can guarantee that
the D2D link to be established cannot bring great interference
to the previous established links according to δ2, with its own
QoS also satisfied according to δ1. If we want to guarantee the
QoS of each D2D link, we should increase δ1 and δ2. On the
other hand, if we want to increase the number of established
D2D links without high QoS requirement, δ1 and δ2 should
be set lower. Thus, δ1 and δ2 should be carefully determined
according to the practical requirements of the system. Besides,
if several D2D transmitters are able to satisfy (48) and (49)
at the same time, the transmitter with maximum channel gain
can be selected to serve the current receiver.

C. Medium-SNR Scheme

As for the medium SNR, from (22), the weight of link lij
can be denoted as

w̃ij =
Γg(i, j)∑L

s=1,s̸=j Γg(i, s) + 1
. (50)

From (50), we can know that the interference from the other
D2D transmitters cannot be ignored at medium SNR. On the
other hand, the interference at each D2D receiver is not as
serious as that in the case of high SNR. For the dense D2D
links at medium SNR, to guarantee that all the D2D receivers
can be served by the available transmitters, we assume that the
power of interference at each D2D receiver is a constant I .

Accordingly, the SINR can be estimated at each D2D receiver,
and thus, the weight of link lij can be rewritten as

w̃ij =
g(k, k)P

I +No
, (51)

and the topology of D2D links can be considered as a weighted
bipartite graph as well, similar to the case of low-SNR scheme.
Therefore, the KM algorithm can also be utilized to construct
the D2D links at medium SNR similarly as (38), which will
not be demonstrated here for compactness.

D. Only One User

When only one D2D user requires video file and several
transmitters can provide the service, according to (31), we
can select the transmitter with the maximum channel gain to
establish the D2D link.

Remark 3: For low and medium SNRs, the SBS has to
obtain the dynamic network topology and caching information
through the feedback from users to the SBS via a dedicated
frequency band separated from the data service, based on
which the D2D links can be established. On the other hand,
for the high SNR, a distributed algorithm is proposed in our
manuscript to establish the D2D links, in which the SBS does
not need to obtain the topology and caching information.

VI. SIMULATION RESULTS AND DISCUSSION

Considering a small cell with dense users [24], [45], all the
users are homogeneous PPP distributed in an area with a radius
of 100 m, and the effective transmission distance between the
SBS and users is set to 50m, i.e., R = 50 m. Assume that the
D2D communication range is set to no more than 10m, i.e.,
RD2D ≤ 10 m. Meanwhile, we assume that the total number
of video files is N = 100, and the number of different video
files to be cached at the D2D transmitters is m = 15.

A. Optimal Caching Placement

In this subsection, the total offloading probability of the pro-
posed optimal caching placement scheme in (7) for D2D con-
nections is analyzed. In the simulation, two caching schemes
are used for comparison.. The first scheme is the popular m
scheme, in which m most popular files are selected to be
cached according to the popularity. The caching probability of
these m files can be determined according to (7). The second
scheme is the equal caching scheme, in which the m files
to be cached are selected from the N candidates with equal
probability.

First, the total offloading probability of the caching D2D
links using different caching schemes is compared with dif-
ferent user density λ in Fig. 4. The Zipf Parameter γ is set
to 1. From the results, we can see that, when the user density
increases, the offloading probability of the optimal caching
scheme and the equal caching scheme both becomes higher,
due to the fact that when the D2D users are densely deployed,
more opportunity will be provided for each user to access
to more different files. In addition, due to the optimization
of (7), the offloading probability of the optimal caching is
much higher than that of the equal caching scheme. For the
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Fig. 4. Total offloading probability comparison of the caching D2D links
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Fig. 5. Total offloading probability comparison of the caching D2D links
using different caching schemes with different values of Zipf parameter γ.
λ = 0.3.

popular m scheme, the offloading probability remains almost
unchanged with different user density, because only the m
most popular files are cached for all the cases.

Then, the total offloading probability of the caching D2D
links using different caching schemes is compared with dif-
ferent values of Zipf parameter γ in Fig. 5. The user density
λ is set to 0.3. From the results, we can see that when
the Zipf parameter γ increases, which means the gap of the
popularity of different files becomes larger, the offloading
probability of the optimal caching scheme and the popular m
scheme becomes higher. This is because the performance of
the proposed optimal caching scheme is more effective for the
files with more obvious difference in the popularity of different
files. In addition, due to the optimization of (7), the offloading
probability of the optimal caching is much higher than that of
the equal caching scheme. For the equal caching scheme, the
offloading probability remains unchanged with different values
of γ, because no popularity is considered in this scheme.
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Fig. 6. Theoretical and practical sum rates comparison of D2D links of the
low-SNR scheme with different SNRs and different number of D2D links.

B. D2D Link Scheduling

In this subsection, the performance of the D2D link schedul-
ing schemes for different SNRs is analyzed through sim-
ulation. We assume that the user density λD is 0.3 and
Zipf parameter γ is 2. The caching capacity of each D2D
transmitter is assumed to be µ = 4, i.e., 4 video files can
be stored at each local cache. In the simulation, two caching
schemes are considered, i.e., the proposed optimal caching
scheme and the equal caching scheme. For the optimal caching
scheme, some popular video files with high caching probability
Pi can be stored in devices in advance, and Pi can be
calculated through Theorem 1. On the other hand, for the equal
caching scheme, the caching probability of each video file can
be defined as m/N = 0.15. When users can be served by the
users nearby, D2D communications can be used to perform
transmission. The transmit power of each D2D transmitter is
1W.

The performance of the low-SNR D2D-link scheduling
scheme is first compared in Fig. 6 and Fig. 7. In Fig.
6, the theoretical and practical sum rates of D2D links at
low SNR are compared with different SNRs and different
number of D2D links. The optimal caching scheme is adopted.
The theoretical sum rate can be calculated according to (25)
in Theorem 2 without considering the interference among
D2D users, while interference should be considered when
calculating the practical sum rate. From the results, we can
see that, when SNR or the number of links becomes larger,
the sum rate will increase accordingly. In addition, we can
see that when SNR is lower, the theoretical sum rate and the
practical sum rate is very close to each other. However, as SNR
becomes higher, the practical sum rate is becomes lower than
that of the theoretical sum rate gradually, due to the fact that
interference cannot be ignored when SNR is relatively high. In
Fig. 7, the sum rate of D2D links of the low-SNR scheme is
compared when the optimal caching scheme and equal caching
scheme are adopted. From the results, we can see that the sum
rate of D2D links of the optimal caching scheme at low SNR
when the low-SNR D2D-link scheduling scheme is adopted
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Fig. 7. Sum rate comparison of D2D links of the low-SNR scheme when
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Fig. 8. Theoretical and practical sum rates comparison of D2D links of the
high-SNR scheme with different SNRs, different number of D2D links, and
different values of δ = δ1 = δ2.

is much higher than that of the equal caching scheme, with
different number of D2D links. This is because more D2D
links can be established by the optimal caching scheme than
the equal caching scheme, i.e., the total offloading probability
is maximized. The edge users that cannot obtain the required
file from D2D transmitters in the equal caching scheme, have
to obtain the video file from the SBS directly, with much
low transmission rate. Thus, the effectiveness of the proposed
optimal caching scheme can be reflected when combined with
D2D-link scheduling.

The performance of the high-SNR D2D-link scheduling
scheme is then compared in Fig. 8 and Fig. 9. In Fig. 8,
the theoretical and practical sum rates of D2D links of the
high-SNR scheme are compared with different SNRs, different
number of D2D links, and different values of δ = δ1 = δ2.
The optimal caching scheme is adopted. The theoretical sum
rate can be calculated according to (29) without considering
the channel noise, while the noise should be involved when
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Fig. 9. Sum rate comparison of D2D links of the high-SNR scheme when
the optimal caching scheme and equal caching scheme are adopted. There are
10 potential D2D links.

calculating the practical sum rate. From the results, we can see
that the theoretical sum rate is close to that of the practical
sum rate when SNR becomes higher. However, when the SNR
is relatively low, the practical sum rate is lower than the
theoretical sum rate, due to the fact that the channel noise can
only be ignored when the SNR is enough high. In addition,
we can also see that when the threshold δ becomes larger, the
sum rate becomes lower accordingly. This is because when δ is
larger, the requirement on the performance of the D2D links is
stricter, and thus, less D2D links can be established according
to (48) and (49). In Fig. 9, the sum rate of D2D links of the
high-SNR scheme is compared with 10 potential D2D links,
when the optimal caching scheme and equal caching scheme
are adopted. From the results, we can see that the sum rate
of D2D links of the optimal caching scheme at high SNR
when the high-SNR D2D-link scheduling scheme is adopted
is much higher than that of the equal caching scheme. Besides,
we can also see that when δ is larger, the sum rate becomes
lower, which is consistent with the results in Fig. 8. Thus, the
effectiveness of the proposed optimal caching scheme can be
reflected when combined with D2D-link scheduling.

The performance of D2D-link scheduling of the medium-
SNR scheme is compared in Fig. 10 and Fig. 11. From the
results in Fig. 10, we can see that the sum rate of D2D links
of the optimal caching scheme is much higher than that of the
equal caching scheme at medium SNR. Thus, the effectiveness
of the proposed optimal caching scheme can be reflected
when combined with D2D-link scheduling. In addition, we can
observe that the sum rate of D2D links will change slightly
with different values of I . Specifically, the sum rate with
I = 10dB is higher than those with I = 0dB and I = 30dB.
Thus, we should set I properly in the medium-SNR scheme to
achieve better performance. To make this point much clearer,
in Fig. 11, the sum rate of the D2D links of the medium-
SNR scheme is further compared with different values of I
and SNR. The optimal caching scheme is adopted. From the
results, we can see that when I=10dB, the sum rate of the
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Fig. 11. Sum rate comparison of D2D links of the medium-SNR scheme
with different values of I and SNR.

medium-SNR scheme is higher than those when I=0dB and
I=30dB, which is consistent with the results in Fig. 10.

Finally, the sum rate of all the three proposed schemes for
low SNR, medium SNR and high SNR is compared with SNR
from -20dB to 30dB and with 10 potential links in Fig. 12. The
optimal caching scheme is adopted. We set δ1 = δ2 = 0dB
for the high-SNR scheme, and I = 10dB for the medium-SNR
scheme. From the results, we can see that when SNR is low,
i.e., from -20dB to -3dB, the low-SNR scheme can achieve the
highest sum rate. When medium SNR is considered, i.e., from
-3dB to 15dB, the performance of the medium-SNR scheme is
optimal. For the high-SNR scheme, it can achieve the optimal
performance when SNR is relatively high, i.e., above 15dB.
Thus, we should choose the proper scheme to establish D2D
links at different transmit SNRs.
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Fig. 12. Sum rate comparison of D2D links of the low-SNR, medium-SNR
and high-SNR schemes with SNR from -20dB to 30dB and with 10 potential
links. The optimal caching scheme is adopted. We set δ1 = δ2 = 0dB for
the high-SNR scheme, and I = 10dB for the medium-SNR scheme.

VII. CONCLUSIONS

In this paper, the caching D2D scheme has been proposed
for D2D links in small-cell networks, by jointly designing
the caching placement and D2D-link establishing. We first
proposed an optimal caching scheme to maximize the total
offloading probability according to the popularity, and thus,
edge users can obtain their required video files from the caches
at users nearby through D2D transmission, instead of the SBS.
Then, the sum rate of D2D links was analyzed theoretically in
different SNR regions, which is the basis for link establishing.
In addition, to maximize the throughput of D2D links with low
computational complexity, three effective D2D link scheduling
schemes were proposed for low SNR, high SNR and medium
SNR, respectively, with the help of bipartite graph theory and
KM algorithm. Plenty of simulation results were presented to
show the effectiveness of the proposed caching D2D scheme.
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