## Manuscript version: Author's Accepted Manuscript

The version presented in WRAP is the author's accepted manuscript and may differ from the published version or Version of Record.

## Persistent WRAP URL:

http://wrap.warwick.ac.uk/109505

## How to cite:

Please refer to published version for the most recent bibliographic citation information. If a published version is known of, the repository item page linked to above, will contain details on accessing it.

## Copyright and reuse:

The Warwick Research Archive Portal (WRAP) makes this work by researchers of the University of Warwick available open access under the following conditions.
© 2018 Elsevier. Licensed under the Creative Commons Attribution-NonCommercialNoDerivatives 4.0 International http://creativecommons.org/licenses/by-nc-nd/4.0/.

## Publisher's statement:

Please refer to the repository item page, publisher's statement section, for further information.

For more information, please contact the WRAP Team at: wrap@warwick.ac.uk.

# Finitely forcible graph limits are universal* 
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#### Abstract

The theory of graph limits represents large graphs by analytic objects called graphons. Graph limits determined by finitely many graph densities, which are represented by finitely forcible graphons, arise in various scenarios, particularly within extremal combinatorics. Lovász and Szegedy conjectured that all such graphons possess a simple structure, e.g., the space of their typical vertices is always finite dimensional; this was disproved by several ad hoc constructions of complex finitely forcible graphons. We prove that any graphon is a subgraphon of a finitely forcible graphon. This dismisses any hope for a result showing that finitely forcible graphons possess a simple structure, and is surprising when contrasted with the fact that finitely forcible graphons form a meager set in the space of all graphons. In addition, since any finitely forcible graphon represents the unique minimizer of some linear combination of densities of subgraphs, our result also shows that such minimization problems, which conceptually are among the simplest kind within extremal graph theory, may in fact have unique optimal solutions with arbitrarily complex structure.
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## 1 Introduction

The theory of graph limits offers analytic tools to represent and analyze large graphs; for an introduction to this area, we refer the reader to a recent monograph by Lovász [22]. Indeed,

[^0]the theory also generated new tools and perspectives on many problems in mathematics and computer science. For example, the flag algebra method of Razborov [29], which bears close connections to convergent sequences of dense graphs, catalyzed progress on many important problems in extremal combinatorics, e.g. [1-4, 17-21, 27-31]. In relation to computer science, the theory of graph limits shed new light on property and parameter testing algorithms [26].

Central to dense graph convergence is the analytic representation of the limit of a convergent sequence of dense graphs, known as a graphon [7-9, 25]; we formally define this notion and other related notions in Section 2. We are interested in graphons that are uniquely determined (up to isomorphism) by finitely many graph densities, which are called finitely forcible graphons. Such graphons are related to various problems from extremal graph theory and from graph theory in general. For example, for every finitely forcible graphon $W$, there exists a linear combination of graph densities such that the graphon $W$ is its unique minimizer. Another result that we would like to mention in relation to finitely forcible graphons is the characterization of quasirandom graphs in terms of graph densities by Thomason $[33,34]$, which is essentially equivalent to stating that the constant graphon is finitely forcible by densities of 4 -vertex graphs; also see $[10,32]$ for further results on quasirandom graphs. Lovász and Sós [23] generalized this characterization by showing that every step graphon, a multipartite graphon with quasirandom edge densities between its parts, is finitely forcible. Other examples of finitely forcible graphons are given in [24].

Early examples of finitely forcible graphons indicated that all finitely forcible graphons might possess a simple structure, as formalized by Lovász and Szegedy, who conjectured the following [24, Conjectures 9 and 10].

Conjecture 1. The space of typical vertices of every finitely forcible graphon is compact.
Conjecture 2. The space of typical vertices of every finitely forcible graphon has finite dimension.

Both conjectures were disproved through counterexample constructions [15,16]. A stronger counterexample to Conjecture 2 was found in [12]: Conjecture 2 would imply that the number of parts of a weak $\varepsilon$-regular partition of a finitely forcible graphon is bounded by a polynomial of $\varepsilon^{-1}$ but the construction given in [12] almost matches the best possible exponential lower bound from [11].

The purpose of this paper is to show that finitely forcible graphons can have arbitrarily complex structure. Our main result reads as follows.

Theorem 1. For every graphon $W_{F}$, there exists a finitely forcible graphon $W_{0}$ such that $W_{F}$ is a subgraphon of $W_{0}$, and the subgraphon is formed by a $1 / 14$ fraction of the vertices of $W_{0}$.

Theorem 1 contrasts with [24, Theorem 7.12], which states that the set of finitely forcible graphons is meager in the space of all graphons. In addition, since every finitely forcible graphon is the unique minimizer of some linear combination of densities of subgraphs (see Proposition 3), Theorem 1 also shows that optimal solutions of problems seeking to
minimize a linear combination of densities of subgraphs, which are among the simplest stated problems in extremal graph theory, may have unique optimal solutions with highly complex structure.

Theorem 1 also immediately implies that both conjectures presented above are false since we can embed graphons not having the desired properties in a finitely forcible graphon. By considering a graphon containing appropriately scaled copies of graphons corresponding to the lower bound construction of Conlon and Fox from [11], which were described in [12], we also obtain the following.
Corollary 2. For every non-decreasing function $f: \mathbb{R} \rightarrow \mathbb{R}$ tending to infinity, there exist a finitely forcible graphon $W$ and positive reals $\varepsilon_{i}$ tending to 0 such that every weak $\varepsilon_{i}$-regular partition of $W$ has at least $2^{\Omega\left(\frac{\varepsilon_{i}^{-2}}{f\left(\varepsilon_{i}^{-1}\right)}\right)}$ parts.

Since every fixed graphon has weak $\varepsilon$-regular partitions with $2^{o\left(\varepsilon^{-2}\right)}$ parts, Corollary 2 gives the best possible dependance on $\varepsilon^{-1}$.

The proof of Theorem 1 builds on the methods introduced in [16], which were further developed and formalized in [15]. In particular, the proof uses the technique of decorated constraints, which we present in Subsection 2.1. The main idea of the proof is the following. The graphon $W_{F}$ is determined up to a set of measure zero by its density in squares with coordinates being the inverse powers of two. The countable sequence of such densities can be encoded into a single real number between 0 and 1, which will be embedded as the density of a suitable part of the graphon $W_{0}$. We then set up the structure of $W_{0}$ in a way that this encoding restricts the densities inside another part of $W_{0}$ rendering $W_{F}$ unique up to a set of measure zero. While this approach seems uncomplicated upon first glance, the proof hides a variety of additional ideas and technical details. The reward is a result enabling the embedding of any graphon in a finitely forcible graphon with no additional effort.

## 2 Preliminaries

We devote this section to introducing notation used throughout the paper. Let us start with some basic general notation. The set of integers from 1 to $k$ will be denoted by $[k]$, the set of all positive integers by $\mathbb{N}$ and the set of all non-negative integers by $\mathbb{N}_{0}$. All measures considered in this paper are the Borel measures on $\mathbb{R}^{d}, d \in \mathbb{N}$. If a set $X \subseteq \mathbb{R}^{d}$ is measurable, then $|X|$ denotes its measure, and if $X$ and $Y$ are two measurable sets, then we write $X \sqsubseteq Y$ if $|X \backslash Y|=0$.

The order of a graph $G=(V, E)$, denoted by $|G|$, is the number of its vertices, and its size, denoted by $\|G\|$, is the number of edges. Given two graphs $H$ and $G$, the density of $H$ in $G$ is the probability that a uniformly chosen $|H|$-tuple of vertices of $G$ induces a subgraph isomorphic to $H$; the density of $H$ in $G$ is denoted by $d(H, G)$. We adopt the convention that if $|H|>|G|$, then $d(H, G)=0$.

A sequence of graphs $\left(G_{n}\right)_{n \in \mathbb{N}}$ is convergent if the sequence $d\left(H, G_{n}\right)$ converges for every graph $H$. We will require that the orders of graphs in a convergent sequence tend to
infinity. A convergent sequence of graphs can be associated with an analytic limit object, which is called a graphon. A graphon is a symmetric measurable function $W$ from the unit square $[0,1]^{2}$ to the unit interval $[0,1]$, where symmetric refers to the property that $W(x, y)=W(y, x)$ for all $x, y \in[0,1]$. In what follows, we will often refer to the points of $[0,1]$ as vertices. One may view the values of $W(x, y)$ as the density between different parts of a large graph represented by $W$. To aid the transparency of our ideas, we often include a visual representation of graphons that we consider: the domain of a graphon $W$ is represented as a unit square $[0,1]^{2}$ with the origin $(0,0)$ in the top left corner, and the values of $W$ are represented by an appropriate shade of gray (ranging from white to black), with 0 represented by white and 1 by black.

Given a graphon $W$, a $W$-random graph of order $n$ is a graph obtained from $W$ by sampling $n$ vertices $v_{1}, v_{2}, \ldots, v_{n} \in[0,1]$ independently and uniformly at random and joining vertices $v_{i}$ and $v_{j}$ by an edge with probability $W\left(v_{i}, v_{j}\right)$ for all $i, j \in[n]$. The density of a graph $H$ in a graphon $W$, denoted by $d(H, W)$, is the probability that a $W$ random graph of order $|H|$ is isomorphic to $H$. Note that the expected density of $H$ in a $W$-random graph of order $n \geq|H|$ is equal to $d(H, W)$. We say that a convergent sequence $\left(G_{n}\right)_{n \in \mathbb{N}}$ converges to a graphon $W$ if

$$
\lim _{n \rightarrow \infty} d\left(H, G_{n}\right)=d(H, W)
$$

for every graph $H$. It is not hard to show that if $W$ is a graphon, then the sequence of $W$ random graphs with increasing orders is convergent with probability one and the graphon $W$ is its limit.

We now present graphon analogues of several graph theoretic notions. The degree of a vertex $x \in[0,1]$ is defined as

$$
\operatorname{deg}_{W}(x)=\int_{[0,1]} W(x, y) \mathrm{d} y
$$

Note that the degree is well-defined for almost all vertices of $W$ and if $x$ is chosen to be a vertex of an $n$-vertex $W$-random graph, then its expected degree is $(n-1) \cdot \operatorname{deg}_{W}(x)$. When it is clear from the context which graphon we are referring to, we will omit the subscript, i.e., we just write $\operatorname{deg}(x)$ instead of $\operatorname{deg}_{W}(x)$. We define the neighborhood $N_{W}(x)$ of a vertex $x \in[0,1]$ in a graphon $W$ as the set of vertices $y \in[0,1]$ such that $W(x, y)>0$. In our considerations, we will often analyze a restriction of a graphon to the substructure induced by a pair of measurable subsets $A$ and $B$ of $[0,1]$. If $W$ is a graphon and $A$ is a non-null measurable subset of $[0,1]$, then the relative degree of a vertex $x \in[0,1]$ with respect to $A$ is

$$
\operatorname{deg}_{W}^{A}(x)=\frac{\int_{A} W(x, y) \mathrm{d} y}{|A|}
$$

i.e., the measure of the neighbors of $x$ in $A$ normalized by the measure of $A$. Similarly, $N_{W}^{A}(x)=N_{W}(x) \cap A$ is the relative neighborhood of $x$ with respect to $A$. Note that $\operatorname{deg}_{W}^{A}(x) \cdot|A| \leq\left|N_{W}^{A}(x)\right|$ and the inequality can be strict. Again, we drop the subscripts when $W$ is clear from the context.

Two graphons $W_{1}$ and $W_{2}$ are weakly isomorphic if $d\left(H, W_{1}\right)=d\left(H, W_{2}\right)$ for every graph $H$. Borgs, Chayes and Lovász [6] have shown that two graphons $W_{1}$ and $W_{2}$ are weakly isomorphic if and only if there exist measure preserving maps $\varphi_{1}, \varphi_{2}:[0,1] \rightarrow[0,1]$ such that $W_{1}\left(\varphi_{1}(x), \varphi_{1}(y)\right)=W_{2}\left(\varphi_{2}(x), \varphi_{2}(y)\right)$ for almost every $(x, y) \in[0,1]^{2}$. Graphons that can be uniquely determined up to a weak isomorphism by fixing the densities of a finite set of graphs are called finitely forcible graphons and are the central object of this paper. Observe that a graphon $W$ is finitely forcible if and only if there exist graphs $H_{1}, \ldots, H_{k}$ such that if a graphon $W^{\prime}$ satisfies $d\left(H_{i}, W^{\prime}\right)=d\left(H_{i}, W\right)$ for $i \in[k]$, then $d\left(H, W^{\prime}\right)=d(H, W)$ for every graph $H$. A less obvious characterization of finitely forcible graphons is the following.

Proposition 3. A graphon $W$ is finitely forcible if and only if there exist graphs $H_{1}, \ldots, H_{k}$ and reals $\alpha_{1}, \ldots, \alpha_{k}$ such that

$$
\sum_{i=1}^{k} \alpha_{i} d\left(H_{i}, W\right) \leq \sum_{i=1}^{k} \alpha_{i} d\left(H_{i}, W^{\prime}\right)
$$

for every graphon $W^{\prime}$ and the equality holds only if $W$ and $W^{\prime}$ are weakly isomorphic.

### 2.1 Finite forcibility and decorated constraints

Decorated constraints have been introduced and developed in $[15,16]$ as a method of showing finite forcibility of graphons. This method uses the language of the flag algebra method of Razborov, which, as we have mentioned earlier, has had many substantial applications in extremal combinatorics. We now present the notion of decorated constraints, partially following the lines of [15] in our exposition.

A density expression is iteratively defined as follows: a real number or a graph are density expressions, and if $D_{1}$ and $D_{2}$ are density expressions, then so are $D_{1}+D_{2}$ and $D_{1} \cdot D_{2}$. The value of a density expression with respect to a graphon $W$ is the value obtained by substituting for each graph its density in the graphon $W$. A constraint is an equality between two density expressions. A graphon $W$ satisfies a constraint if the density expressions on the two sides of the constraints have the same value. If $\mathcal{C}$ is a finite set of constraints such that there exists a unique (up to weak isomorphism) graphon $W$ that satisfies all constraints in $\mathcal{C}$, then the graphon $W$ is finitely forcible [16]; in particular, $W$ can be forced by specifying the densities of graphs appearing in the constraints in $\mathcal{C}$.

A graphon $W$ is said to be partitioned if there exist $k \in \mathbb{N}$, positive reals $a_{1}, \ldots, a_{k}$ with $a_{1}+\cdots+a_{k}=1$, and distinct reals $d_{1}, \ldots, d_{k} \in[0,1]$, such that the set of vertices in $W$ with degree $d_{i}$ has measure $a_{i}$. The set of all vertices with degree $d_{i}$ will be referred to as a part; the size of a part is its measure and its degree is the common degree of its vertices. The following lemma was proved in $[15,16]$.

Lemma 4. Let $a_{1}, \ldots, a_{k}$ be positive real numbers summing to one and let $d_{1}, \ldots, d_{k} \in[0,1]$ be distinct reals. There exists a finite set of constraints $\mathcal{C}$ such that any graphon satisfying all constraints in $\mathcal{C}$ is a partitioned graphon with parts of sizes $a_{1}, \ldots, a_{k}$ and degrees
$d_{1}, \ldots, d_{k}$, and every partitioned graphon with parts of sizes $a_{1}, \ldots, a_{k}$ and degrees $d_{1}, \ldots, d_{k}$ satisfies all constraints in $\mathcal{C}$.

We next introduce a formally stronger version of constraints, called decorated constraints. Fix $a_{1}, \ldots, a_{k}$ and $d_{1}, \ldots, d_{k}$ as in Lemma 4. A decorated graph is a graph $G$ with $m \leq|G|$ distinguished vertices labeled from 1 to $m$, which are called roots, and with each vertex assigned one of the $k$ parts, which is referred to as the decoration of a vertex. Note that the number $m$ can be zero in the definition of a decorated graph, i.e., a decorated graph can have no roots. Two decorated graphs are compatible if the subgraphs induced by their roots are isomorphic through an isomorphism preserving the labels (the order of the roots) and the decorations (the assignment of parts). A decorated constraint is an equality between two density expressions that contain decorated graphs instead of ordinary graphs and all the decorated graphs appearing in the constraint are compatible.

Consider a partitioned graphon $W$ with parts of sizes $a_{1}, \ldots, a_{k}$ and degrees $d_{1}, \ldots, d_{k}$, and a decorated constraint $C$. Let $H_{0}$ be the (decorated) graph induced by the roots of the decorated graphs in the constraint, and let $v_{1}, \ldots, v_{m}$ be the roots of $H_{0}$. We say that the graphon $W$ satisfies the constraint $C$ if the following holds for almost every $m$-tuple $x_{1}, \ldots, x_{m} \in[0,1]$ such that $x_{i}$ belongs to the part that $v_{i}$ is decorated with, $W\left(x_{i}, x_{j}\right)>0$ for every edge $v_{i} v_{j}$ and $W\left(x_{i}, x_{j}\right)<1$ for every non-edge $v_{i} v_{j}$ : if each decorated graph $H$ in $C$ is replaced with the probability that a $W$-random graph is the graph $H$ conditioned on the event that the roots are chosen as the vertices $x_{1}, \ldots, x_{m}$ and they induce the graph $H_{0}$, and that each non-root vertex is randomly chosen from the part of $W$ that is decorated with, then the left and right hand sides of the constraint $C$ have the same value.

We now give an example of evaluating a decorated constraint. Consider a partitioned graphon $W$, which is depicted in Figure 1, with parts $A$ and $B$ each of size $1 / 2$; the graphon $W$ is equal to $1 / 2$ on $A^{2}$, to $1 / 3$ on $A \times B$, and to 1 on $B^{2}$. Let $H$ be the decorated graph with two adjacent roots both decorated with $A$ and two adjacent non-root vertices $v_{1}$ and $v_{2}$ both decorated with $B$ such that $v_{1}$ is adjacent to only one of the roots and $v_{2}$ is adjacent to both roots; the decorated graph $H$ is also depicted in Figure 1. If $H$ appears in a decorated constraint, then its value is independent of the choice of the roots in the part $A$ and is always equal to $2 / 81$, which is the probability as defined in the previous paragraph.


Figure 1: An example of evaluating a decorated constraint. The root vertices are depicted by squares and the non-root vertices by circles. The graphon is equal to $1 / 2$ on $A^{2}$, to $1 / 3$ on $A \times B$, and to 1 on $B^{2}$.

Note that the condition on the $m$-tuple $x_{1}, \ldots, x_{m}$ is equivalent to that there is a positive probability that a $W$-random graph with the vertices $x_{1}, \ldots, x_{m}$ is $H_{0}$. Also note that, unlike in the definition of the density of a graph in a graphon, we do not allow permuting any vertices. For example, if $W$ is the graphon (with a single part) that is equal to $p \in[0,1]$ almost everywhere, then the cherry $K_{1,2}$ with each vertex decorated with the single part of $W$ would take the value $p^{2}(1-p)$ in a decorated constraint.

The next lemma, proven in [16], asserts that every decorated constraint is equivalent to a non-decorated constraint.

Lemma 5. Let $k \in \mathbb{N}$, let $a_{1}, \ldots, a_{k}$ be positive real numbers summing to one, and let $d_{1}, \ldots, d_{k}$ be distinct reals between zero and one. For every decorated constraint $C$, there exists a constraint $C^{\prime \prime}$ such that any partitioned graphon $W$ with parts of sizes $a_{1}, \ldots, a_{k}$ and degrees $d_{1}, \ldots, d_{k}$ satisfies $C$ if and only if it satisfies $C^{\prime}$.

In particular, if a graphon $W$ is a unique partitioned graphon up to weak isomorphism that satisfies a finite collection of decorated constraints, then it is a unique graphon satisfying a finite collection of ordinary constraints by Lemmas 4 and 5 , and hence $W$ is finitely forcible.

We will visualize decorated constraints using the convention from [12], which we now describe and have already used in Figure 1. The root vertices of decorated graphs in a decorated constraint will be depicted by squares and the non-root vertices by circles; each vertex will be labeled with its decoration, i.e., the part that it should be contained in. The roots will be in all the decorated graphs in the constraint in the same mutual position, so it is easy to see the correspondence of the roots of different decorated graphs in the same constraint. A solid line between two vertices represents an edge, and a dashed line represents a non-edge. The absence of a line between two root vertices indicates that the decorated constraint should hold for both the root graph containing this edge and not containing it. Finally, the absence of a line between a non-root vertex and another vertex represents the sum of decorated graphs with this edge present and without this edge. If there are $k$ such lines absent, the figure represents the sum of $2^{k}$ possible decorated graphs with these edges present or absent.

We finish this subsection with two auxiliary lemmas. The first is a lemma stated in [12], which essentially states that if a graphon $W_{0}$ is finitely forcible in its own right, then it may be forced on a part of a partitioned graphon without altering the structure of the rest of the graphon.

Lemma 6. Let $k \in \mathbb{N}, m \in[k]$, let $a_{1}, \ldots, a_{k}$ be positive real numbers summing to one, and let $d_{1}, \ldots, d_{k}$ be distinct reals between zero and one. If $W_{0}$ is a finitely forcible graphon, then there exists a finite set $\mathcal{C}$ of decorated constraints such that any partitioned graphon $W$ with parts of sizes $a_{1}, \ldots, a_{k}$ and degrees $d_{1}, \ldots, d_{k}$ satisfies $C$ if and only if there exist measure preserving maps $\varphi_{0}:[0,1] \rightarrow[0,1]$ and $\varphi_{m}:\left[0, a_{m}\right] \rightarrow A_{m}$ such that $W\left(\varphi_{m}\left(x a_{m}\right), \varphi_{m}\left(y a_{m}\right)\right)=W_{0}\left(\varphi_{0}(x), \varphi_{0}(y)\right)$ for almost every $(x, y) \in[0,1]^{2}$, where $A_{m}$ is the $m$-th part of $W$.

Note that Lemma 5 implies that the set $\mathcal{C}$ of decorated constraints from Lemma 6 can be turned into a set of ordinary (i.e., non-decorated) constraints.

The second lemma is implicit in [24, proof of Lemma 3.3]; its special case has been stated explicitly in, e.g., [12, Lemma 8].

Lemma 7. Let $X, Z \subseteq \mathbb{R}$ be two measurable non-null sets, and let $F: X \times Z \rightarrow[0,1]$ be a measurable function. If there exists $C \in \mathbb{R}$ such that

$$
\int_{Z} F(x, z) F\left(x^{\prime}, z\right) d z=C
$$

for almost every $\left(x, x^{\prime}\right) \in X^{2}$, then

$$
\int_{Z} F(x, z)^{2} d z=C
$$

for almost every $x \in X$.

### 2.2 Regularity partitions and step functions

A step function $W:[0,1]^{2} \rightarrow[-1,1]$ is a measurable function such that there exists a partition of $[0,1]$ into measurable non-null sets $U_{1}, \ldots, U_{k}$ that $W$ is constant on $U_{i} \times U_{j}$ for every $i, j \in[k]$. A non-negative symmetric step function is a step graphon. If $W$ is a step function (in particular, $W$ can be a step graphon) and $A$ and $B$ two measurable subsets of $[0,1]$, then the density $d_{W}(A, B)$ between $A$ and $B$ is defined to be

$$
d_{W}(A, B)=\int_{A \times B} W(x, y) \mathrm{d} x \mathrm{~d} y
$$

We will omit $W$ in the subscript if $W$ is clear from the context. Note that it always holds that $|d(A, B)| \leq|A| \cdot|B|$. We remark that the definition of $d_{W}(A, B)$ and the definition of the cut norm given below extend to a wider class of functions from $[0,1]^{2}$ to $\mathbb{R}$, which are called kernels; since we will use these definition for step functions, we present them in the setting of step functions only. A step function $W^{\prime}$ refines a step function $W$ with parts $U_{1}, \ldots, U_{k}$, if each part of $W^{\prime}$ is a subset of one of the parts of $W$ and the density $d_{W}\left(U_{i}, U_{j}\right)$ between $U_{i}$ and $U_{j}$ is equal to the weighted average of the densities between the pairs of those parts of $W^{\prime}$ that are subsets of $U_{i}$ and $U_{j}$, respectively.

We next recall the notion of the cut norm. If $W$ is a step function, then the cut norm of $W$, denoted by $\|W\|_{\square}$, is

$$
\sup _{A, B \subseteq[0,1]}\left|\int_{A \times B} W(x, y) \mathrm{d} x \mathrm{~d} y\right|,
$$

where the supremum is taken over all measurable subsets $A$ and $B$ of $[0,1]$. The supremum in the definition is always attained and the cut norm induces the same topology on the space
of step functions as the $L_{1}$-norm; this can be verified following the lines of the analogous arguments for graphons in [22, Chapter 8]. We emphasize that we do not allow applying a measure preserving transformation to the domain of graphons unlike in the definition of the cut distance. It can be shown [22, Lemma 10.23] that if $H$ is a $k$-vertex graph and $W$ and $W^{\prime}$ are two graphons, then

$$
\left|d(H, W)-d\left(H, W^{\prime}\right)\right| \leq\binom{ k}{2}| | W-W^{\prime} \|_{\square} .
$$

Finally, we will say that two graphons $W$ and $W^{\prime}$ are $\varepsilon$-close if $\left\|W-W^{\prime}\right\|_{\square} \leq \varepsilon$.
A partition of $[0,1]$ into measurable non-null sets $U_{1}, \ldots, U_{k}$ is said to be $\varepsilon$-regular if

$$
\left|d(A, B)-\sum_{i, j \in[k]} \frac{d\left(U_{i}, U_{j}\right)}{\left|U_{i}\right|\left|U_{j}\right|}\right| U_{i} \cap A| | U_{j} \cap B| | \leq \varepsilon
$$

for every two measurable subsets $A$ and $B$ of $[0,1]$. In other words, the step graphon $W^{\prime}$ with parts $U_{1}, \ldots, U_{k}$ that is equal to $\frac{d\left(U_{i}, U_{j}\right)}{\left|U_{i}\right|\left|U_{j}\right|}$ on $U_{i} \times U_{j}$ is $\varepsilon$-close to $W$ in the cut norm metric. In particular, the step graphon $W^{\prime}$ determines the densities of $k$-vertex graphs in $W$ up to an additive error of $\binom{k}{2} \varepsilon$.

The Weak Regularity Lemma of Frieze and Kannan [14] extends to graphons as follows (see [22, Section 9.2] for further details): for every $\varepsilon>0$, there exists $K \leq 2^{O\left(\varepsilon^{-2}\right)}$, which depends on $\varepsilon$ only, such that every graphon has an $\varepsilon$-regular partition with at most $K$ parts. This dependence of $K$ on $\varepsilon$ is best possible up to a constant factor in the exponent [11]. We will need a slightly stronger version of this statement, which we formulate as a proposition; its proof is an easy modification of a proof of the standard version of the statement, e.g., the one presented in [22, Section 9.2].

Proposition 8. For every $\varepsilon>0$ and $k \in \mathbb{N}$, there exists $K \in \mathbb{N}$ such that for every graphon $W$ and every partition $U_{1}, \ldots, U_{k}$ of $[0,1]$ into disjoint measurable non-null sets, there exist an $\varepsilon$-regular partition $U_{1}^{\prime}, \ldots, U_{K^{\prime}}^{\prime}$ of $[0,1]$ with $K^{\prime} \leq K$ such that every part $U_{i}^{\prime}$, $i \in\left[K^{\prime}\right]$, is a subset of one of the parts $U_{1}, \ldots, U_{k}$.

For a step function $W$, we define $d\left(\Gamma_{4}, W\right)$ to be the following integral:

$$
d\left(\Gamma_{4}, W\right)=\int_{[0,1]^{4}} W(x, y) W\left(x^{\prime}, y\right) W\left(x, y^{\prime}\right) W\left(x^{\prime}, y^{\prime}\right) \mathrm{d} x \mathrm{~d} x^{\prime} \mathrm{d} y \mathrm{~d} y^{\prime}
$$

Note that the definition of $d\left(\Gamma_{4}, W\right)$ coincides with the standard definition of $t\left(C_{4}, W\right)$, see e.g. [22]. In particular, if $W$ is a graphon, then it holds that

$$
d\left(\Gamma_{4}, W\right)=\frac{1}{3} d\left(C_{4}, W\right)+\frac{1}{3} d\left(K_{4}^{-}, W\right)+d\left(K_{4}, W\right),
$$

where $K_{4}^{-}$is the graph obtained from $K_{4}$ by removing one of its edges. In particular, $d\left(\Gamma_{4}, W\right)$ can be understood as the density of non-induced $C_{4}$ in the graphon $W$, since
it is equal to the expected density of non-induced copies of $C_{4}$ in a $W$-random graph. If $W$ is a step function, then $d\left(\Gamma_{4}, W\right) \leq 4\|W\|_{\square}$. However, the converse also holds: $d\left(\Gamma_{4}, W\right) \geq\|W\|_{\square}^{4} ;$ we refer e.g. to [22, Section 8.2$]$, where a proof for symmetric step functions $W$ is given and this proof readily extends to the general case. Lemma 11, which we present further, aims at a generalization of this statement to step graphons. Before we can state this lemma, we need to prove two auxiliary lemmas, which we state for matrices rather than step functions for simplicity.

Lemma 9. Let $M$ be a $K \times K$ real matrix and let $i, j \in[K]$. Define $N$ to be the following $K \times K$ matrix:

$$
N_{x, y}=\left\{\begin{array}{cl}
\frac{M_{i, y}+M_{j, y}}{2} & \text { if } x=i \text { or } x=j, \text { and } \\
M_{x, y} & \text { otherwise } .
\end{array}\right.
$$

It holds that $\operatorname{Tr} M M^{T} M M^{T} \geq \operatorname{Tr} N N^{T} N N^{T}$.
Proof. Set $M(x, y), x, y \in[K]$, to be the following quantity:

$$
M(x, y)=\sum_{z=1}^{K} M_{x, z} M_{y, z}
$$

and define $N(x, y), x, y \in[K]$, in the analogous way. Observe that

$$
\operatorname{Tr} M M^{T} M M^{T}-\operatorname{Tr} N N^{T} N N^{T}=\sum_{x, y=1}^{K} M(x, y)^{2}-N(x, y)^{2}
$$

We now analyze the difference on the right hand side of the equality by grouping the terms on the right hand side into disjoint sets such that the sum of the terms in each set is non-negative.

The terms with $x, y \in[K] \backslash\{i, j\}$ form singleton sets; note that $M(x, y)=N(x, y)$ for each such term. Fix $x \in[K] \backslash\{i, j\}$ and consider the two terms corresponding to $y=i$ and $y=j$. It follows that

$$
\begin{gathered}
M(x, i)^{2}+M(x, j)^{2}-N(x, i)^{2}-N(x, j)^{2}= \\
M(x, i)^{2}+M(x, j)^{2}-2\left(\sum_{z=1}^{K} M_{x z} \frac{M_{i, z}+M_{j, z}}{2}\right)^{2}= \\
M(x, i)^{2}+M(x, j)^{2}-\frac{1}{2}(M(x, i)+M(x, j))^{2}= \\
\frac{1}{2} M(x, i)^{2}+\frac{1}{2} M(x, j)^{2}-M(x, i) M(x, j)=\frac{1}{2}(M(x, i)-M(x, j))^{2} .
\end{gathered}
$$

Hence, the sum of any pair of such terms is non-negative. The analysis of the terms with $y \in[K] \backslash\{i, j\}$ and $x=i$ or $x=j$ is symmetric.

The remaining four terms that have not been analyzed are the terms corresponding to the following pairs $(x, y):(i, i),(i, j),(j, i)$ and $(j, j)$. In this case, we obtain the following:

$$
\begin{gathered}
M(i, i)^{2}+2 M(i, j)^{2}+M(j, j)^{2}-N(i, i)^{2}-2 N(i, j)^{2}-N(j, j)^{2}= \\
M(i, i)^{2}+2 M(i, j)^{2}+M(j, j)^{2}-4\left(\frac{M(i, i)+2 M(i, j)+M(j, j)}{4}\right)^{2}= \\
\frac{1}{4}(M(i, i)-M(j, j))^{2}+\frac{1}{2}(M(i, i)-M(i, j))^{2}+\frac{1}{2}(M(j, j)-M(i, j))^{2} .
\end{gathered}
$$

Hence, the sum of these four terms is also non-negative, and the lemma follows.
The next lemma follows by repeatedly applying Lemma 9 to pairs of rows of the matrix $M$ with indices from the same set $A_{i}$ and to pairs of rows of the matrix $M^{T}$ with indices from the same set $B_{i}$, and considering the limit matrix $N$.

Lemma 10. Let $M$ be a $K \times K$ real matrix. Further, let $X_{1}, \ldots, X_{k}$ be a partition of $[K]$ into $k$ disjoint sets and let $Y_{1}, \ldots, Y_{\ell}$ be a partition of $[K]$ into $\ell$ disjoint sets. Define the $K \times K$ matrix $N$ as follows. If $x \in X_{i}, y \in Y_{j}$, then

$$
N_{x, y}=\frac{1}{\left|X_{i}\right| \cdot\left|Y_{j}\right|} \sum_{x^{\prime} \in X_{i}, y^{\prime} \in Y_{j}} M_{x^{\prime}, y^{\prime}} .
$$

It holds that $\operatorname{Tr} M M^{T} M M^{T}=\operatorname{Tr} M^{T} M M^{T} M \geq \operatorname{Tr} N N^{T} N N^{T}=\operatorname{Tr} N^{T} N N^{T} N$.
The following auxiliary lemma can be viewed as an extension of [22, Lemma 8.12], which states that $d\left(\Gamma_{4}, W\right) \geq\|W\|_{\square}^{4}$ for every graphon $W$, from the zero graphon to general step graphons (consider the statement for $W_{0}$ being the zero graphon). We remark that we have not tried to obtain the best possible dependence on the parameter $\varepsilon$ in the statement of the lemma. The lemma also holds in a more general setting, where the parts of graphons are not required to be of the same size.

Lemma 11. Let $W_{0}$ be a step graphon with all parts of the same size, and $W$ a step graphon refining $W_{0}$ such that all parts of $W$ have the same size. If $\left\|W-W_{0}\right\|_{\square} \geq \varepsilon$, then $d\left(\Gamma_{4}, W\right) \geq d\left(\Gamma_{4}, W_{0}\right)+\varepsilon^{4} / 8$.

Proof. Since $\left\|W-W_{0}\right\|_{\square} \geq \varepsilon$, there exist two measurable subsets $A$ and $B$ of $[0,1]$ such that

$$
\begin{equation*}
\left|\int_{A \times B} W(x, y)-W_{0}(x, y) \mathrm{d} x \mathrm{~d} y\right| \geq \varepsilon \tag{1}
\end{equation*}
$$

Let $U$ be one of the parts of the graphon $W$. Depending whether $\int_{U \times B} W-W_{0} \mathrm{~d} x \mathrm{~d} y$ is positive or negative, replacing $A$ with either $A \cup U$ or $A \backslash U$ does not decrease the integral in (1). Hence, we can assume that each part of $W$ is either a subset of $A$ or is disjoint from $A$, and the same holds with respect to $B$ (but different parts $U$ of $W$ may be contained in $A$ and $B$ ).

Let $k$ be the number of parts of $W_{0}$ and $K$ the number of parts $W$. Further, let $M$ be the $K \times K$ matrix such that the entry $M_{i, j}, i, j \in K$, is the density of $W$ between its $i$-th and the $j$-th parts, and let $P$ be the $K \times K$ matrix such that $P_{i, j}, i, j \in K$, is the density of $W_{0}$ between the $i$-th and the $j$-th parts of $W$. Let $U_{i}, i \in[k]$, be the subset of $[K]$ containing the indices of the parts of $W$ contained in the $i$-th part of $W_{0}$. Observe that both matrices $M$ and $P$ are symmetric and the matrix $P$ is constant on each submatrix indexed by pairs from $U_{i} \times U_{j}$ for some $i, j \in[k]$. Since $d\left(\Gamma_{4}, W\right)=\operatorname{Tr} M^{4}$ and $d\left(\Gamma_{4}, W_{0}\right)=\operatorname{Tr} P^{4}$, our goal is to show that $\operatorname{Tr} M^{4}-\operatorname{Tr} P^{4} \geq \varepsilon^{4} / 8$. Finally, let $A^{\prime}$ be the indices of parts of $W$ contained in $A$, and let $B^{\prime}$ be the indices of parts of $W$ contained in $B$. Observe that (1) yields that the sum of the entries of the matrix $M-P$ with the indices in $A^{\prime} \times B^{\prime}$ is either at least $\varepsilon$ or at most $-\varepsilon$.

Let $N$ be the matrix from the statement of Lemma 10 for the matrix $M, X_{i}=\{i\}$, $i \in[K]$, and $Y_{j}=U_{j}, j \in[k]$. Let $\varepsilon_{1}$ be the sum of the entries of the matrix $M-N$ with the indices in $A^{\prime} \times B^{\prime}$, and let $\varepsilon_{2}$ be the sum of the entries of the matrix $N-P$ with the indices in $A^{\prime} \times B^{\prime}$. Note that $\left|\varepsilon_{1}+\varepsilon_{2}\right| \geq \varepsilon$, which implies that $\left|\varepsilon_{1}\right|+\left|\varepsilon_{2}\right|$ is at least $\varepsilon$. By Lemma 10, it holds that $\operatorname{Tr} M^{4}-\operatorname{Tr} N N^{T} N N^{T} \geq 0$. Since $P^{T}$ can be obtained from the matrix $N^{T}$ by applying Lemma 10 with $X_{i}=\{i\}, i \in[K]$, and $Y_{j}=U_{j}, j \in[k]$, it follows that $\operatorname{Tr} N^{T} N N^{T} N-\operatorname{Tr} P^{4}=\operatorname{Tr} N N^{T} N N^{T}-\operatorname{Tr} P^{4} \geq 0$.

We now show that $\operatorname{Tr} M^{4}-\operatorname{Tr} N N^{T} N N^{T} \geq \varepsilon_{1}^{4}$. Let $Q=M-N$. We now want to analyze the entries of the matrix $(N+\alpha Q)(N+\alpha Q)^{T}$ for $\alpha \in[0,1]$. Fix $x, y \in[K]$ and observe that the entry in the $x$-th row and the $y$-th column of the matrix $(N+\alpha Q)(N+\alpha Q)^{T}$ is equal to

$$
\sum_{j=1}^{k} \sum_{z \in U_{j}}(N+\alpha Q)_{x, z}(N+\alpha Q)_{y, z}
$$

The definition of the matrix $N$ implies that

$$
\sum_{z \in U_{j}} Q_{x, z}=\sum_{z \in U_{j}} Q_{y, z}=0
$$

for every $j \in[k]$. It also holds that $N_{x, z}=N_{x, z^{\prime}}$ and $N_{y, z}=N_{y, z^{\prime}}$ for any $z$ and $z^{\prime}$ from the same set $U_{j}, j \in[k]$, which implies that the entry of the matrix $(N+\alpha Q)(N+\alpha Q)^{T}$ in the $x$-th row and the $y$-th column is

$$
\sum_{z=1}^{K} N_{x, z} N_{y, z}+\alpha^{2} Q_{x, z} Q_{y, z}
$$

Hence, we conclude that $(N+\alpha Q)(N+\alpha Q)^{T}=N N^{T}+\alpha^{2} Q Q^{T}$. It follows that

$$
\begin{gather*}
\operatorname{Tr}(N+\alpha Q)(N+\alpha Q)^{T}(N+\alpha Q)(N+\alpha Q)^{T}= \\
\operatorname{Tr} N N^{T} N N^{T}+2 \alpha^{2} \operatorname{Tr} N N^{T} Q Q^{T}+\alpha^{4} \operatorname{Tr} Q Q^{T} Q Q^{T} \tag{2}
\end{gather*}
$$

By Lemma 10 applied with $M=N+\alpha Q$ and the same sets $X_{i}$ and $Y_{j}$ as earlier,

$$
\operatorname{Tr}(N+\alpha Q)(N+\alpha Q)^{T}(N+\alpha Q)(N+\alpha Q)^{T}-\operatorname{Tr} N N^{T} N N^{T} \geq 0
$$

for every $\alpha \geq 0$, which implies that $\operatorname{Tr} N N^{T} Q Q^{T} \geq 0$. In particular, we obtain from (2) for $\alpha=1$ that

$$
\begin{gather*}
\operatorname{Tr} M^{4}-\operatorname{Tr} N N^{T} N N^{T}= \\
\operatorname{Tr}(N+\alpha Q)(N+\alpha Q)^{T}(N+\alpha Q)(N+\alpha Q)^{T}-\operatorname{Tr} N N^{T} N N^{T} \geq \\
\operatorname{Tr} Q Q^{T} Q Q^{T} \tag{3}
\end{gather*}
$$

Since the cut-norm of the step graphon corresponding to $Q$ is at least $\varepsilon_{1}$, it follows that $\operatorname{Tr} Q Q^{T} Q Q^{T} \geq \varepsilon_{1}^{4}$.

Applying the symmetric argument to the matrices $P^{T}$ and $N^{T}=N$, we obtain that

$$
\begin{equation*}
\operatorname{Tr} N N^{T} N N^{T}-\operatorname{Tr} P^{4} \geq \operatorname{Tr}(N-P)(N-P)^{T}(N-P)(N-P)^{T} \geq \varepsilon_{2}^{4} \tag{4}
\end{equation*}
$$

Since $\operatorname{Tr} M^{4}-\operatorname{Tr} N N^{T} N N^{T} \geq 0$ and $\operatorname{Tr} N^{T} N N^{T} N-\operatorname{Tr} P^{4} \geq 0$, we obtain from (3) and (4) using $\left|\varepsilon_{1}\right|+\left|\varepsilon_{2}\right| \geq \varepsilon$ that $\operatorname{Tr} M^{4}-\operatorname{Tr} P^{4} \geq \varepsilon_{1}^{4}+\varepsilon_{2}^{4} \geq \varepsilon^{4} / 8$, as desired.

## 3 General setting of the proof of Theorem 1

In this section, we provide a general overview of the structure of the graphon $W_{0}$ from Theorem 1 and the proof of Theorem 1. The visualization of the structure of the graphon $W_{0}$ can be found in Figure 2. The proof of Theorem 1 is spread through Sections 3-6, with this section containing its initial steps.

Fix a graphon $W_{F}$. The graphon $W_{0}$ is a partitioned graphon with 10 parts denoted by capital letters from $A$ to $R$. Each part except for $Q$ has size $1 / 14$, and the size of $Q$ is $5 / 14$. If $X, Y \in\{A, \ldots, G, P, Q, R\}$ are two parts, the restriction of the graphon $W_{0}$ to $X \times Y$ will be referred to as the tile $X \times Y$. The graphon $W_{F}$ will be contained in the tile $G \times G$ of the graphon $W_{0}$. The degrees of the parts (i.e., the degrees of the vertices forming the parts) are given in Table 1 ; the degree of $Q$ is at least $5 / 14+8 / 252$, i.e., larger than the degree of any other part, and will be fixed later in the proof.

| Part | $A$ | $B$ | $C$ | $D$ | $E$ | $F$ | $G$ | $P$ | $Q$ | $R$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Degree | $\frac{90}{252}$ | $\frac{91}{252}$ | $\frac{92}{252}$ | $\frac{93}{252}$ | $\frac{94}{252}$ | $\frac{95}{252}$ | $\frac{96}{252}$ | $\frac{97}{252}$ | $\geq \frac{98}{252}$ | $\frac{77}{252}$ |

Table 1: The degrees of the vertices in the parts of the graphon $W_{0}$ from the proof of Theorem 1.

Rather than giving a complex definition of the graphon $W_{0}$ at once, we decided to present the particular details of the structure of $W_{0}$ together with the decorated constraints fixing the structure of $W_{0}$ in Sections 3-6. Table 2 gives references to subsections where the individual tiles of the graphon $W_{0}$ are considered and the corresponding decorated constraints are given.

We now start the proof of the finite forcibility of the graphon $W_{0}$. Let $W$ be a graphon that satisfies the constraints from Lemma 4 with respect to the sizes and degrees of the


Figure 2: The sketch of the graphon $W_{0}$ from Theorem 1.

|  | A | B | C | D | E | F | G | P | Q | R |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 3.2 | 3.2 | 3.2 | 3.2 | 3.2 | 3.2 | 3.2 | 3.1 | 6.1 | 6.2 |
| B | 3.2 | 3.3 | 3.3 | 3.3 | 3.3 | 4.1 | 6 | 3.1 | 6.1 | 6.2 |
| C | 3.3 | 3.3 | 3.3 | 3.3 | 3.3 | 5.3 | 6 | 3.1 | 6.1 | 6.2 |
| D | 3.2 | 3.3 | 3.3 | 3.3 | 4.3 | 4.2 | 6 | 3.1 | 6.1 | 6.2 |
| E | 3.2 | 3.3 | 3.3 | 4.3 | 5.1 | 5.1 | 5.2 | 3.1 | 6.1 | 6.2 |
| F | 3.2 | 4.1 | 5.3 | 4.2 | 5.1 | 5.1 | 5.2 | 3.1 | 6.1 | 6.2 |
| G | 3.2 | 6 | 6 | 6 | 5.2 | 5.2 | 5.4 | 3.1 | 6.1 | 6.2 |
| P | 3.1 | 3.1 | 3.1 | 3.1 | 3.1 | 3.1 | 3.1 | 3.1 | 6.1 | 6.2 |
| Q | 6.1 | 6.1 | 6.1 | 6.1 | 6.1 | 6.1 | 6.1 | 6.1 | 6 | 6.2 |
| R | 6.2 | 6.2 | 6.2 | 6.2 | 6.2 | 6.2 | 6.2 | 6.2 | 6.2 | 6.2 |

Table 2: Subsections where the structure of the tiles are presented and the related decorated constraints then given.
parts of $W_{0}$ and that satisfies all the decorated constraints given in Sections 3-6. It will be obvious that the graphon $W_{0}$ also satisfies these constraints. So, if we show that $W$ is weakly isomorphic to $W_{0}$, then we will have established that $W_{0}$ is finitely forcible. We will achieve this goal by constructing a measure preserving map $g:[0,1] \rightarrow[0,1]$ such that $W(x, y)=W_{0}(g(x), g(y))$ for almost every $(x, y) \in[0,1]^{2}$.

Let $A, \ldots, G, P, Q, R$ be the parts of the graphon $W$. To make a clear distinction between the parts of $W$ and $W_{0}$, we will use $A_{0}, \ldots, G_{0}, P_{0}, Q_{0}, R_{0} \subseteq[0,1]$ to denote the subintervals forming the parts of $W_{0}$. The Monotone Reordering Theorem [22, Proposition A.19] implies that, for every $X \in\{A, \ldots, G, P, Q, R\}$, there exist a measure preserving $\operatorname{map} \varphi_{X}: X \rightarrow[0,|X|)$ and a non-decreasing function $\tilde{f}_{X}:[0,|X|) \rightarrow \mathbb{R}$ such that

$$
\tilde{f}_{X}\left(\varphi_{X}(x)\right)=\operatorname{deg}_{W}^{P}(x)=\frac{1}{|P|} \int_{P} W(x, y) \mathrm{d} y
$$

for almost every $x \in X$. The function $g$ maps the vertex $x \in X, X \in\{A, \ldots, G, P, Q, R\}$, of $W$ to the vertex $\eta_{X}\left(\varphi_{X}(x) /|X|\right)$ where $\eta_{X}$ is the bijective linear map from $[0,1)$ to the part $X_{0}$ of the graphon $W_{0}$ of the form $\eta_{X}(x)=\left|X_{0}\right| \cdot x+c_{X}$ for some $c_{X} \in[0,1]$ (we intentionally define $\eta_{X}$ in this way, instead of defining $\eta_{X}$ as a linear measure preserving map from $\left[0,\left|X_{0}\right|\right)$ to $X_{0}$, since this definition simplifies our exposition later). In addition, we define a function $f_{X}: X \rightarrow[0,1]$ as $f_{X}(x)=\tilde{f}_{X}\left(\varphi_{X}(x)\right)$ for every $x \in X$. Clearly, $g$ is a measure preserving map from $[0,1]$ to $[0,1]$; hence, we "only" need to show that $W(x, y)=W_{0}(g(x), g(y))$ for almost every $(x, y) \in[0,1]^{2}$.

### 3.1 Coordinate system

In this subsection, we analyze the tile $P \times P$ and the tiles $P \times X$ (and the symmetric tiles $X \times P)$ where $X \in\{A, \ldots, G\}$. The half-graphon $W_{\triangle}$ is the graphon such that $W_{\Delta}(x, y)$ is
equal to 1 if $x+y \geq 1$ and equal to 0 otherwise; the half-graphon is finitely forcible as shown in $[13,24]$. Consider the decorated constraints from Lemma 6 forcing the tile $P \times P$ to be weakly isomorphic to the half-graphon. This implies that $\tilde{f}_{P}(x)=\varphi_{P}(x) /|P|$ for every $x \in[0,|P|)$, where $\varphi_{P}$ and $\tilde{f}_{P}$ are the functions from the Monotone Reordering Theorem used to define the function $g$. Lemma 6 and the finite forcibility of the half-graphon yield that $W(x, y)=W_{0}(g(x), g(y))$ for almost every $(x, y) \in P^{2}$.


Figure 3: Decorated constraints forcing the tiles $X \times P$ where $X \in\{A, \ldots, G\}, Y \in$ $\{E, F, G\}$ and $Z \in\{A, B, C, D\}$.

Next consider the decorated constraints depicted in Figure 3 and fix $X \in\{A, \ldots, G\}$. The first constraint in Figure 3 implies that $W(x, y) \in\{0,1\}$ for almost every $(x, y) \in P \times X$ and that $N_{W}^{X}(x) \sqsubseteq N_{W}^{X}\left(x^{\prime}\right)$ or $N_{W}^{X}\left(x^{\prime}\right) \sqsubseteq N_{W}^{X}(x)$ for almost every pair $\left(x, x^{\prime}\right) \in P^{2}$. In addition, the choice of the function $\varphi_{X}$ implies that almost every pair $y, y^{\prime} \in X$ satisfies the following: if $\varphi_{X}(y) \leq \varphi_{X}\left(y^{\prime}\right)$, then $\operatorname{deg}_{W}^{P}(y) \leq \operatorname{deg}_{W}^{P}\left(y^{\prime}\right)$. Hence, the first constraint and the choice of $\varphi_{X}$ yield that for almost every $x \in P$, there exists $t \in[0,|X|]$ such that the set $N_{W}^{X}(x)$ and $\varphi_{X}^{-1}([0, t))$ differ on a null set. We conclude that there exists a function $h_{X}: P \rightarrow[0,1]$ such that it holds for almost every $(x, y) \in P \times X$ that $W(x, y)=1$ if and only if $\varphi_{X}(y) /|X| \geq 1-h_{X}(x)$.

If $X \in\{E, F, G\}$, then the second constraint in Figure 3 implies that $\operatorname{deg}^{X}(x)=$ $\left|N^{X}(x)\right|=\operatorname{deg}^{P}(x)$ for almost every $x \in P$, i.e., $h_{X}(x)=f_{P}(x)$. Since it holds that $W(x, y)=1$ if and only if $\varphi_{X}(y) /|X| \geq 1-h_{X}(x)$ for almost every $(x, y) \in P \times X$, we obtain that $\tilde{f}_{X}(y)=\varphi_{X}(y) /|X|$ for $y \in[0,|X|), W(x, y)=1$ for almost every $(x, y) \in$ $P \times X$ with $f_{P}(x)+f_{X}(y) \geq 1$ and $W(x, y)=0$ for almost every $(x, y) \in P \times X$ with $f_{P}(x)+f_{X}(y)<1$. It follows that $W(x, y)=W_{0}(g(x), g(y))$ for almost every $(x, y) \in P \times X$, where $X \in\{E, F, G\}$. The analogous argument using the third constraint in Figure 3 implies that $\operatorname{deg}^{X}(x)=\left|N^{X}(x)\right|=|X|-\operatorname{deg}^{P}(x)$ for almost every $x \in P$, which yields that $W(x, y)=W_{0}(g(x), g(y))$ for almost every $(x, y) \in P \times X$, where $X \in\{A, B, C, D\}$.

We conclude this subsection by observing that $\operatorname{deg}_{W}^{P}(x)=f_{X}(x)$ for almost every $x \in X$, where $X \in\{A, \ldots, G\} \cup\{P\}$. In particular, we may interpret the relative degree of a vertex with respect to $P$ as its coordinate. Also observe that $N_{W}^{P}(x) \sqsubseteq N_{W}^{P}\left(x^{\prime}\right)$ for almost every pair $\left(x, x^{\prime}\right) \in X \times X$ such that $f_{X}(x) \leq f_{X}\left(x^{\prime}\right)$.

### 3.2 Checker tiles

We now consider the tiles $A \times X$ where $X \in\{A, \ldots G\}$. The argument follows the lines of the analogous argument presented in $[12,15,16]$, however, we include the details for completeness. The checker graphon $W_{C}$ is obtained as follows: let $I_{k}=\left[1-2^{-k}, 1-2^{-(k+1)}\right)$
for $k \in \mathbb{N}_{0}$ and set $W_{C}(x, y)$ equal to 1 if $(x, y) \in \bigcup_{k=0}^{\infty} I_{k}^{2}$, i.e., both $x$ and $y$ belong to the same $I_{k}$, and equal to 0 otherwise. The checker graphon $W_{C}$ is depicted in Figure 4. We remark that we present an iterated version of this definition in Subsection 3.3. We set $W_{0}\left(\eta_{A}(x), \eta_{X}(y)\right)=W_{C}(x, y)$ for $x, y \in[0,1)^{2}$ where $X \in\{A, \ldots G\}$.


Figure 4: The checker graphon $W_{C}$.
Consider the decorated constraints in Figure 5, which we claim to force the structure of the tile $A \times A$. The argument follows the lines of the analogous argument given in [16, Section 5], so we sketch the main steps here and refer the reader for full details to [16]. The first constraint in Figure 5 implies that there exists a collection $\mathcal{J}_{A}$ of disjoint measurable non-null subsets of $A$ such that the following holds for almost every $(x, y) \in A \times A$ : $W(x, y)=1$ if and only if $x$ and $y$ belong to the same set $J \in \mathcal{J}_{A}$, and $W(x, y)=0$ otherwise.


Figure 5: The decorated constraints forcing the structure of the tile $A \times A$.
The second constraint in Figure 5 implies that almost every triple $\left(x, x^{\prime}, x^{\prime \prime}\right) \in A^{3}$ satisfies that if $x$ and $x^{\prime \prime}$ belong to the same set $J \in \mathcal{J}_{A}$ and $f_{A}(x)<f_{A}\left(x^{\prime}\right)<f_{A}\left(x^{\prime \prime}\right)$, then $x^{\prime}$ also belongs to the set $J$ (since $x$ and $x^{\prime}$ cannot be non-adjacent). This implies that for every $J \in \mathcal{J}_{A}$, there exists an open interval $J^{\prime}$ such that $J$ and $f_{A}^{-1}\left(J^{\prime}\right)$ differ on a null set. Let $\mathcal{J}_{A}^{\prime}$ be the collection of these open intervals for different sets $J \in \mathcal{J}_{A}$; since $f_{A}$ is a measure preserving map and the sets in $\mathcal{J}_{A}$ are disjoint, the intervals in $\mathcal{J}_{A}^{\prime}$ must be disjoint.

The third constraint in Figure 5 implies that almost every pair $\left(x, x^{\prime}\right) \in A^{2}$ satisfies that if $x$ and $x^{\prime}$ belong to the same set $J \in \mathcal{J}_{A}$ and $f_{A}(x)<f_{A}\left(x^{\prime}\right)$, then $\left|N_{W}^{A}(x) \cap N_{W}^{A}\left(x^{\prime}\right)\right|=|J|$ is the measure of the set $Y$ of the points $y \in A$ such that $y \notin J$ and $f_{A}(y)>f_{P}\left(x^{\prime \prime}\right)$ for almost every $x^{\prime \prime} \in P$ with $f_{A}(x)<f_{P}\left(x^{\prime \prime}\right)<f_{A}\left(x^{\prime}\right)$. Observe that if $J$ is fixed and $J=f_{A}^{-1}\left(J^{\prime}\right)$ for $J^{\prime} \in \mathcal{J}_{A}^{\prime}$, then the set $Y$ differs from $f_{A}^{-1}\left(\left[\sup J^{\prime}, 1\right)\right)$ on a null set. It follows that the measure $|J|=\left|J^{\prime}\right|$ is equal to $1-\sup J^{\prime}$. Hence, each interval in $\mathcal{J}_{A}^{\prime}$ is of
the form $(1-2 \gamma, 1-\gamma)$ for some $\gamma \in(0,1 / 2]$; let $\Gamma$ be the set of all the values of $\gamma$ for that there is a corresponding interval in $\mathcal{J}_{A}^{\prime}$. Note that if $\gamma \in \Gamma$, then $\Gamma \cap(\gamma / 2, \gamma)=\emptyset$, which implies in particular that the set $\Gamma$ is countable. Let $\gamma_{k}$ be the $k$-th largest value in the set $\Gamma$ and in case that $\Gamma$ is finite, set $\gamma_{k}=0$ for $k>|\Gamma|$. It follows that

$$
\frac{1}{|A|^{2}} \int_{A \times A} W(x, y) \mathrm{d} x \mathrm{~d} y=\sum_{J^{\prime} \in \mathcal{J}_{A}^{\prime}}\left(\sup J^{\prime}-\inf J^{\prime}\right)^{2}=\sum_{k \in \mathbb{N}} \gamma_{k}^{2}
$$

The last constraint in Figure 5 implies that the integral on the left hand side of the above equality is equal to $1 / 3$, which is possible only if $\gamma_{k}=2^{-k}$ for every $k \in \mathbb{N}$. It follows that $W(x, y)=W_{0}(g(x), g(y))$ for almost every $(x, y) \in A^{2}$.


Figure 6: The decorated constraints forcing the structure of the tiles $A \times X$ where $X \in$ $\{B, \ldots, G\}$.

We now consider the decorated constraints from Figure 6. Fix $X \in\{B, \ldots, G\}$. The first constraint in Figure 6 implies that for every $J \in \mathcal{J}_{A}$, there exists a measurable set $Z(J) \subseteq X$ such that the following holds for almost every pair $(x, y) \in A \times X: W(x, y)=1$ if $x \in J$ and $y \in Z(J)$, and $W(x, y)=0$ otherwise. Note that the sets $Z(J)$ need not be disjoint. The second constraint in Figure 6 yields that $\operatorname{deg}_{W}^{A}(x)=\operatorname{deg}_{W}^{X}(x)$ for almost every $x \in A$, which implies that the sets $J$ and $Z(J)$ have the same measure. The third constraint implies that the following holds for almost every triple $\left(y, y^{\prime}, y^{\prime \prime}\right) \in X^{3}$ : if $f_{P}(y)<f_{P}\left(y^{\prime}\right)<f_{P}\left(y^{\prime \prime}\right), y \in Z(J)$ and $y^{\prime \prime} \in Z(J)$, then $y^{\prime} \in Z(J)$. Consequently, for every $Z(J)$, there exists an open interval $Z^{\prime}(J)$ such that $Z(J)$ differs from the set $g_{X}^{-1}\left(Z^{\prime}(J)\right)$ on a null set. Finally, the last constraint in Figure 6 yields that the following holds for almost every $x \in J$ : the measure of $N_{W}^{X}(x)=Z(J)$, which is $|Z(J)|=\left|Z^{\prime}(J)\right|$, is equal to the measure of the set containing all $y \notin Z(J)$ with $f_{X}(y) \geq \sup Z^{\prime}(J)$. It follows that the interval $Z^{\prime}(J)$ is equal to $(1-2 \gamma, \gamma)$ for some $\gamma \in(0,|X| / 2]$. Since the measures of $J$ and $Z^{\prime}(J)$ are the same, it must hold that $Z^{\prime}(J)=J^{\prime}$ where $J^{\prime} \in \mathcal{J}_{A}^{\prime}$ is the interval corresponding to $J$. It follows that $W(x, y)=W_{0}(g(x), g(y))$ for almost every $(x, y) \in A \times X$.

### 3.3 Iterated checker tiles

The checker graphon $W_{C}$ represents a large graph formed by disjoint complete graphs on the $1 / 2,1 / 4,1 / 8, \ldots$ fractions of its vertices. We now present a family of iterated checker graphons. Informally speaking, we start with the checker graphon $W_{C}$ and at each iteration, we paste a scaled copy of $W_{C}$ on each clique of the current graphon. The formal definition


Figure 7: The iterated checker graphons $W_{C}^{0}, W_{C}^{1}$ and $W_{C}^{2}$.
is as follows. Fix $k \in \mathbb{N}_{0}$. If $k=0$, define $I_{j_{0}}, j_{0} \in \mathbb{N}_{0}$, to be the interval

$$
I_{j_{0}}=\left[1-2^{-j_{0}}, 1-2^{-j_{0}-1}\right) .
$$

If $k>0$, we define $I_{j_{0}, \ldots, j_{k}}$ for $\left(j_{0}, \ldots, j_{k}\right) \in \mathbb{N}_{0}^{k}$ as

$$
I_{j_{0}, \ldots, j_{k}}=\left[\sup I_{j_{0}, \ldots, j_{k-1}}-2^{-j_{k}}\left|I_{j_{0}, \ldots, j_{k-1}}\right|, \sup I_{j_{0}, \ldots, j_{k-1}}-2^{-j_{k}-1}\left|I_{j_{0}, \ldots, j_{k-1}}\right|\right) .
$$

The $k$-iterated checker graphon $W_{C}^{k}$ is then defined as follows: $W_{C}^{k}(x, y)$ is equal to 1 if there exists a $(k+1)$-tuple $\left(j_{0}, \ldots, j_{k}\right) \in \mathbb{N}_{0}^{k}$ such that both $x$ and $y$ belong to the interval $I_{j_{0}, \ldots, j_{k}}$, and it is equal to 0 otherwise. The iterated checker graphons $W_{C}^{0}, W_{C}^{1}$ and $W_{C}^{2}$ are depicted in Figure 7. Note that $W_{C}^{0}=W_{C}$ and the definition of $I_{j_{0}}$ coincides with that given in Subsection 3.2. We will also refer to an interval $I_{j_{0}, \ldots, j_{k}}$ as to a $k$-iterated binary interval.

For $X \in\{B, C\}$ and $Y \in\{X, \ldots, E\}$, we set

$$
W_{0}\left(\eta_{X}(x), \eta_{Y}(y)\right)= \begin{cases}W_{C}^{1}(x, y) & \text { if } X=B, \text { and } \\ W_{C}^{2}(x, y) & \text { if } X=C\end{cases}
$$

for all $x, y \in[0,1)^{2}$. We also set the tile $D \times D$ to be such that

$$
W_{0}\left(\eta_{D}(x), \eta_{D}(y)\right)=W_{C}^{3}(x, y)
$$

for all $x, y \in[0,1)^{2}$. This also defines the values of $W_{0}$ in the symmetric tiles, i.e., the values for the tile $X \times Y$ determine the values for the tile $Y \times X$.

Consider the decorated constraints depicted in Figures 8 and 9. We first analyze the structure of the tile $B \times B$, then all the tiles $B \times Y, Y \in\{B, \ldots, E\}$, then the tile $C \times C$, then all the tiles $C \times Y, Y \in\{C, \ldots, E\}$, before finishing with the tile $D \times D$. Fix $(X, Y)$ to be one of the pairs $(A, B),(B, C)$ or $(C, D)$. We assume that $W(x, y)=W_{0}(g(x), g(y))$ for almost every $(x, y) \in X \times X$ and almost every $(x, y) \in X \times Y$, and our goal is to show that $W(x, y)=W_{0}(g(x), g(y))$ for almost every $(x, y) \in Y \times Y$.

The first two constraints on the first line in Figure 8 imply that there exists a collection $\mathcal{J}_{Y}^{\prime}$ of disjoint open intervals such that the following holds for almost every $(x, y) \in Y^{2}$ : $W(x, y)$ is equal to 1 if and only if $f_{Y}(x)$ and $f_{Y}(y)$ belong to the same interval $J^{\prime} \in \mathcal{J}_{Y}^{\prime}$, and it is equal to 0 otherwise. The third constraint on the first line in Figure 8 yields that each interval in $\mathcal{J}_{Y}^{\prime}$ is a subinterval of an interval in $\mathcal{J}_{X}^{\prime}$.


Figure 8: The decorated constraints forcing the structure of the tiles $B^{2}, C^{2}$, and $D^{2}$, where $(X, Y) \in\{(A, B),(B, C),(C, D)\}$.


Figure 9: The decorated constraints forcing the structure of the iterated checker graphons on the non-diagonal tiles, where $(X, Y) \in\{(A, B),(B, C)\}$ and $Z \in\{C, D, E, F\}$ if $X=A$ and $Z \in\{D, E, F\}$ if $X=B$.

The first constraint on the second line in Figure 8 yields that the following holds for almost every triple $\left(x, y, y^{\prime}\right) \in X \times Y \times Y$ such that $f_{Y}(y)$ and $f_{Y}\left(y^{\prime}\right)$ are from the same interval $J_{Y}^{\prime} \in \mathcal{J}_{Y}^{\prime}$ and $f_{X}(x)$ is from the interval $J_{X}^{\prime} \in \mathcal{J}_{X}^{\prime}$ that is a superinterval of $J_{Y}^{\prime}$ : the measure of $J_{Y}^{\prime}$ (which is equal to the left hand side of the equality) is the same as the measure of the set of all $y^{\prime \prime}$ such that $f_{Y}\left(y^{\prime \prime}\right) \in J_{X}^{\prime}$ and $f_{Y}\left(y^{\prime \prime}\right)>\sup J_{Y}^{\prime}$ (which is equal to the right hand side). It follows that

$$
J_{Y}^{\prime}=\left(\sup J_{X}^{\prime}-2 \gamma, \sup J_{X}^{\prime}-\gamma\right)
$$

for some $\gamma \in\left(0,\left|J_{X}^{\prime}\right| / 2\right]$. The very last constraint in Figure 8 yields for every $J_{X}^{\prime} \in \mathcal{J}_{X}^{\prime}$ that

$$
\sum_{J_{Y}^{\prime} \in \mathcal{J}_{Y}^{\prime}, J_{Y}^{\prime} \subseteq J_{X}^{\prime}}\left|J_{Y}^{\prime}\right|^{2}=\frac{1}{3}\left|J_{X}^{\prime}\right|^{2} .
$$

However, this is only possible if the set $\mathcal{J}_{Y}^{\prime}$ contains all intervals of the form ( $\sup J_{X}^{\prime}-$ $2 \gamma$, $\sup J_{X}^{\prime}-\gamma$ ) for every $J_{X}^{\prime} \in \mathcal{J}_{X}^{\prime}$ and every $\gamma=\left|J_{X}^{\prime}\right| \cdot 2^{-i}, i \in \mathbb{N}$. It follows that $W(x, y)=W_{0}(g(x), g(y))$ for almost every $(x, y) \in Y \times Y$.

We continue to fix a pair $(X, Y) \in\{(A, B),(B, C)\}$, but in addition we now fix $Z \in\{Y, \ldots, E\} \backslash\{Y\}$ where $Y \in\{B, C\}$. Our next goal is to show that $W(y, z)=$ $W_{0}(g(y), g(z))$ for almost every $(y, z) \in Y \times Z$, which is achieved using the decorated constrains given in Figure 9. The first constraint in Figure 9 implies that it holds for almost every $y \in Y$ that $f_{Z}\left(N_{W}^{Z}(y)\right) \sqsubseteq J_{X}^{\prime}$ where $J_{X}^{\prime}$ is the unique interval of $\mathcal{J}_{X}^{\prime}$ containing $f_{Y}(y)$. The second constraint in Figure 9 yields that for almost every $y \in Y$, there exists an interval $J_{y}$ such that $N_{W}^{Z}(y)$ and $f_{Z}^{-1}\left(J_{y}\right)$ differ on a null set, $W(y, z)=1$ for almost every $z \in f_{Z}^{-1}\left(J_{y}\right)$, and $W(y, z)=0$ for almost every $z \in Z \backslash f_{Z}^{-1}\left(J_{y}\right)$. The third constraint yields that $\operatorname{deg}_{W}^{Y}(y)=\operatorname{deg}_{W}^{Z}(y)$ for almost every $y \in Y$, i.e., the measure of $J_{y}$ is the same as the measure of the interval in $\mathcal{J}_{Y}$ containing $f_{Y}(y)$.

Finally, the last constraint in Figure 9 implies that almost every quadruple $x \in X$, $y \in Y, z, z^{\prime} \in Z$ such that $f_{Z}(z)<f_{Z}\left(z^{\prime}\right), f_{Z}(z)$ and $f_{Z}\left(z^{\prime}\right)$ belong to the interval $J_{y}$, which is a subinterval of $J_{X}^{\prime} \in \mathcal{J}_{X}^{\prime}$ with $f_{X}(x) \in J_{X}^{\prime}$, satisfies that the measure of $N_{W}^{Z}(y)$ (note that $N_{W}^{Z}(y)$ is a subset of $\left.f_{Z}^{-1}\left(J_{X}^{\prime}\right)\right)$ and the measure of all $z^{\prime} \in f_{Z}^{-1}\left(J_{X}^{\prime}\right) \backslash N_{W}^{Z}(y)$ with $f_{Z}\left(z^{\prime}\right)>$ $\sup J_{y}$ are equal. In particular, the interval $J_{y}$ is of the form $\left(\sup J_{X}^{\prime}-2 \gamma, \sup J_{X}^{\prime}-\gamma\right)$ for almost every $y \in Y$, where $J_{X}^{\prime}$ is the unique interval of $\mathcal{J}_{X}^{\prime}$ containing $f_{Y}(y)$. Hence, the interval $J_{y}$ is equal to the interval in $\mathcal{J}_{Y}^{\prime}$ containing $f_{Y}(y)$ for almost every $y \in Y$. It follows that $W(y, z)=W_{0}(g(y), g(z))$ for almost every $(y, z) \in Y \times Z$.

## 4 Encoding the target graphon

In this section, we describe how the densities in dyadic squares of the graphon $W_{F}$ are wired in a single binary sequence, which will be encoded in the tile $B \times F$. To achieve this, we need to fix a mapping $\varphi$ from $\mathbb{N}_{0}^{4}$ to $\mathbb{N}_{0}$. Let us define this mapping as follows. The 4tuples $(a, b, c, d)$ with the same sum $s=a+b+c+d$ of their entries are injectively mapped to the numbers between $\binom{s+3}{4}$ and $\binom{s+4}{4}-1$ in the lexicographic order. For example, $\varphi(0,0,0,1)=1$ and $\varphi(0,1,0,0)=3$.

### 4.1 Encoding dyadic square densities

The tile $B \times F$ encodes the edge densities on all dyadic squares of $W_{F}$. Let $I^{d}(s)$ be the interval $\left[\frac{s}{2^{d}}, \frac{s+1}{2^{d}}\right)$, and define for $d, s, t \in \mathbb{N}_{0}$ the value $\delta(d, s, t)$ as

$$
\delta(d, s, t)=2^{2 d} \cdot \int_{I^{d}(s) \times I^{d}(t)} W_{F}(x, y) \mathrm{d} x \mathrm{~d} y
$$

if $0 \leq s, t \leq 2^{d}-1$, and $\delta(d, s, t)=0$, otherwise. If $W_{F}$ is the one graphon, i.e., $W_{F}$ is equal to 1 almost everywhere, we fix $r=1$. Otherwise, we fix $r \in[0,1)$ to be the unique real satisfying that

$$
\begin{equation*}
\delta(d, s, t)=\sum_{p=0}^{\infty} 2^{-p} r_{\varphi(d, s, t, p)+1}, \text { and } \tag{5}
\end{equation*}
$$

that for all $d, s, t \in \mathbb{N}_{0}$, the value of $r_{\varphi(d, s, t, p)+1}$ is equal to zero for infinitely many $p \in \mathbb{N}_{0}$, where $r_{k}$ is the $k$-th bit in the standard binary representation of $r$ (with the first bit following immediately the decimal point). The standard binary representation is the unique representation with infinitely many digits equal to zero If $W_{F}$ is the one graphon, we set $r_{k}=1$ for every $k \in \mathbb{N}$. Observe that $r$ is not a multiple of an inverse power of two unless $W_{F}$ is the zero graphon or the one graphon $(r \in\{0,1\}$ in these two cases).



Figure 10: The decorated constraints forcing the structure of the tile $B \times F$.
We now define $W_{0}\left(\eta_{B}(x), \eta_{F}(y)\right)=r_{k+1}$ for $x \in[0,1]$ and $y \in I_{k}, k \in \mathbb{N}_{0}$, and force the corresponding structure of the tile $B \times F$. Consider the decorated constraints depicted in Figure 10. The first constraint implies that $\operatorname{deg}_{W}^{B}(x) \in\{0,1\}$ for almost every $x \in F$. In particular, $W$ is $\{0,1\}$-valued almost everywhere on $B \times F$. The second constraint implies that for every $k \in \mathbb{N}_{0}$ and for almost every $x, x^{\prime} \in f_{F}^{-1}\left(I_{k}\right)$, $\operatorname{deg}_{W}^{B}(x)=\operatorname{deg}_{W}^{B}\left(x^{\prime}\right)$. Let $r_{k}^{\prime}$ be the common degree $\operatorname{deg}_{W}^{B}(x)$ of the vertices $x \in f_{F}^{-1}\left(I_{k-1}\right), k \in \mathbb{N}$. The last constraint in the figure implies that

$$
\sum_{k \in \mathbb{N}} 2^{-k} r_{k}=\sum_{k \in \mathbb{N}} 2^{-k} r_{k}^{\prime}
$$

Since $r$ is not a non-zero multiple of an inverse power of two unless $r \in\{0,1\}$, it follows that $r_{k}=r_{k}^{\prime}$ for all $k \in \mathbb{N}$. If $r \in\{0,1\}$, it follows that $r_{k}=r_{k}^{\prime}=r$ trivially. We conclude that $W(x, y)=W_{0}(g(x), g(y))$ for almost every $(x, y) \in B \times F$.

### 4.2 Matching tile

In this subsection, we introduce and analyze the tile $D \times F$. This tile is supposed to link the 4 -fold indexing to linear indexing. Formally, we define $W_{0}\left(\eta_{D}(x), \eta_{F}(y)\right)$ to be equal to

1 if $x \in I_{a, b, c, d}$ and $y \in I_{\varphi(a, b, c, d)}$ for some $(a, b, c, d) \in \mathbb{N}_{0}^{4}$ and to be equal to 0 , otherwise.


$$
\mathrm{E}_{\mathrm{E}}^{\mathrm{D}}=\sum_{a, b, c, d=0}^{\infty} 2^{-a-b-c-d-4} \cdot 2^{-\varphi(a, b, c, d)-1}
$$

$$
\overbrace{\mathrm{C}}^{\mathrm{D}}=\sum_{a, b, c, d=0}^{\infty} 2^{-a-b-c-d-4} \cdot 2^{-a-b-c-3} \cdot 2^{-\varphi(a, b, c, d)-1}
$$

$$
\overbrace{\text { (B) }}^{\text {() }}=\sum_{a, b, c, d=0}^{\infty} 2^{-a-b-c-d-4} \cdot 2^{-a-b-2} \cdot 2^{-\varphi(a, b, c, d)-1}
$$

$$
\overbrace{\text { (A) }}^{\text {(®) }}=\sum_{a, b, c, d=0}^{\infty} 2^{-a-b-c-d-4} \cdot 2^{-a-1} \cdot 2^{-\varphi(a, b, c, d)-1}
$$

Figure 11: The decorated constraints forcing the structure of the tile $D \times F$.
Consider the decorated constraints in Figure 11. The first constraint implies that $W$ is $\{0,1\}$-valued almost everywhere in $D \times F$ and that for almost every $x \in D$, it holds that $N_{W}^{F}(x)=\cup_{k \in K_{x}} f_{F}^{-1}\left(I_{k}\right)$ up to a null set for some $K_{x} \subseteq \mathbb{N}_{0}$. The second constraint implies that for almost every vertex of $D$, the set $K_{x}$ has cardinality 0 or 1 . The third constraint yields that for every $(a, b, c, d) \in \mathbb{N}_{0}^{4}$, the set $K_{x}$ is the same for almost all $x \in D$ with $f_{D}(x) \in I_{a, b, c, d}$. Finally, the last constraint in the first line implies that the sets $K_{x}$ and $K_{y}$ are disjoint for almost all $x, y \in D$ with $f_{D}(x)$ and $f_{D}(y)$ from different 3-iterated binary intervals.

Let $\tau(a, b, c, d)$ be the common degree $\operatorname{deg}_{W}^{F}(x)$ of vertices $x \in f_{D}^{-1}\left(I_{a, b, c, d}\right)$. If $K_{x}$ is empty for almost all $x \in f_{D}^{-1}\left(I_{a, b, c, d}\right)$, then $\tau(a, b, c, d)=0$; otherwise, $\tau(a, b, c, d)$ is $2^{-k-1}$, where $k$ is the unique integer contained in $K_{x}$ for almost all $x \in f_{D}^{-1}\left(I_{a, b, c, d}\right)$. Note that the non-zero values of $\tau(a, b, c, d)$ are distinct for distinct $(a, b, c, d) \in \mathbb{N}_{0}^{4}$. Observe that the
edge density in the tile $D \times F$ is the following:

$$
\int_{D \times F} W(x, y) \mathrm{d} x \mathrm{~d} y=\sum_{(a, b, c, d) \in \mathbb{N}_{0}^{4}}\left|I_{a, b, c, d}\right| \tau(a, b, c, d)=\sum_{s \in \mathbb{N}_{0}} 2^{-(s+4)} \sum_{\substack{(a, b, c, d) \in \mathbb{N}_{0}^{4} \\ a+b+c+d=s}} \tau(a, b, c, d)
$$

The constraint in the second line in Figure 11 yields the following:

$$
\sum_{s \in \mathbb{N}_{0}} 2^{-(s+4)} \sum_{\substack{(a, b, c, d) \in \mathbb{N}_{0}^{4} \\ a+b+c+d=s}} \tau(a, b, c, d)=\sum_{s \in \mathbb{N}_{0}} 2^{-(s+4)} \sum_{\substack{(a, b, c, d) \in \mathbb{N}_{0}^{4} \\ a+b+c+d=s}} 2^{-\varphi(a, b, c, d)-1}
$$

Since the non-zero values of $\tau(a, b, c, d)$ are mutually distinct, this equality can hold only if

$$
\{\tau(a, b, c, d) \text { s.t. } a+b+c+d=s\}=\left\{2^{-\varphi(a, b, c, d)-1} \text { s.t. } a+b+c+d=s\right\}
$$

for every $s \in \mathbb{N}_{0}$.
The constraint in the third line in Figure 11 implies that

$$
\sum_{(a, b, c, d) \in \mathbb{N}_{0}^{4}} 2^{-a-b-c-d-4} \cdot 2^{-a-b-c-3} \cdot \tau(a, b, c, d)=\sum_{(a, b, c, d) \in \mathbb{N}_{0}^{4}} 2^{-a-b-c-d-4} \cdot 2^{-a-b-c-3} \cdot 2^{-\varphi(a, b, c, d)-1} .
$$

Since it holds for every $s \in \mathbb{N}_{0}$ that

$$
\{\tau(a, b, c, d) \text { s.t. } a+b+c+d=s\}=\left\{2^{-\varphi(a, b, c, d)-1} \text { s.t. } a+b+c+d=s\right\},
$$

we get that the following holds for all $d \in \mathbb{N}_{0}$ and $s \in \mathbb{N}_{0}$ :

$$
\{\tau(a, b, c, d) \text { s.t. } a+b+c=s\}=\left\{2^{-\varphi(a, b, c, d)-1} \text { s.t. } a+b+c=s\right\} .
$$

Similarly, the constraint in the fourth line implies that

$$
\sum_{(a, b, c, d) \in \mathbb{N}_{0}^{4}} 2^{-a-b-c-d-4} \cdot 2^{-a-b-2} \cdot \tau(a, b, c, d)=\sum_{(a, b, c, d) \in \mathbb{N}_{0}^{4}} 2^{-a-b-c-d-4} \cdot 2^{-a-b-2} \cdot 2^{-\varphi(a, b, c, d)-1},
$$

which yields that it holds for all $c, d, s \in \mathbb{N}_{0}$ that

$$
\{\tau(a, b, c, d) \text { s.t. } a+b=s\}=\left\{2^{-\varphi(a, b, c, d)-1} \text { s.t. } a+b=s\right\}
$$

Finally, the constraint in the fifth line implies that

$$
\sum_{(a, b, c, d) \in \mathbb{N}_{0}^{4}} 2^{-a-b-c-d-4} \cdot 2^{-a-1} \cdot \tau(a, b, c, d)=\sum_{(a, b, c, d) \in \mathbb{N}_{0}^{4}} 2^{-a-b-c-d-4} \cdot 2^{-a-1} \cdot 2^{-\varphi(a, b, c, d)-1}
$$

which implies that $\tau(a, b, c, d)=2^{-\varphi(a, b, c, d)-1}$ for all $a, b, c, d \in \mathbb{N}_{0}$. It follows that $W(x, y)=$ $W_{0}(g(x), g(y))$ for almost every $(x, y) \in D \times F$.


Figure 12: An example of the $D \times E$ tile.

### 4.3 Collating dyadic square densities

The tile $D \times E$ is designed to group the values of $\delta(d, s, t)$. We set $W_{0}\left(\eta_{D}(x), \eta_{E}(y)\right)=$ $r_{\varphi(d, s, t, p)+1}$ for all $x \in I_{d, s, t, p}, y \in I_{d, s, t}$ and $(d, s, t, p) \in \mathbb{N}_{0}^{4}$, and we set $W_{0}\left(\eta_{D}(x), \eta_{E}(y)\right)$ to be zero elsewhere. An example of a tile with this structure is depicted in Figure 12. Note that the density of the square $\eta_{D}\left(I_{d, s, t}\right) \times \eta_{E}\left(I_{d, s, t}\right)$ is equal to $\delta(d, s, t)$.

Consider the decorated constraints depicted in the Figure 13. The first constraint implies that $W(x, y)=0$ for almost every $(x, y)$ such that $x \in f_{D}^{-1}\left(I_{d, s, t}\right), y \in f_{E}^{-1}\left(I_{d^{\prime}, s^{\prime}, t^{\prime}}\right)$ and $(d, s, t) \neq\left(d^{\prime}, s^{\prime}, t^{\prime}\right)$. The second constraint yields that for almost every $x \in D$ such that $x \in f_{D}^{-1}\left(I_{d, s, t}\right), \operatorname{deg}_{W}^{E}(x)$ is either 0 or $2^{-d-s-t-3}$. In particular, $W(x, y) \in\{0,1\}$ for almost every $(x, y) \in D \times E$.


Figure 13: The decorated constraints forcing the structure of the tile $D \times E$.
We now analyze the last decorated constraint depicted in the Figure 13. This constraint implies that the following holds for almost every choice of a $D$-root $x$ and an $F$-root $y$ such that $f_{D}(x) \in I_{d, s, t, p}$ and $f_{F}(y) \in I_{\varphi(d, s, t, p)}$ :

$$
2^{-d-s-t-3} \cdot r_{\varphi(d, s, t, p)+1}=\operatorname{deg}_{W}^{E}(x)
$$

It follows that $W(x, y)=W_{0}(g(x), g(y))$ for almost every $(x, y) \in D \times E$.

## 5 Forcing the target graphon

In this section, we force the densities in each dyadic square of the tile $G \times G$ to be as in the graphon $W_{F}$ and we argue that the graphon inside the tile is the graphon $W_{F}$. To achieve this, we first need to set up some auxiliary structures.

### 5.1 Dyadic square indices

We start with the tiles $E \times E, E \times F$ and $F \times F$, which represent splitting the 0-iterated binary interval $I_{k}$ into $2^{k}$ and $2^{2 k}$ equal length parts. Formally, $W_{0}\left(\eta_{E}(x), \eta_{E}(y)\right)$ is equal to 1 for $x, y \in[0,1)$ if $x$ and $y$ belong to the same 0 -iterated binary interval $I_{k}$ and

$$
\left\lfloor\frac{x-\min I_{k}}{\left|I_{k}\right|} \cdot 2^{k}\right\rfloor=\left\lfloor\frac{y-\min I_{k}}{\left|I_{k}\right|} \cdot 2^{k}\right\rfloor,
$$

and it is equal to 0 otherwise. Similarly, $W_{0}\left(\eta_{F}(x), \eta_{F}(y)\right)$ is equal to 1 for $x, y \in[0,1)$ if $x$ and $y$ belong to the same 0 -iterated binary interval $I_{k}$ and

$$
\left\lfloor\frac{x-\min I_{k}}{\left|I_{k}\right|} \cdot 2^{2 k}\right\rfloor=\left\lfloor\frac{y-\min I_{k}}{\left|I_{k}\right|} \cdot 2^{2 k}\right\rfloor,
$$

and it is equal to 0 otherwise. An illustration can be found in Figure 14. Finally, we set $W_{0}\left(\eta_{E}(x), \eta_{F}(y)\right)=W_{0}\left(\eta_{E}(x), \eta_{E}(y)\right)$ for all $x, y \in[0,1)$.


Figure 14: Representation of the tiles $E \times E$ and $F \times F$.


Figure 15: The decorated constraints forcing the tiles $E \times E$ and $F \times F$, where $X \in\{E, F\}$.
Fix $X \in\{E, F\}$ and consider the decorated constraints given in Figure 15. The three constraints on the first line in Figure 15 imply that $W(x, y) \in\{0,1\}$ for almost every pair $(x, y) \in X \times X$ and that there exists a collection of disjoint open intervals $\mathcal{J}_{X}$, which are subintervals of 0 -iterated binary intervals $I_{k}$, such that $W(x, y)=1$ if and only if $f_{X}(x)$
and $f_{X}(y)$ belong to the same interval $J \in \mathcal{J}_{X}$ (except for a subset of $X \times X$ of measure zero).

If $X=E$, then the first constraint on the second line in Figure 15 implies that $\operatorname{deg}_{W}^{E}(x)=2^{-2 k-1}$ for almost every $x \in f_{E}^{-1}\left(J_{k}\right)$, i.e., if $J \in \mathcal{J}_{E}$ and $J \subseteq I_{k}$, then $|J|=2^{-k}\left|I_{k}\right|$. Hence, the set $\mathcal{J}_{E}$ is formed precisely by the intervals

$$
\left(\min I_{k}+\frac{\ell-1}{2^{k}}\left|I_{k}\right|, \min I_{k}+\frac{\ell}{2^{k}}\left|I_{k}\right|\right)
$$

for $k \in \mathbb{N}_{0}$ and $\ell \in\left[2^{k}\right]$. Hence, $W(x, y)=W_{0}(g(x), g(y))$ for almost every $(x, y) \in E \times E$. The analogous argument using the last constraint on the second line in Figure 15 gives that $\mathcal{J}_{F}$ is formed precisely by the intervals

$$
\left(\min I_{k}+\frac{\ell-1}{2^{2 k}}\left|I_{k}\right|, \min I_{k}+\frac{\ell}{2^{2 k}}\left|I_{k}\right|\right)
$$

for $k \in \mathbb{N}_{0}$ and $\ell \in\left[2^{2 k}\right]$, which leads to the conclusion that $W(x, y)=W_{0}(g(x), g(y))$ for almost every $(x, y) \in F \times F$.


Figure 16: The decorated constraints forcing the structure of the tile $E \times F$.
It remains to analyze the tile $E \times F$. Consider the decorated constraints given in Figure 16. The first two constraints in Figure 16 imply that for every $J \in \mathcal{J}_{E}$, there exists an open interval $K(J)$ such that the following holds for almost every $(x, y) \in E \times F$ : $W(x, y)=1$ if $f_{E}(x) \in J$ and $f_{F}(y) \in K(J)$ for some $J \in \mathcal{J}_{E}$, and $W(x, y)=0$ otherwise. The third constraint implies that the intervals $K(J)$ and $K\left(J^{\prime}\right)$ are disjoint for $J \neq J^{\prime}$, and the fourth constraint yields that the measure of $K(J)$ is equal to $|J|$. Finally, the last constraint implies that if an interval $J_{1} \in \mathcal{J}_{E}$ precedes an interval $J_{2} \in \mathcal{J}_{E}$, then $K\left(J_{1}\right)$ precedes the interval $K\left(J_{2}\right)$. We conclude that $K(J)=J$ for every $J \in \mathcal{J}_{E}$. Consequently, $W(x, y)=W_{0}(g(x), g(y))$ for almost every $(x, y) \in E \times F$.

### 5.2 Referencing dyadic squares

We now describe the tiles $E \times G$ and $F \times G$, which allow referencing particular dyadic squares by the intervals from $\mathcal{J}_{E}$ and $\mathcal{J}_{F}$. Formally, $W_{0}\left(\eta_{E}(x), \eta_{G}(y)\right)=1$ for $x, y \in[0,1)$ if and only if $x \in I_{k}$ and

$$
\left\lfloor\frac{x-\min I_{k}}{\left|I_{k}\right|} \cdot 2^{k}\right\rfloor=\left\lfloor y \cdot 2^{k}\right\rfloor,
$$

and it is equal to 0 otherwise. Similarly, $W_{0}\left(\eta_{E}(x), \eta_{G}(y)\right)=1$ for $x, y \in[0,1)$ if and only if $x \in I_{k}$ and

$$
\left\lfloor\frac{x-\min I_{k}}{\left|I_{k}\right|} \cdot 2^{2 k}\right\rfloor \equiv\left\lfloor y \cdot 2^{k}\right\rfloor\left(\quad \bmod 2^{k}\right)
$$

and it is equal to 0 otherwise. The tiles are depicted in Figure 17.


Figure 17: The tiles $E \times G$ and $F \times G$.


Figure 18: The decorated constraints forcing the structure of the tiles $E \times G$ and $F \times G$, where $(X, Y) \in\{(E, A),(F, E)\}$.

Fix $X \in\{E, F\}$ and set $Y=A$ if $X=E$, and $Y=E$ if $X=F$. Consider the decorated constraints given in Figure 18. The first two constraints in Figure 18 imply that for every $J \in \mathcal{J}_{X}$, there exists an open interval $K^{X}(J)$ such that the following holds for almost every $(x, y) \in X \times G: W(x, y)=1$ if $f_{E}(x) \in J$ and $f_{F}(y) \in K^{X}(J)$ for some $J \in \mathcal{J}_{X}$, and $W(x, y)=0$ otherwise.

If $X=E$, the third constraint on the first line in Figure 18 implies that if $J, J^{\prime} \in \mathcal{J}_{E}$ and $J$ and $J^{\prime}$ are subintervals of the same 0-iterated binary interval, then $K^{E}(J)$ and $K^{E}\left(J^{\prime}\right)$ are disjoint; the second constraint on the second line implies that if $J$ precedes $J^{\prime}$ inside the same 0 -iterated binary interval, then $K^{E}(J)$ precedes $K^{E}\left(J^{\prime}\right)$. Likewise, if $X=F$, the third constraint on the first line gives that if $J, J^{\prime} \in \mathcal{J}_{F}$ and $J$ and $J^{\prime}$ are subintervals of the same interval contained in $\mathcal{J}_{E}$, then $K^{F}(J)$ and $K^{F}\left(J^{\prime}\right)$ are disjoint, and the second constraint on the second line gives that if $J$ precedes $J^{\prime}$ inside the same interval of $\mathcal{J}_{E}$, then $K^{F}(J)$ precedes $K^{F}\left(J^{\prime}\right)$.

Finally, the first constraint on the second line implies that $\operatorname{deg}_{W}^{G}(x)=2 \operatorname{deg}_{W}^{A}(x)$ for almost every $x \in X$. This implies that if $J$ is a subinterval of a 0 -iterated binary interval $J_{k}$, then $\left|K^{X}(J)\right|=2^{-k}$. We conclude that $W(x, y)=W_{0}(g(x), g(y))$ for almost every $(x, y) \in X \times G$.

### 5.3 Indexing dyadic squares

We now describe the tile $C \times F$, which allows referencing particular dyadic squares by 2 iterated binary intervals; the tile is depicted in Figure 19. Formally, $W_{0}\left(\eta_{C}(x), \eta_{F}(y)\right)=1$ for $x, y \in[0,1)$ if and only if $x \in I_{d, s, t}, y \in I_{d}, s<2^{d}, t<2^{d}$, and

$$
\left\lfloor\frac{y-\min I_{d}}{\left|I_{d}\right|} \cdot 2^{2 d}\right\rfloor=2^{d} \cdot s+t
$$

and it is equal to 0 otherwise.


Figure 19: The tile $C \times F$.









$$
\mathrm{C}\left(\mathrm{C}=\sum_{d=0}^{\infty} 2^{-(3 d+1)} \sum_{i=0}^{2^{d}-1} \sum_{j=0}^{2^{d}-1} 2^{-(d+i+j+3)}\right.
$$

Figure 20: The decorated constraints forcing the structure of the tile $C \times F$.

Consider the constrains given in Figure 20. The four constraints in the first line in Figure 20 imply the following: there exists a function $h: \mathbb{N}_{0}^{3} \rightarrow \mathbb{N}_{0} \cup\{\infty\}$ such that $h(d, s, t) \in\left\{0, \ldots, 2^{2 d}-1\right\} \cup\{\infty\}$ and the following holds for almost every $(x, y) \in C \times F$ : $W(x, y)=1$ if and only if $f_{C}(x) \in I_{d, s, t}$ and

$$
\left\lfloor\frac{f_{F}(y)-\min I_{d}}{\left|I_{d}\right|} \cdot 2^{2 d}\right\rfloor=h(d, s, t),
$$

$W(x, y)=0$ otherwise. In particular, if $h(d, s, t)=\infty$, then $W(x, y)=0$ for almost every $x \in f_{C}^{-1}\left(I_{d, s, t}\right)$ and $y \in F$.

The first constraint in the second line in Figure 20 implies that if $(d, s, t) \neq\left(d, s^{\prime}, t^{\prime}\right)$, then $h(d, s, t) \neq h\left(d, s^{\prime}, t^{\prime}\right)$ unless $h(d, s, t)=h\left(d, s^{\prime}, t^{\prime}\right)=\infty$. The second constraint in the second line then implies that if $h(d, s, t)$ and $h\left(d, s^{\prime}, t^{\prime}\right)$ are both different from $\infty$ and $h(d, s, t)<h\left(d, s^{\prime}, t^{\prime}\right)$, then either $s=s^{\prime}$ and $t<t^{\prime}$ or $s<s^{\prime}$. The third constraint yields that if $h(d, s, t)$ and $h\left(d, s^{\prime}, t^{\prime}\right)$ are both different from $\infty$ and $s \neq s^{\prime}$ (the two $C$-roots determine the values of the triples $(d, s, t)$ and $\left(d, s^{\prime}, t^{\prime}\right)$ and their adjacencies to the $B$-root imply that $\left.s \neq s^{\prime}\right)$, then $\left\lfloor h(d, s, t) / 2^{d}\right\rfloor \neq\left\lfloor h\left(d, s^{\prime}, t^{\prime}\right) / 2^{d}\right\rfloor$. Similarly, the last constraint yields that if $h(d, s, t)$ and $h\left(d, s, t^{\prime}\right)$ are both different from $\infty$, then $\left\lfloor h(d, s, t) / 2^{d}\right\rfloor=\left\lfloor h\left(d, s, t^{\prime}\right) / 2^{d}\right\rfloor$. Consequently, for any $d$, there are at most $2^{d}$ values of $s$ such that $h(d, s, t) \neq \infty$ for some $t \in \mathbb{N}_{0}$, and for any $d$ and $s$, there are at most $2^{d}$ values of $t$ such that $h(d, s, t) \neq \infty$.

The density of the tile $C \times F$ is equal to the following:

$$
\begin{equation*}
\sum_{d=0}^{\infty} 2^{-(3 d+1)} \sum_{\substack{s, t \in \mathbb{N}_{0} \\ h(d, s, t) \neq \infty}} 2^{-d-s-t-3} \tag{6}
\end{equation*}
$$

Since for any $d$, there are at most $2^{d}$ values of $s$ such that $h(d, s, t) \neq \infty$ for some $t \in \mathbb{N}_{0}$, and for any $d$ and $s$, there are at most $2^{d}$ values of $t$ such that $h(d, s, t) \neq \infty$, the inner sum in (6) is at most

$$
\sum_{s, t=0}^{2^{d}-1} 2^{-d-s-t-3}
$$

The constraint on the third line in Figure 20 now yields that $h(d, s, t) \neq \infty$ if and only if $s<2^{d}$ and $t<2^{d}$. Since it holds that if $h(d, s, t) \neq \infty, h\left(d, s^{\prime}, t^{\prime}\right) \neq \infty$ and $h(d, s, t)<$ $h\left(d, s^{\prime}, t^{\prime}\right)$, then either $s=s^{\prime}$ and $t<t^{\prime}$ or $s<s^{\prime}$, it follows that $h(d, s, t)=2^{d} \cdot s+t$ for all $d, s<2^{d}$ and $t<2^{d}$. It follows that $W(x, y)=W_{0}(g(x), g(y))$ for almost every $(x, y) \in C \times F$.

### 5.4 Forcing densities

We now focus on the tile $G \times G$, which contains the graphon $W_{F}$ itself; we define the value $W_{0}\left(\eta_{G}(x), \eta_{G}(y)\right)$ to be equal to $W_{F}(x, y)$ for every $(x, y) \in[0,1)^{2}$.


Figure 21: The decorated constraint forcing the $G \times G$ tile.

Consider the first decorated constraint given in Figure 21. Almost every choice of the roots of the constraint satisfies the following: if $x \in F$ is the $F$-root, $f_{F}(x) \in I_{d}, d \in \mathbb{N}_{0}$, and

$$
\left\lfloor\frac{f_{F}(x)-\min I_{d}}{\left|I_{d}\right|} \cdot 2^{2 d}\right\rfloor=s \times 2^{d}+t
$$

where $s, t \in\left\{0, \ldots, 2^{d}-1\right\}$, then the left $E$-root $y \in E$ satisfies that $f_{E}(y) \in I_{d}$ and

$$
\left\lfloor\frac{f_{E}(y)-\min I_{d}}{\left|I_{d}\right|} \cdot 2^{d}\right\rfloor=s .
$$

Moreover, the $C$-root $y^{\prime} \in C$ and the right $E$-root $y^{\prime \prime} \in E$ satisfy that $f_{C}\left(y^{\prime}\right) \in I_{d, s, t}$, and $f_{E}\left(y^{\prime \prime}\right) \in I_{d, s, t}$. The left hand side of the density constraint is then equal to

$$
2^{-d-s-t-3} \int_{f_{G}^{-1}\left(I^{d}(s)\right) \times f_{G}^{-1}\left(I^{d}(t)\right)} W(x, y) \mathrm{d} x \mathrm{~d} y
$$

and the right hand side of the density constraint is equal to

$$
2^{-2 d} \cdot \operatorname{deg}_{W}^{D}\left(y^{\prime \prime}\right)=2^{-2 d} \cdot 2^{-d-s-t-3} \cdot \delta(d, s, t)
$$

It follows that

$$
\begin{equation*}
2^{2 d} \int_{f_{G}^{-1}\left(I^{d}(s)\right) \times f_{G}^{-1}\left(I^{d}(t)\right)} W(x, y) \mathrm{d} x \mathrm{~d} y=\delta(d, s, t) \tag{7}
\end{equation*}
$$

Fix a measurable bijection $\psi:[0,1] \rightarrow G$ such that $\left|\psi^{-1}(X)\right|=|X| /|G|$ for every measurable $X \subseteq G$, and define a graphon $W_{G}$ as $W_{G}(x, y)=W(\psi(x), \psi(y))$ and a graphon $W_{F}^{\prime}$ as $W_{F}^{\prime}(x, y)=W_{F}\left(f_{G}(\psi(x)), f_{G}(\psi(y))\right)$. Observe that $W_{F}^{\prime}(x, y)=W_{0}(g(\psi(x)), g(\psi(y)))$ for almost every $(x, y) \in G \times G$. Note that the second constraint in Figure 21 implies that $d\left(\Gamma_{4}, W_{G}\right)=d\left(\Gamma_{4}, W_{F}\right)$, which is equal to $d\left(\Gamma_{4}, W_{F}^{\prime}\right)$. We now show that $W_{G}$ and $W_{F}^{\prime}$ are equal almost everywhere.

Suppose that $\left\|W_{G}-W_{F}^{\prime}\right\|_{\square}=\varepsilon>0$; note that $\varepsilon \leq 1$. For $d \in \mathbb{N}_{0}$, define a graphon $W^{d}$ to be a step graphon with parts $\psi^{-1}\left(f_{G}^{-1}\left(I^{d}(k)\right)\right), k=0, \ldots, 2^{d}-1$, such that

$$
W^{d}(x, y)=\delta(d, s, t) \text { for } x \in \psi^{-1}\left(f_{G}^{-1}\left(I^{d}(s)\right)\right) \text { and } y \in \psi^{-1}\left(f_{G}^{-1}\left(I^{d}(t)\right)\right)
$$

The sequence $\left(W^{d}\right)_{d \in \mathbb{N}_{0}}$ forms a martingale on $[0,1]^{2}$, and Doob's Martingale Convergence Theorem implies that $W^{d}$ converges uniformly to $W_{F}^{\prime}$. Hence, there exists $d \in \mathbb{N}_{0}$ such that $\left\|W_{F}^{\prime}-W^{d}\right\|_{\square} \leq \varepsilon^{4} / 1800$. Apply Proposition 8 to the graphon $W_{G}$ and the partition $\psi^{-1}\left(f_{G}^{-1}\left(I^{d}(k)\right)\right), k \in\left\{0, \ldots, 2^{d}-1\right\}$, to obtain a step graphon $W_{G}^{\prime}$ that refines $W^{d}$ and is $\varepsilon^{4} / 1800$-close to $W_{G}$. Consequently, we get $\left\|W_{G}^{\prime}-W^{d}\right\|_{\square} \geq \varepsilon-\varepsilon^{4} / 900 \geq \varepsilon / 2$, which implies that

$$
\begin{equation*}
d\left(\Gamma_{4}, W_{G}^{\prime}\right)-d\left(\Gamma_{4}, W^{d}\right) \geq \varepsilon^{4} / 128 \tag{8}
\end{equation*}
$$

by Lemma 11. On the other hand, the choice of $W_{G}^{\prime}$ and $W^{d}$ implies that

$$
\begin{equation*}
\left|d\left(\Gamma_{4}, W_{G}\right)-d\left(\Gamma_{4}, W_{G}^{\prime}\right)\right| \leq \varepsilon^{4} / 300 \text { and }\left|d\left(\Gamma_{4}, W_{F}^{\prime}\right)-d\left(\Gamma_{4}, W^{d}\right)\right| \leq \varepsilon^{4} / 300 \tag{9}
\end{equation*}
$$

The inequalities (8) and (9) now yield that $d\left(\Gamma_{4}, W_{F}^{\prime}\right)>d\left(\Gamma_{4}, W_{G}\right)$. However, this is impossible since $d\left(\Gamma_{4}, W_{F}^{\prime}\right)=d\left(\Gamma_{4}, W_{G}\right)$. Hence, the graphons $W_{G}$ and $W_{F}^{\prime}$ are equal almost everywhere, which implies that $W(x, y)$ and $W_{0}(g(x), g(y))$ are equal for almost every $(x, y) \in G \times G$.

## 6 Cleaning up

We are close to finishing the description and the argument that the graphon $W_{0}$ is finitely forcible. Let us start with the remaining tiles between the parts $A, \ldots, G$. Fix $(X, Y)$ to be one of the pairs $(B, G),(C, G)$, or $(D, G)$ and define $W_{0}\left(\eta_{X}(x), \eta_{Y}(y)\right)=0$ for all $(x, y) \in[0,1)^{2}$. Clearly, the first decorated constraint in Figure 22 forces $W$ to be equal to zero for almost every $(x, y) \in X \times Y$. Hence, we can conclude that $W(x, y)=W_{0}(g(x), g(y))$ for almost every pair $(x, y) \in(A \cup \cdots \cup G \cup P)^{2}$.

Similarly, we define $W_{0}\left(\eta_{Q}(x), \eta_{Q}(y)\right)=1$ for all $(x, y) \in[0,1)^{2}$; this is easy to force by the second constraint in Figure 22. Hence, $W(x, y)=W_{0}(g(x), g(y))$ for almost every pair $(x, y) \in Q \times Q$.


Figure 22: The decorated constraint forcing the tiles $X \times Y$, where $(X, Y)$ is one of the pairs $(B, G),(C, G)$ and $(D, G)$, and the decorated constraint forcing the tile $Q \times Q$.

### 6.1 Degree balancing

We use the tiles $Q \times X$, where $X \in\{A, \ldots, G\} \cup\{P\}$, to guarantee that

$$
\operatorname{deg}_{W_{0}}^{A_{0} \cup \cdots \cup G_{0} \cup P_{0} \cup Q_{0}}(x)=\frac{5}{13}
$$

for every vertex $x \in A_{0} \cup \cdots \cup G_{0} \cup P_{0}$. It may seem counterintuitive to force the degrees of the vertices in the parts $A, \ldots, G, P$ to be equal; however, it is simpler to begin by enforcing the parts to be degree-regular (with the same degree) and then enforce the different degrees of the parts.

First, note that $\operatorname{deg}_{W_{0}}^{A_{0} \cup \cdots \cup G_{0} \cup P_{0}}(x) \leq \frac{5}{8}$ for every $x \in A_{0} \cup \cdots \cup G_{0} \cup P_{0}$; this follows from that $\left|N_{W_{0}}^{A_{0} \cup \cdots \cup G_{0} \cup P_{0}}(x)\right| \leq 5 / 14$ for every such $x$. Let $\xi(x)=1-\frac{8}{5} \cdot \operatorname{deg}_{W_{0}}^{A_{0} \cup \cdots \cup G_{0} \cup P_{0}}(x)$ for every such $x$; note that $\xi(x) \in[0,1]$. We define $W_{0}(x, y)=\xi(x)$ for every $x \in A_{0} \cup \cdots \cup G_{0} \cup P_{0}$ and $y \in Q_{0}$. Further, we define $W_{0}(x, y)=1$ for all $(x, y) \in Q_{0}^{2}$.

$$
\int_{\mathrm{Q}}^{\mathrm{X}}=\frac{1}{\left|X_{0}\right|} \int_{X_{0}} \xi(x)^{2} \mathrm{~d} x \quad \sum_{Y \in\{A, \ldots, G\} \cup\{P\}}{\underset{\mathrm{Q}}{\mathrm{X}}}_{\mathrm{Y}}^{\mathrm{Q}}+5{\underset{\mathrm{X}}{\mathrm{X}}}_{\mathrm{Q}}^{\mathrm{Q}^{2}}=5
$$

Figure 23: The decorated constraints forcing the tiles $Q \times X$ where $X \in\{A, \ldots, G\} \cup\{P\}$.

Fix $X \in\{A, \ldots, G\} \cup\{P\}$ and consider the decorated constraints given in Figure 23. The first constraint implies that almost every $z$ and $z^{\prime}$ from $Q$ satisfy that

$$
\int_{X} W(z, x) W\left(z^{\prime}, x\right) \mathrm{d} x=\int_{X_{0}} \xi(x)^{2} \mathrm{~d} x .
$$

Lemma 7 implies that almost every $z$ from $Q$ satisfies that

$$
\int_{X} W(z, x)^{2} \mathrm{~d} x=\int_{X_{0}} \xi(x)^{2} \mathrm{~d} x .
$$

In particular, when $z$ is fixed and $W(z, x)$ is viewed as a function of $x$, the $L_{2}$-norm of the function $W(z, x)$ for almost every $z \in Q$ is the same, and the inner product of the functions $W(z, x)$ and $W\left(z^{\prime}, x\right)$ for almost every pair $z, z^{\prime} \in Q$ is also the same and equal to the $L_{2}$-norm. Hence, the Cauchy-Schwarz Inequality yields that there exists a function $h: X \rightarrow[0,1]$ such that $W(z, x)=h(x)$ for almost every $x \in X$ and almost every $z \in Q$. It follows that $W(x, z)=h(x)$ for almost every pair $(x, z) \in X \times Q$.

Since $\operatorname{deg}_{W}^{A \cup \cdots \cup G \cup P}(x)=\operatorname{deg}_{W_{0}}^{A_{0} \cup \cdots \cup G_{0} \cup P_{0}}(g(x))$ for almost every $x \in X$, the second constraint in Figure 23 implies that $h(x)=\xi(g(x))$ for almost every $x \in X$. It follows that $W(x, y)=W_{0}(g(x), g(y))$ for almost every pair $(x, y) \in X \times Q$. We now conclude that $W(x, y)=W_{0}(g(x), g(y))$ for almost every pair $(x, y) \in(A \cup \cdots \cup G \cup P \cup Q)^{2}$.

### 6.2 Degree distinguishing

It remains to define and analyze the tiles $X \times R, X \in\{A, \ldots, G, P, Q, R\}$. Fix $(X, k)$ to be one of the pairs $(A, 0), \ldots,(G, 6),(P, 7),(Q, 8)(R, 9)$. We define $W_{0}(x, y)=k / 18$ for all
$x \in X_{0}$ and $y \in R_{0}$. It is easy to check that each vertex of $X_{0}$ has the same degree in $W_{0}$, and this degree is equal to the one given in Table 1. Also note that the common degree of the vertices of $Q_{0}$ is at least $5 / 14+8 / 252$.

$$
\int_{\mathrm{X}}^{\mathrm{R}}=\frac{k}{18} \quad \overbrace{\mathrm{X}}^{\mathrm{R}}=\left(\frac{k}{18}\right)^{2}
$$

Figure 24: The decorated constraints used to force the structure of the tiles $X \times R$ where $(X, k) \in\{(A, 0), \ldots,(G, 6),(P, 7),(Q, 8),(R, 9)\}$.

Consider the two constraints given in Figure 24. The first constraint implies that it holds for almost every $x \in X$ that

$$
\frac{1}{|R|} \int_{R} W(x, y) \mathrm{d} y=\frac{k}{18}
$$

and the second constraint in Figure 24 implies that it holds for almost every pair $\left(x, x^{\prime}\right) \in$ $X^{2}$ that

$$
\frac{1}{|R|} \int_{R} W(x, y) W\left(x^{\prime}, y\right) \mathrm{d} y=\left(\frac{k}{18}\right)^{2}
$$

We conclude using Lemma 7 that it holds that

$$
\frac{1}{|R|} \int_{R} W(x, y)^{2} \mathrm{~d} y=\left(\frac{k}{18}\right)^{2}
$$

for almost every $x \in X$. The Cauchy-Schwarz Inequality now yields that $W(x, y)=k / 18$ for almost every pair $(x, y) \in X \times R$. We can now conclude that $W(x, y)=W_{0}(g(x), g(y))$ for almost every $(x, y) \in X \times R$.

We have shown that if a graphon $W$ satisfies the presented decorated constraints, then $W(x, y)=W_{0}(g(x), g(y))$ for almost every $(x, y) \in[0,1]^{2}$. Since all the presented decorated constraints are satisfied by $W_{0}$ and they can be turned into ordinary constraints by Lemma 5 , the proof of Theorem 1 is now finished.

## 7 Conclusion

The only constraints used to force the structure of the graphon $W_{0}$ that depend on the graphon $W_{F}$ are the last constraint in Figure 10, the last constraint in Figure 21 and the first constraint in Figure 23. In each of the three constraints, the structure of the graphon $W_{F}$ influences the numerical value of the right side of the constraint only. Hence, Theorem 1 holds in the following stronger form.

Theorem 12. There exist graphs $H_{1}, \ldots, H_{m}$ with the following property. For every graphon $W_{F}$, there exist a graphon $W_{0}$ and reals $\delta_{1}, \ldots, \delta_{m} \in[0,1]$ such that $W_{F}$ is a subgraphon of $W_{0}$ that is formed by a $1 / 14$ fraction of the vertices of $W_{0}$ and the graphon $W_{0}$ is the only graphon $W$, up to a weak isomorphism, such that $d\left(H_{i}, W\right)=\delta_{i}$ for all $i \in[m]$.

The construction presented in the proof of Theorem 1 can be viewed as a map from the space of all graphons to the space of finitely forcible graphons. The particular map implied by the proof of Theorem 1 is not continuous with respect to the cut norm topology (and we have not attempted to achieve this property). However, the following weaker statement can be of possible use. The statement easily follows from the proof of Theorem 1 since the $L_{1}$-distance between the functions defining the graphons $W_{0}$ and $W_{0}^{\prime}$ is at most $\varepsilon$ for a suitable value of $k$.

Proposition 13. For every $\varepsilon>0$, there exists $k \in \mathbb{N}$ such that the following holds. If $W_{F}$ and $W_{F}^{\prime}$ are two graphons such that the densities of their dyadic squares of sizes at least $2^{-k}$ agree up to the first $k$ bits after the decimal point in the standard binary representation, then the cut distance between the finitely forcible graphons $W_{0}$ and $W_{0}^{\prime}$ containing $W_{F}$ and $W_{F}^{\prime}$, respectively, that are constructed in the proof of Theorem 1, is at most $\varepsilon$.
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