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ABSTRACT

T
he management of data centre resources has become important as their size, complexity,

and power consumption are increasing. Efficient resource utilisation helps reduce

the construction and maintenance costs of data centres. Using that background as a

starting point, this thesis explores hardware support that increases the efficiency of resources in

data centres.

Either optimising existing data centre architectures or establishing new data centre architec-

tures has a strong requirement on the data centre network. Therefore, this thesis establishes a

network interface equipped with the new OptoPHY optical transceiver. The feasibility and quality

of an optical transceiver when it is combined with a server board are evaluated by comparing it

with a traditional SFP+ transceiver.

The reconfigurable FPGA platforms have a great potential to reduce power consumption

and maintenance costs due to their high-volume programmable parallel processing features.

Therefore, this thesis tries to explore the management of FPGA resources in a data centre

environment.

Based on partial reconfiguration technology, an architecture that would virtualise the FPGA

platforms is proposed and implemented. Resources on the FPGA chip are partitioned into several

regions. Furthermore, an interconnect system is implemented to share I/Os with all of the regions

and enable communication between regions.

When several FPGA platforms are combined for pipelined stream processing, it is difficult

to perform function reconfiguration over multiple FPGA platforms that have a short downtime.

That is because it is hard to predict the network delay of reconfiguration requests sent from a

centralised manager. Therefore, a new network protocol is proposed, and the associated protocol
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processor is implemented to synchronise the reconfigurations of related FPGA platforms.
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1
INTRODUCTION

1.1 Motivation

The information technology (IT) industry has experienced exponential growth since its birth

in the previous century to become one of the most remarkable industries in today’s world.

Cloud computing is shaping the way IT solutions are designed and purchased because of its

potential to reduce operating costs and management overheads. Many companies are moving

their IT infrastructure from public data centres and are starting to build private data centres.

Consequently, the requirement on computing resource such as CPU, memories and storage is

rapidly growing with the ever-growing workload of data centres.

Due to the diverse and dynamic demand from tenants, the resource utilisation found in data

centres has become inefficient. Studies show that from June 2009 to May 2011, the average

utilisation of CPUs, memory , and discs on thousands of randomly selected data centre servers

was 17.76%, 77.93% and 75.25% respectively [1]. While the covariance was 1.02%, 0.3% and 0.32%

respectively. Another study on resource utilisation of the Google Cluster Trace over a period of 29

days reports that the mean CPU utilisation is less than 60% and the mean memory utilization is

less than 50% [2]. The allocated CPU resources to a task equals the peak requirement (70% of

a server), although the CPU requirement of a task is 40% most of the time. According to these
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CHAPTER 1. INTRODUCTION

surveys, data center operators tends to allocate resource according to the peak resource usage

of a task or a request. And the reason is that current data center architecture cannot support

smooth resource reallocation during the runtime of a task.

The inefficient resource utilisation in a data centre results in increasing economic pressure

for a firm. It is reported that in 2015, more than 400,000 data centres in China alone were

consuming about 1.5% of national electricity supply [3] [4]. In the U.S., consumption in 2014

reached 70 TWh, about 1.8% of total supply [5]. Energy consumption caused by the inefficient

resource utilisation also increases the operating costs for data centre operators. Furthermore, it

is predicted that densely populated data centres may arouse environmental problems due to their

tremendous energy consumption [6]. To optimise resource utilisation, research and technologies

to better manage the fast-growing data centre resources are proposed. For example, the resource

virtualisation propose methods to share a single physical platforms to multiple users, and the

resource disaggregation suggests to combine distributed platforms to build a complete computing

system. In order to increase the resource efficiency of data center, this paper focus on developing

methods and platforms to deliver high bandwidth flexible network stream processing.

Servers in data centres act as the main containers of computing resources. Cloud applications

are deployed on servers in the form of computing resources requests. Operations within each

server are organized automatically by local operating systems, while operations between servers

require an additional data centre manager. In other words, operations between servers are more

complex and have a weaker performance than operations within servers. To avoid operations

between servers as much as possible, data centre operators usually abstract the resource man-

agement in data centres into a bin pack problem where cloud requests are packed by servers in

a best-fit way. In other words, data centre operators are developing additional algorithms and

building additional control layers in resource management to overcome the low performance

of operations between servers. Difficulties in operations between servers come from hardware

restrictions. Networks within a server only need to connect a limited number of endpoints, while

networks between servers (data centre network) ideally need to connect countless endpoints.

Compared to networks within servers, data centre networks have stronger performance require-

ments. Therefore, this thesis explores the network interface to increase the performance of data

2



1.1. MOTIVATION

centre networks and build a data centre resource with fewer boundaries caused by servers.

On the other hand, heterogeneous data centers, which contains a set of accelerators for

graphic processing and reconfigurable processing, have been suggested. Reconfigurable devices

are able to deliver application-specific higher performance functions compared to general purpose

processors. At the same time, they are more flexible than other application-specific integrated

circuits. These advantages of reconfigurable FPGA resources help reduce power consumption

and increase the performance of data centres. However, the reconfiguration feature also provides

flexibilities in the control of reconfigurable devices, which introduces more challenges for the

management of reconfigurable resources.

The reconfigurable FPGA resources are often treated as a piece of memory that is attached to

general purpose processors since existing resource management methods such as virtualisation

can be adopted. However, parallel high-volume stream processing is a key feature of FPGA

resources. Data movement through the processors will affect this feature as the memory-mapped

interfaces between processors and FPGA resources limit the total performance. Therefore, this

thesis will try to develop a system that virtualises and manages FPGA resources independently

without involving data movement through memory-mapped interfaces.

Apart from data movement, the function reconfiguration on multiple devices also needs

to be concerned with the management of reconfigurable FPGA resources. Existing solutions

that reconfigure functions on multiple FPGAs follow a deploy-and-run manner. Only when all

the associated FPGA devices are properly configured can the newly-deployed function begin

processing. As the downtime of every reconfiguration is relatively long, it is hard to perform

function reconfiguration at a very high frequency. This is also because most of the time will be

consumed by function reconfiguration rather than data processing. Therefore, this thesis will try

to come up with a new reconfiguration manner to reduce downtime and to enable reconfiguration

at higher frequencies.

3



CHAPTER 1. INTRODUCTION

1.2 Goals

In summary, the purpose of this thesis is to explore and develop hardware systems that help

increase the resource efficiency in data centres. This thesis aims to propose hardware systems

that increase the performance of data centre networks, as well as to proposes methods that

introduce reconfiguration FPGA resources in data centres. The goals of this thesis are listed as

follows:

• Introduce the development of resource management in data centres, including virtualisation

and disaggregation of computing resources.

• Develop hardware systems that increase the performance of data centre networks and help

break the limits of servers.

• Design systems to efficiently manage stream processing in reconfigurable FPGA resources

at a low performance cost.

• Explore methods to control the reconfiguration of multiple FPGA resources in data centres.

1.3 Thesis outline

Chapter 2 reviews the literature on data centre resource management. According to the purpose,

this thesis classifies the management method into two types: virtualisation and disaggrega-

tion. Virtualisation tries to partition resources on a single physical machine and share the

resources with multiple tenants. Meanwhile, disaggregation aims to combine resources on multi-

ple platforms into a complete system. Specifically, the virtualisation and disaggregation of FPGA

resources are reviewed. Methods that manage FPGA resources in a data centre environment are

introduced.

The burden of the scale-up of data centres mainly falls on the network. Increasing the

performance of existing data centres and developing new data centre architectures both require

a powerful high bandwidth network. Therefore in chapter 3, a high bandwidth network interface

for the server is set up. Equipped with advanced optical transceivers, the network interface is

4
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able to deliver a higher bandwidth at lower power costs and a lower footprint. The bit error

rate of an optical transceiver is collected and is compared with the that of a traditional SFP+

transceiver. Furthermore, the interface is tested in the environment of an optical data centre

network by attaching it to an optical switch.

The virtualisation of reconfigurable FPGA resources is explored in chapter 4. Based on partial

reconfiguration technology, resources on an FPGA platform are partitioned and distributed

to different users. By establishing interconnect structures , the I/Os such as Ethernet ports

are shared by reconfigurable regions and enable communication with off-chip networks. As an

example, this thesis demonstrates the use of cases in the virtualized FPGA platform in the area

of network function virtualisation to deliver high-performance flexible network functions.

Chapter 5 explores the disaggregation of reconfigurable FPGA resources. A common method

to manage and combine FPGA resources is to send a configuration request to each FPGA device

from a centralised controller. However, as network latency is not predictable, it takes time to

deploy functions resulting in downtime during the runtime reconfiguration. Therefore, in chapter

5, a new network protocol is suggested to spread configuration requests through the data centre.

The protocol is able to synchronise the reconfiguration on pipelined stream processing over

multiple FPGA resources.

Chapter 6 states the conclusion of the thesis and summarises the work that was done.

1.4 Main contributions

This thesis explores hardware systems that support resource management in data centres. This

work also proposes methods that both increase the performance of data centre networks and

those that introduce reconfigurable FPGA resources in data centres. The main contributions are

summarised as follows:

• Combine an OptoPHY optical transceiver with FPGA devices to establish a high-bandwidth

network interface at a low PCB footprint cost.

– Compare OptoPHY with a traditional SFP+ optical transceiver.
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– Set up the optical switch to emulate the optical data centre network.

• Implement a system to virtualise the FPGA platform. The feature of high-volume stream

processing can be kept in the said system.

– Establish an on-chip interconnect system to switch traffic based on the Ethernet

address.

– Propose a process to enable reconfiguration with a low downtime.

• Design and implement a method and an associated network protocol to synchronise the

reconfiguration over multiple FPGAs.

– A network protocol to synchronise reconfiguration is designed.

– The associated protocol processor is implemented.

– The high-frequency reconfiguration over multiple FPGA devices is demonstrated.

1.5 Publications

All the work is done with the help of my colleagues Vaibhawa Mishra, Hui Yuan, Adaranijo

Peters, Peter De Dobbelaere, Michael Enrico, and Nick Parsons, as well as my supervisors, Jose

Nunez-Yanez and Georgios Zervas. The contribution is supported by a number of academic papers:

Q. Chen, V. Mishra, N. Parsons, and G. Zervas, "Hardware programmable network function

service chain on optical rack-scale data centers," in 2017 Optical Fiber Communications Confer-

ence and Exhibition (OFC), 2017.

Q. Chen, V. Mishra, and G. Zervas, "Reconfigurable computing for network function virtual-
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2
LITERATURE REVIEW

2.1 Introduction

Virtualisation is widely adopted to manage computing resources. It partitions resources on a

single physical machine and shares them with multiple tenants by providing each tenant with an

independent interface. Recent research also shows interest in the disaggregation of data centre

resources. Although there is no final conclusion on the definition of resource disaggregation, this

thesis defines disaggregation as technologies that combine resources on multiple platforms into a

single complete computing system. The research on the management of data centre resources is

reviewed in this chapter. Existing technologies on resource virtualisation are discussed. The new

disaggregation concept is then introduced.

The resource virtualisation originates from the instruction-by-instruction simulation of

a computing system on a different system. At the very beginning (in the middle of 1960s),

virtualisation was often used by programmers who were working on a more general-purpose

computer but were at the same time developing software for a new special-purpose computer

which was under construction. They likely began by writing a simulator for the new computer on

other available machines. Programmers were soon aware that it is possible to run a number of

copies of the simulator at the same time and build a time-sharing system that supports multiple
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users [7].

Since then, virtualisation has evolved into the most common technology to manage computing

resources. It is able to decouple the software from the physical hardware platform by delivering a

diverse virtual environment to its client applications. Moreover, it can also divide the physical

machine by (a) time-sharing the CPU resources and (b) partitioning the storage resources [8].

Being another technology that manages data centre resources, resource disaggregation

recently attracted the attention of researchers. It originates from the concept of virtual storage

[9]. Computer architecture designers have found that it is difficult to integrate large amounts of

storage inside the chip. Hence, they started to use external storage and designed mechanisms to

automatically swap the data in the external storage with the data in the internal storage. This

approach enables the hierarchy storage systems. Based on observations of imbalance density

growth of different on-board resources (e.g. CPU, memory, discs), there are reports that the

relative low-density on-board memory limits the overall performance of a computer system [10].

On the other hand, data centres (previously known as multicomputers) whose performances

are scalable with the number of computer resources have evolved out of the research [11].

Specifically, heterogeneous servers equipped with additional specific resources were widely

adopted in data centres. Meanwhile, mechanisms which enable access to remote memory are

proposed [12]. Heterogeneous servers in data centres have become the solution to the imbalance in

the density of different on-board resources. Access to the remote memory was initially organised

by the communication between local and remote processors. However, to reduce access latency

and bypass the remote processors, remote direct memory access (RDMA) is proposed. The

heterogeneous servers and RDMA have evolved into today’s data centre resource disaggregation.

The disaggregation enables the independent scale-up of different types of resources by

combining computing resources found on physically distributed platforms into a computing

system. With resource disaggregation, data centre operators can upgrade different resources

independently. Resource disaggregation also enables multiplex resources beyond the edge of

the board at the scale of a data centre, which can potentially increase the efficiency of resource

utilisation.

Both the virtualisation and disaggregation aim to project an illusion of machine interfaces.
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FIGURE 2.1. The resource virtualisation and disaggregation of data centres.

However, different methods are adopted by the two concepts to achieve their goal. Virtualisation

tries to isolate computing resources on a single physical machine to form multiple machine

interfaces. Ideally, when using one of the interfaces, the user cannot feel the existence of other

interfaces. On the other hand, disaggregation attempts to combine computing resources on

multiple physical machines to build an interface out of a single machine. The user of the interface

should not feel the location or distribution of the physical resources. In summary, as shown in

Figure 2.1, virtualisation talks about how to transform a single physical machine into an illusion

of multiple single machines, whereas disaggregation discusses how to combine multiple physical

machines to deliver the illusion of a single machine.

While the virtualisation and disaggregation are independent concepts, they can create a

powerful solution to the resource inefficiency of data centres when combined together as shown

in Figure 2.3. The virtualisation technology is able to divide computing resource into fine-

grained virtual infrastructure. With disaggregation, it becomes possible to interconnect these

infrastructure into on demand systems. Consequently, the combination of virtualisation and

disaggregation helps to get every piece of data centre resource involved in the cloud computing.

This chapter reviews the associated technology for the resource virtualisation and disaggrega-

tion. The rest of this chapter is arranged as follows: in section 2.2, the virtualisation technology

is reviewed. Section 2.3 introduces the disaggregation of data centre resources. Especially, the
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FIGURE 2.2. The combined utilization of virtualisation and disaggregation.

virtualisation and disaggregation of FPGA resources is reviewed in section 2.4. And section 2.5

summarises this chapter.

2.2 Resource virtualization

Virtualisation is the most important technology in resource management of data centres. It divides

a physical machine into multiple independent virtual machines by introducing a virtual machine

monitor or hypervisor on top of the hardware platforms. Each virtual machine ideally executes

its own operating system and applications without affecting others. Resource management based

on virtualisation usually includes three steps: prediction, allocation, and migration. These three

steps will be introduced in this section.

As the workloads of data centres fluctuate over time, the allocation of resources appropriate

for a particular time slot may become inefficient in another time. As the following resource

allocation algorithm and virtual machine migration may take a long time, it is hard to deploy

applications immediately. Therefore, the prediction of a data centre’s workload is essential in the

management of its resources.
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2.2.1 Prediction

Jheng et. al. [13] find that the virtual machine (VM) workload has a strong periodicity, so

they predict the workload by tracing the historical workload of each VM in the data centre.

Some researchers notice that not all VMs observe the same workload pattern, thus they try

to classify the VMs. Khan et. al. decompose applications into multiple components and each

component is served by a set of VMs [14]. Algorithms are applied separately to VM sets that serve

different components to predict the workload more accurately. Similarly, Chen classifies the VMs

based on the tenant and finds that workloads from the same tenant are similar [15]. However,

Bobroff states that not all the VMs’ workloads are predictable, i.e., some VMs’ workloads either

lack periodicity or experience random changes over time [16]. Some scholars have put forward

more advanced models. For example, Kashifuddin adopts the chaotic theory in the prediction

of resource utilization [17], while Zhen’s research utilises the Exponentially Weighted Moving

Average (EWMA) model [18].

Although some scholars have suggested various models, predicting the workload of short-

running tasks is still complicated and takes time. In contrast, long-running tasks show a periodic

feature and are more predictable. Consequently, most workload predictions are only applicable in

a relatively static scenario. For a dynamic data centre, it is hard for the prediction algorithm to

come up with an accurate result on time.

Apart from monitoring resource utilisation, methods based on the trace of incoming requests

are also suggested. For example, Vercauteren et. al. [19] trace the number of requests in web

servers that randomly fluctuate over the short-term but exhibit periodic patterns in a diurnal

cycle. Fang et. al. [20] have applied the ARIMA model to predict the short-term workload based

on observing the number of requests. Unlike the resource utilisation of VMs, the number of

incoming requests are easier to predict. However, it is difficult to map the incoming requests

to the actual workload. These requests on the target hardware platforms need to be tested in

advance, which needs additional effort. The interference between collocated requests has also not

been considered, which may complicate the prediction of workloads.

In summary, short-term workloads are challenging to predict. If the data centre is running

applications with very dynamic hardware resource requests, the prediction may become inaccu-
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rate. As the input of the allocation, large prediction errors may mislead the following steps of

resource management.

2.2.2 Allocation

After predicting the workloads, algorithms are required to allocate resources to the incoming

applications. Allocation algorithms are responsible for placing VMs into servers with efficient

resource utilisation ( minimum active physical machines and maximum resource utilisation on

each server).

The placement of VMs is abstracted into a bin-pack problem in [21] [22] as follows:

• Givens: (1) An N number of VMs and the resource demand of each VM. (2) The resource

capacity of each server.

• Obtain: The location of each VM.

• Objective: Reduce the number of active servers.

• Constraints: (1) Each VM is placed on only one server. (2) the utilization does not exceed

the capacity of all servers

Many algorithms exist to solve the bin-packing problem such as Best Fit, First Fit, etc. But

the results of the model heavily depend on the preciseness of the prediction, as any random

events are not taken into account. To solve this problem, Jin et al. [23] classify the resource

demands by VMs into static and dynamic parts. The static demands are treated as a constant

value, while the dynamic demands are formulated as a random number of normal distributions.

Moreover, an additional constraint is added to the aforementioned bin-packing problem: for each

VM resource demand, the under-provision probability should be less than a threshold.

Considering the placement of VMs as a bin-packing problem results in the relocation of all

the VMs. Consequently, the migration of VMs takes a very long time because most VMs need to

be migrated in every time slot. Therefore, in order to reduce the number of instances of migration,

some research suggests a method that can be applied in real time.
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Most real-time algorithms try to rearrange VMs from high-load servers to low load servers

one-by-one. The low-load servers are ordered based on a specific standard. The movement of VMs

is performed starting from the lowest load server on the list, and it continues until the list of

high-load servers is exhausted [24]. This method, however, needs to traverse all type of resources

on every server to find a suitable low-load server, which takes a long time. Therefore, the load

of the server is abstracted into a load indicator function to enable these algorithms in real-time

allocation. However, it is hard to come up with an accurate function to indicate the thorough load

of a server.

In summary, because of the heterogeneous servers and the resource demands of VMs, the

allocation algorithms often need to compare between huge tables with multiple columns. As it

often takes a long time to finish the comparison, having accurate allocation algorithms in real

time becomes difficult. Most allocation algorithms assume that it is impossible to divide a VM

into multiple parts and locate them on different servers. That is the main reason why they try to

compare the VM resource demand tables and server resource capacity tables to find a suitable

placement of VMs. As a result, investigating how to enable distributed VM leads to the concept of

resource disaggregation. The technology of resource disaggregation makes the distribution of VM

possible and helps create faster VM allocations.

2.2.3 Migration

After allocation algorithms, the data centre should be able to evolve into a better optimised

state. Instead of fixing VMs on the server where they were created, VM migration enables the

movement of VMs from one server to another based on the allocation result.

The general idea of VM migration is to copy memory from the source server to the destination

server and keep the function of the VM running as smoothly as possible. For example, while the

memory is moving, the performance of the VMs should not be affected and there should be less

downtime. It needs to be pointed out that, if the VM keeps functioning during the migration to

reduce migration downtime, there will be differences between the source memory and the copied

memory, as the source memory might be updated when the copied memory data is moving. These

differences between source and destination should be handled while VM migration is going on.
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During the migration process, the original memory data is copied first to the destination server.

Then the newly-dirtied data is iteratively transferred to the destination. When the iteration

reaches a specific threshold, the source VM will be stopped. The remaining dirtied data will then

be packed and transferred to the destination server together. Finally, the VM in the destination

server will be activated.

Many technologies are adopted to accelerate the VM migration. For example, to reduce the

network traffic, some research suggests compressing data in the memory before the transmission,

as the memory pages have strong regularity [25]. These methods need to make a trade-off

between computing performance and migration performance, as compression needs additional

computing. High-speed connection technologies can also accelerate the VM migration by providing

a dedicated bandwidth and specific remote direct memory access functions.

VM migration and technologies associated with it explore the handling of memories on a

remote server. These technologies not only enhance the resource virtualisation by accelerating the

migration process but also enlighten the concept of resource disaggregation. Instead of accessing

remote memory for a short time during the iteration of transferring dirty memory data in the

migration, it is also possible to keep accessing remote memory during a VM’s lifespan. However,

this approach has stronger requirements on the performance of the network.

2.2.4 Summary

Virtualisation technology is reviewed in this section. Virtualisation can be divided into three

steps: workload prediction, resource allocation, and VM migration. It is difficult to predict the

short-term workload of data centres with dynamic applications. As it is unable to distribute a

single VM on multiple servers, the allocation algorithms need to handle huge tables that record

different types of available server resources to find a suitable place for a VM. The VM migration

technology explores methods that handle remote memories which become key enablers of resource

disaggregation.

16



2.3. RESOURCE DISAGGREGATION

2.3 Resource disaggregation

To better utilise data centre resources, the concept of resource disaggregation is proposed. Instead

of tightly binding all types of resources (processors, memories, etc.) on a single board, resource

disaggregation tries to connect computing resources located on separated boards into a system.

Ideally, as the location of the resources (local or remote) does not affect the performance of the

resulting system, it would be able to equip a board with a unique type of resource. This feature

can potentially contribute to the operation and upgrading of data centres, as different types of

resource are managed and scaled independently. However, as it is impossible to avoid the overhead

introduced by the interconnect system, performance penalty of resource disaggregation becomes

a fact of life. As a result, combining distributed resources into a system at a low performance cost

becomes the key question in resource disaggregation.

2.3.1 Software support

To demonstrate the concept of resource disaggregation, a software solution of the resource

disaggregation is suggested as an initial step. Regardless of performance, with the software

solution, executing an application on disaggregated resources is possible.

Software systems for memory disaggregation are first implemented. Lim et al. [10] implement

a software prototype with a processor and a remote memory blade linked by PCIe. Instead of

a point-to-point system, a PCIe switch is adopted in [10] to extend the prototype into a many-

to-many system. Apart from PCIe, the FaRM [26] presents a scalable system where servers

are interconnected by RDMA over Converged Ethernet (RoCE) [27]. Then, a complete OS level

solution [28] is proposed as a further step to resource disaggregation.

The software solution aims to provide an efficient system to manage local and remote memory.

It enables the cloud application developer to design and run their program on a resource-

disaggregated environment. However, due to the overhead from the interconnect , applications

that run in the resource-disaggregated environment suffer poor performance, while software

solutions contribute little to performance improvement [29].

17



CHAPTER 2. LITERATURE REVIEW

2.3.2 Hardware support

As the main overhead cost comes from the interconnected system, a data centre network becomes

the key element to reduce the performance penalty from resource disaggregation. As the traffic

previously existing within a server is moved to the external network, bandwidth and latency

become a key requirement in resource disaggregation [30]. Since various additional protocols

such as RDMA are often introduced to support disaggregation, the flexibility of a network is also

another important element.

Optical networks have become a promising solution to address the challenges in resource

disaggregation due to their high network capacity and low energy consumption [31]. Advanced

photonic technologies also enable switching at the optical domain, which eliminates the latency

and energy introduced by electrical switches [32]. However, the advanced photonic technologies

often need specialised optical interfaces. These optical interfaces may introduce challenges in the

board design of the servers as they often require additional power and footprint. Therefore, to be

compatible with the advanced optical network, Chapter 2 proposes new network interfaces that

consider bandwidth density and footprint size.

Due to the non-availability of an optical buffer solution, the packet-level processing of a data

centre network is based on electronic devices. Recent research on packet-level network processing

focuses on increasing the flexibility of the network to make it easier to manage, upgrade, and

evolve. As a consequence, a software-defined network (SDN) is proposed [33].

The SDN tries to decouple the control and data plane of the network. The infrastructure of

SDN is shown in figure, there are two elements, the controllers and the data plane devices. The

data plane devices is a hardware or software element specialized for traffic forwarding, while

the controller is a software element executed by a commodity hardware platform. A SDN device

is based on a pipelined of flow forwarding tables with the following entries: a) a matching rule;

b) actions to be executed after packet matching and c) counters that record statistics of packet

matching. In the SDN devices, a path through a sequence of flow tables defines how packets

should be processed. The possible actions performed on packets includes: 1) forward the packet to

output ports; 2) forward the packet to the controller; 3) drop the packet and 4) forward the packet

to a specific flow table.
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FIGURE 2.3. The overall concept of software-defined network. [33]

The control and management on the distributed data plane of network is centralized in the

SDN. Although the SDN suggests a software control plane only, the software data plane is also

implemented as a complement to the SDN concept. In data centres, software network switches

are often adopted to forward data between virtual machines in the same sever.

Theses software applications on network control and data plane implicates the concept of

network function virtualization (NFV). In the NFV, network functions are treated as software

applications that run in the operating system. So virtualization technology can be applied to

virtualize the network resource. The NFV inherited many advantages from SDN. For example,

network services can be deployed easily in NFV. The NFV also has its own advantages such as

sharing physical network resources to multiple tenants of data centres.

Although running software network applications increases the flexibility of a network, general

purpose processors may limit the performance of these network functions especially on the data

plane. An FPGA, as a reconfigurable device, becomes an outstanding hardware platform to keep

both the flexibility and performance. In Chapter 4, a virtualise system is implemented on the

FPGA platform to deliver a flexible high-performance network function.

2.3.3 The dRedBox

The dRedBox research project is one of the ongoing research projects which investigates resource

disaggregation [34]. It aims to deliver a customisable data centre architecture by introducing
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advanced technologies in optical networks to eliminate the effect from the boundaries of the

server board.

The architecture of the resource disaggregation architecture in dRedBox is shown in figure

2.4 [35]. The disaggregated racks (dRack) contain many disaggregated boxes (dBoxes). Each dBox

includes a set of pluggable disaggregated bricks (dBrick) equipped with a specific computing

resource. Each dBrick can support unique types of resources such as general purpose processors,

memories, or accelerators of a specific application. All dBricks are able to have a direct connection

to other dBricks through electronic or optical switches. The optical circuit switches mainly connect

dBricks located on different dBoxes, while the electronic crossbar switch is responsible for the

connection between dBricks on the same dBox.

Apart from the main computing resource, as the glue logic between dBricks and dBoxes, each

dBrick is also equipped with a reconfigurable system to deliver on-demand high-performance

network functions such as network interfacing and network switching. For example, the reconfig-

urable system needs to provide RDMA protocols when it is interfacing processors with memories

and IP protocols when interfacing processors with end users. In Chapter 3, a reconfigurable

system to deliver on-demand network functions is implemented and will be adopted as the glue

logic between the dBrick and dBoxes.

Each dBrick is also equipped with an onboard optical transceiver. To minimise the footprint

size and power consumption while increasing bandwidth, an optical transceiver based on ad-

vanced silicon photonic technology is tested in Chapter 2. The adopted optical transceivers and

the optical switches enable a scalable, transparent dBrick-to-dBrick interconnect system with

ultra-low latency and high bandwidth.

2.3.4 Summary

The data centre resource disaggregation is reviewed in this section. Software solutions are first

proposed to enable the concept of resource disaggregation. They mainly focus on the management

of the data in remote memory. Most software solutions have a strong requirement on the network.

Therefore, a high-performance data centre network is established by introducing advanced

interconnect technologies. To increase bandwidth, the optical network is introduced. The SDN
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FIGURE 2.4. The structure of the dRedBox data centre resource disaggregation
system.[35]

and NFV are also introduced to increase the flexibility of the network.

2.4 Management of FPGA resources

The FPGA devices have been adopted in data centres as reconfigurable resources. Due to their

extreme customisation feature, FPGA devices are widely adopted to support high-performance

applications that need non-recurring hardware accelerators. Two types of usage of FPGA re-

sources can be observed in the data centre. Firstly, the FPGA performs as a kind of equipment to

enable data centre such as network switches or accelerators of specific processes. The second is

as a kind of general computing resource which should be delivered to end users directly.

Similar to the memory, the management of FPGA resources is also based on virtualisation

and disaggregation. FPGA resources should be isolated and shared properly in virtualisation,

while it should be able to combine distributed FPGA resources to compose an on-demand system

in disaggregation. Unlike the memory, however, functions deployed on the FPGA resources are
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sensitive to their physical location. In other words, inappropriate places and routes may result in

failed timing in the FPGA while the location of the program in the memory does not make any

difference.

Therefore, additional architecture is required to reduce the effect of the location when manag-

ing FPGA resources. In this section, architectures or systems of virtualisation and disaggregate

FPGA resources are reviewed.

2.4.1 Virtualisation of FPGA resources

FPGA resources should be isolated and shared by multiple tenants in virtualisation. Partial

reconfiguration becomes a key enabler of virtualisation of FPGA resources, as it is able to

configure a part of the FPGA while it keeps the rest working [36].

The initial effort for partial reconfiguration is reported in [37]. It tries to modify the bit

width of multipliers. Because there are overlap in the logic used by several version of multipliers,

researches tries to propose methods to only configure the non-overlapping part of the design to

reduce the reconfiguration time. Although tools are developed to identify the overlap parts of the

circuit and set the reconfiguration parts automatically [38], companies finally develop tools to

make FPGA designers to predefine reconfiguration circuits manually. Also the interface between

static and dynamic regions should be predefined and is not reconfigurable at run time because it

is made through fixed-location LUT.

Apart from hardware implementation, swapping circuits at run time requires software man-

agement. This software needs to consider the size of the reconfigurable region, the performance

improvement and the overhead to perform the reconfiguration [39]. The sequence of reconfigura-

tion can also be optimized to reduce the overall application latency. The operating system level

design to support for placing portions of an application in FPGA then appeared [40]. The FPGA

is treated as a co-processor and its reconfiguration are scheduled as software threads of execution

[41].

A number of cloud applications has shown benefits of using partial reconfiguration. For

example, [42] shows using partial reconfiguration to update the sorting algorithm for large data

sets can accelerate the overall data sorting. The partial reconfiguration also helps to develop
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network applications for protocol and packet filtering modules in network virtualization [43]. It

is also used to accelerate SQL database query operations in [44] and FPGA can be reconfigured

in milliseconds to enhance performance.

With partial reconfiguration technology, it would be able to partition FPGA resources into

many regions and change the function of each region based on requests from users. However,

there are two limitations in the partial reconfiguration technology that need to be considered

in the virtualisation architecture. First, instead of allocating in runtime, reconfigurable regions

should be pre-set in the design’s early stages. Secondly, whatever functions are plugged in, the

interface (the number and direction of pins) of reconfigurable regions must not change.

The basic architecture to virtualise the FPGA resources is suggested in [45] as shown in

Figure 2.5. The run-time module controller acts as the orchestrator of the complete system. The

bus is connected with the controller through the arbiter. The arbiter is responsible for controlling

the data flow. Functional modules can share data with each other through the bus. A standard

interface module named Bus Com is proposed to ensure that every partial reconfigurable module

has a uniform interface towards the static region. The partial reconfiguration is performed in the

internal configuration access port (ICAP) on the lower-right side of Figure 2.5. The compressed

partial bit stream is loaded from the flash memory and pushed to the ICAP after decompression.

By using partial reconfiguration, FPGA resources are partitioned into several regions, and

each of the regions can perform different functions independently without affecting another. In

addition, a bus structure is applied to enable data transfer between reconfigurable and static

regions. The bus structure defines a uniform interface for the reconfigurable regions. Additionally,

it also shares resources in the static region such as controllers and I/Os to all reconfigurable

regions.

This architecture was originally adopted in an automotive system to deliver functions such as

cabin control and rear-view mirror control. The system includes four reconfigurable regions, and

the bus is designed for acknowledgement instead of data movement. As it suggests a dynamic

architecture that can deliver on-demand FPGA functions, this architecture has been utilised

in many fields which need a reconfigurable high-performance system. The basic architecture

has been modified as well according to the feature of different applications. For example, this
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FIGURE 2.5. The basic architecture of the system suggested in [45].

architecture is adopted for video processing in [46]. Two processors are included in the system.

One of them is for control of the reconfigurable system, while another one is for the software

support of video processing. A memory-mapped bus is also used for data movements between

plugged-in modules.

Apart from video processing, the architecture in Figure 2.5 is also used in the processing of

network traffic. Because of its stream processing feature, this architecture is able to deliver a high

bandwidth and dynamic data plane in recent flexible network architecture technologies [47]. For

example, [47] attaches the network interface to the interconnect system and implements partially

reconfigurable hardware routers. A bus that supports a 1-Gbps throughput is implemented.

Software routers are also deployed in the processor to run as a complementary system during the

partial reconfiguration.

Much research has been done to enhance the architecture in Figure 2.5 while applying it

in different domains. A network-on-chip system is deployed in [48]. As the timing requirement
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between reconfigurable regions is released, the network-on-chip helps support more reconfig-

urable regions and finer-grained partition on the FPGA resources. [49] also suggests allocation

algorithms that properly place the reconfigurable regions. The algorithm is able to automatically

determine a suitable size and location for each region, and timing constraints in the interconnect

system are also considered. [50] and [51] also propose algorithms in the control system that

schedule the reconfigurable function in real-time. As these schedule algorithms avoid manually

downloading partial bitstreams, they further virtualise the FPGA resources in a time-sharing

way.

FIGURE 2.6. The design principle of the virtualisation system of FPGA resources
summarised in [52].

Although the basic architecture becomes complicated after contributions from many functional

domains, [52] has summarised the generic design principle of the reconfigurable architecture. As

shown in Figure 2.6, three elements should be included:

• Functional blocks

These functional blocks are able to partition the FPGA resource according to the deployed

functions. These functions and their associated FPGA resources should be shared with

users after virtualisation.
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• Configurable interconnection

The interconnect system shares data between functional blocks and the external world. It

shares routing resources to multiple functional block connections. Shared data is registered

and arbitrated in the interconnect system to ease the timing requirement. Therefore, it can

reduce the location effects of the functional blocks.

• Configuration Management Engine

This engine orchestrates the complete system. It updates the port-map of the interconnec-

tion and triggers the reconfiguration of functional blocks. It also interfaces the entire FPGA

system to the software part.

FPGA resources can be virtualised by following these elements, as they can be managed in a

way similar to virtual memory [53]. Based on these principles, a system that virtualises FPGA

resources is established and introduced in Chapter 4. In addition, network stream processing

functions can be deployed on the virtualised FPGA platform to demonstrate advanced network

technologies such as network function virtualisation.

2.4.2 Disaggregation of FPGA resources

When cloud applications are disaggregated and deployed on distributed resources, a virtual

platform that combines multiple resources is often delivered. This section reviews research and

technologies that combine distributed FPGA resources into a single virtual joint platform.

In [54] and [55], an architecture that attempts to integrate distributed FPGA resources is

proposed to support the Bing web search engine. As shown in Figure 2.7, there are two planes in

the architecture: a CPU server plane and a hardware acceleration plane. Links between the two

planes are enabled by both a Gen3 PCIe interface and a 40-Gbps Ethernet connection. Internal

Ethernet links also exist inside each plane. Cloud applications can be distributed on both planes

(web search ranking in Figure 2.7). They can also be found on a single plane but with multiple

boards (others in the Figure 2.7). This section classifies research in combining FPGA resources

based on two types of systems: a)systems that combine FPGA resources through processors.

b)systems that combine FPGA resources directly through networks.
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FIGURE 2.7. The disaggregation system for FPGA devices suggested in [55].

In systems that combine FPGA resources through processors, FPGA resources act as com-

plementary accelerators that are attached to general purpose processors. The hardware support

of this kind of system is based on the system-on-chip technology or PCIe interfaces. The Xilinx

SoC adopts memory-mapped AXI interface for communication between a processing system and

programmable logic. The PCIe interfaces are also memory-mapped systems. Therefore, from the

perspective of a processing unit, programmable logic can be accessed as a piece of memory.

Consequently, the software support offered by the resource disaggregation through processors

tries to apply traditional methods to efficiently manage memories. In [56], the FPGA resources

are integrated with the Openstack. The system is mainly designed for stream processing. The

data communication between processors and each reconfigurable regions is enabled by a standard
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memory-mapped interface. A basic library to access control registers or to move memory data

in the reconfigurable regions is developed. The Openstack is also adopted in the IBM FPGA

cloud system [57]. In addition, IBM developed a hardware scheduler system to reconfigure the

FPGA inside the Openstack scheduler. Other than Openstack, a management system designed

specifically for FPGA resources called RC3E is proposed in [58]. Functions in the centralised

hypervisor system such as job scheduler, compute nodes manager, and user interfaces are

developed. The cloud-wide FPGA design that includes HLS is also introduced in RC3E [59].

As the FPGA is considered as an accelerator beside general purpose processors, FPGA

resources are accessed in a memory-mapped way in the disaggregation system that combines

resource through processors. Mechanisms and architecture in standard data centre resource

management solutions can still be utilised by changing the interface from DDR or SATA to PCIe

or AXI. However, high-bandwidth heterogeneous parallel processing is one of the features of

FPGA resources that stands out the most. In the system combine resources through processors,

data moving between FPGA resources have to go through memory-mapped interfaces (between

processor and FPGA), which extremely limits the performance of the final combined FPGA

systems. Therefore, disaggregation solutions that combine FPGA resources directly through

networks are also required.

In systems that combine FPGA resources directly through networks, similar to the disaggre-

gation of memory, the optical network is also adopted. For example, in the Bing search engine,

a 40-Gbps QSFP interface is established to enable direct communications with other FPGAs

[60]. A lightweight transport layer network processor is also developed. It reduces the latency

by eliminating the packet reorder features in a standard TCP/IP network. Another attempt

comes from IBM [61]. Standard layer 2 and layer 3 protocols are implemented. Furthermore,

memory that is attached to the FPGA is also partitioned and allocated to each reconfigurable

region by introducing a hardware memory manager [62]. In addition to the development of a

fundamental structure on a single FPGA, [63] tries to establish a global management system

that combines multiple FPGA devices by introducing the service chains concept from network

function virtualisation. It aims to deploy pipelined functions for stream processing (instead of

memory-mapped processing). Technologies in programmable networks such as OpenFlow are
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utilised to guide data streams to on-demand FPGAs in a specific order.

The FPGA, as a flexible resource, needs runtime configuration. The configuration (update

control registers or download bitstream) on multiple FPGA devices is performed through vertical

systems in most research. For example, in the BORPH [64] system, the configuration of a

control register is triggered by a central controller and through an on-board bus. The BORPH

is designed for configuration on multiple FPGA devices but within the board [65]. The network-

wide configuration is often integrated with existing data centre management systems that are

triggered by a central orchestrator as reviewed in the vertical FPGA resource disaggregation

system. During the configuration, as the FPGA blocks that will be updated cannot function, the

data flow should be buffered. As a result, the process on data flow between FPGA resources

involves waiting - from sending a configuration request to receiving a configuration success

response which can last for at least several microseconds. To reduce the configuration time

on multiple FPGA resources, this thesis introduces a new configuration method in Chapter 5.

The configuration is triggered by network packets through a horizontal resource disaggregation

system instead of a vertical system.

2.5 Summary

This chapter has reviewed the research and technologies involving managing data centre re-

sources. Data centre resource management can be classified into two categories (virtualisation

and disaggregation) based on the purpose. Virtualisation aims at properly partitioning a single

physical platform into multiple virtual environments, while disaggregation attempts to combine

distributed resources into a complete system.

The development from virtualisation to disaggregation is then reviewed. In the virtualisation

of data centre resources, there are three steps: prediction, allocation, and migration. It is difficult

to predict short-term resource utilisation in most algorithms. This inaccuracy may affect the

result of the following steps, especially when the resource requirements of cloud applications are

highly dynamic. In the allocation, most algorithms assume that only local memory is accessible.

Therefore, they try to find out an optimised virtual machine placement that balances the utilisa-
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tion of all types of computing resources (CPU clock cycles or memory) on each server. After the

initial allocation, the process of migration is performed in the runtime of applications. During

the migration process, researchers try to synchronise the memory of the source and destination

servers for a certain period. This process hints at the key technology of memory disaggregation

(accessing the remote memory). To support memory disaggregation, software solutions are first

suggested. However, researchers find that a high-bandwidth low-latency connection is required

to make the remote storage act like a piece of memory. Therefore, an optical networks is sug-

gested as it is able to provide direct point-to-point low-latency connections. The bandwidth of an

optical network depends on the integration of optical transceivers, where the footprint and power

consumption of the optical transceivers should be taken into consideration. Therefore, Chapter 3

establishes a network interface where high-bandwidth optical transceivers are integrated with

small footprint and power consumption.

The virtualisation and disaggregation of FPGA resources were introduced in Section 2.4. The

virtualisation of FPGA resources can be based on the architecture that is shown in Figure 2.5. It

can be summarised as a set of functional blocks that are linked by a configurable interconnect

system. Based on this design principle, this thesis establishes a virtualisation system of FPGA

resources which will be introduced in Chapter 4. The disaggregation of FPGA resources is then

reviewed. It can be classified into vertical and horizontal systems. Vertical systems aim to develop

a centralised resource manager that abstracts and simplifies the configuration (including updated

registers and download bitstreams). The horizontal system attempts to develop boundless links

between each FPGA device. In Chapter 5, in lieu of vertical configuration, a network protocol and

associated processor that delivers horizontal configuration with a low downtime is developed.
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HIGH PERFORMANCE NETWORK INTERFACE FOR RESOURCE

DISAGGREGATION

3.1 Introduction

In response to the growing data centre workload, in addition to buying more racks and servers,

improving the data centre architecture is also suggested. For example, instead of CPU-centric

architecture, the Hewlett Packard company suggests server racks with massive stores of dense,

energy-efficient memory which are dedicated to providing storage services. To efficiently make

use of data centre resources, resource disaggregation is also suggested in the dRedBox project

[66].

The greatest burden of the scale-up of data centres falls on the network. Current data

centres may consist of hundreds of thousands of servers arranged in a hierarchical tree-based

structure [67]. All servers should be able to communicate with others through high-performance

connections. Recent research findings suggest that over 70% of data exchange traffic remains

within the data centre for intra-data centre communications [68].

Furthermore, new data centre architectures also have a strong requirement with the network.

As [69] suggests, servers with high-density computing resource occupy more capacity in the data

centre network. A high-performance network also acts as a key enabler of data centre resource
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disaggregation, as communication that was previously contained within a server is now provided

by the external network [70].

Optical networks have a high potential to meet the requirements of recent large-scale data

centres or new data centre architectures. Although fibre consumes much less energy than copper

cable, high-bandwidth optical transceivers remain power-hungry modules on the server [32].

Current commercial off-the-shelf servers only include one or two SFP+ cages for a 10-Gbps

interface. However, advanced data centre architecture requires a more powerful interface to

establish high-bandwidth and low-latency connections between a large number of endpoints to

support newer data centre architecture.

Optical transceivers with advanced photonic technologies have been invented to support high-

capacity networks, efficient energy consumption, and coordination with fast electronic devices.

In this chapter, a prototype network interface is developed to support data centre resource

disaggregation. The contribution of this chapter is outlined as follows:

• Under the new network interface, recent optical transceivers based on silicon photonic

technology are combined with FPGA devices.

• Related equipment, experiment, and skills which are used to combine the optical transceiver

with the FPGA are introduced.

• By connecting the new implemented network interface with the optical switch, the prototype

of a pure optical data center network is established.

• Based on the prototype of the pure optical network, the feasibility of data centre resource

disaggregation is also evaluated.

The rest of this chapter is organized as follows. Section 3.2 introduces the motivation for using

advanced optical transceivers in the developed network interface. Section 3.3 introduces the

experiment to combine the transceiver with the FPGA and build the network interface. Section

3.3 introduces the experiment set-up. Section 3.4 presents the result of the experiment and

analyses the feasibility of resource disaggregation. Section 3.6 provides a conclusion for this

chapter.

32



3.2. MOTIVATION

3.2 Motivation

Two elements of optical transceivers can physically limit the bandwidth of a server’s network

interface: energy consumption and footprint dimension.

The data centre needs a large amount of power to function. Google reports that they contin-

uously draw 260 megawatts of power to run their data centres [71]. Energy efficiency becomes

a significant parameter of a data centre due to its economic and performance impact. Power

bills become the most important expense of a data centre. On the other hand, techniques that

reduce electricity usage of data centres also tend to reduce performance. As such, it points to a

complex trade-off between energy consumption and performance. More optical transceivers are

often included in the servers to support higher bandwidths. However, more optical transceivers

integrated into the servers increase the servers’ energy consumption.

Another restriction of optical transceivers involves the dimension of the footprint. Recent

silicon fabrication with nanometre-scale accuracy has the ability to integrate large amounts

of computing resources into the server. An increasing number of optical transceivers are nec-

essary to support high bandwidth inter-server communication between these resources. The

footprint dimension of the transceiver becomes important in order to include high-density optical

transceivers on the server board.

The standards for 40/100-Gbps optical transceivers are CFP4 and QSFP28, both of which,

have already been commercialised. In addition to standard transceivers, optical transceivers

based on advanced silicon-photonic technology have also been invented. In this chapter, the

OptoPHY transceiver is applied and analysed.

Table 3.1: The resource utilisation of the protocol processor

Module QSFP28 CFP4 OptoPHY

Line rate (Gbps) 4x25 4x25 8x25

Hot pluggable 3 3 5

Dimension (mm) 18x52x8.5 22x92x10 36x28x12.8

BW volume (Mbps/mm3) 12.6 4.9 15.5

Power (W) 3.5 5 5.6

Energy efficiency (pj/bit) 35 50 23
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The parameters of the CFP4, QSFP28, and OptoPHY are listed in Table 3.1. The bandwidth

volume and energy efficiency of the three optical transceivers have also been calculated. For the

bandwidth volume, the OptoPHY is able to support higher bandwidths using a smaller volume.

The OptoPHY also has better energy efficiency. The only limitation of the OptoPHY is that it is

not hot-pluggable. The OptoPHY should be fixed and mounted on the board, whereas the CFP4

and the QSFP28 have a standard cage on the board to support the hot-pluggable feature.

Therefore, this chapter establishes a prototype network interface by combining the OptoPHY

transceiver with an FPGA device. With the implemented network interface, this chapter aims

to test whether new optical products equipped with advanced silicon photonic technology are

able to support new data centre architectures and evaluate the feasibility of data centre resource

disaggregation.

3.3 Experiment

This section introduces the testbed and experiment. Specifically, the prototype network interface

is introduced first. The OptoPHY and FPGA are set up in the prototype. For comparison, the

SFP+-based platform is also established. Then the related technology and skills needed to build

the network interface and measure the results are introduced.

3.3.1 Testbed set up

Figure 3.1 illustrates the setup of the experiment. The FPGA is used to emulate the network

interface of the end server. The gigabit transceiver (GT) module in the Xilinx IBERT needs a

reference clock. Thus, another board with a Si5341 chip is used to provide a reference clock to

the FPGA (200MHz and 312.5MHz for 16Gbps and 25Gbps, respectively). The Xilinx IBERT is

deployed in the FPGA to measure the bit error rate. The OptoPHY optical transceiver is set up

in the experiment to enable communication between the FPGA and the optical network. It is

controlled by the Luxtera Control Suite. The power that is received can be monitored through the

Luxtera Control Suite, and the clock data recovery (CDR) on the OptoPHY can be enabled here.

An optical switch is also established to act as the optical data centre network. The port map of
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the optical switch is controlled through a serial interface from any terminal tools (such as PuTTY

or TeraTerm). A network traffic generator is also connected to the optical switch in order that

more diverse traffic can be sent to the system.

FIGURE 3.1. The testbed set up of the OptoPHY transceiver. (a) The structure of the
testbed. (b) the Photo of the testbed.

The SFP+ is a common optical transceiver in current data centre servers. Therefore this

35



CHAPTER 3. HIGH PERFORMANCE NETWORK INTERFACE FOR RESOURCE
DISAGGREGATION

chapter sets up the SFP+ to make a comparison with the OptoPHY transceiver. As shown in

Figure 3.2, a Polatis 48-port single-sided all-optical switch module was established as the optical

backplane. A NetFPGA SUME with low-cost SFP+ (LRC 10km, 1310nm) has been set up to serve

as the traffic analyser. The Xilinx IBERT has been configured on the FPGA to collect the results.

The bit error rate (BER) eye diagrams at different locations were also collected.

FIGURE 3.2. The testbed set up of the SFP+ transceiver.

3.3.2 Technology and skill

The feasibility of combining the OptoPHY with servers is evaluated by testing the quality of the

optical link. This part introduces tools that can test the quality of the link from the FPGA chip.

The Xilinx IBERT is an IP core that measures the BER of on-chip transceivers to test the quality

of a physical link. Utilising the Xilinx IBERT often involves the following steps:

1. Decide the frequency of the reference clock

2. Choose the number of GT channels

3. Set the PIN numbers of the GT channels and the reference clock

4. Test the IBERT independently and test the link

5. Read the eye scan diagram
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3.3.2.1 Decide the frequency of the reference clock

The frequency of the reference clock must be set during the initial design of the Xilinx IBERT,

before synthesis. The frequency of the reference clock to be set should be the same as the frequency

of the clock source to be used. The Xilinx gigabit transceiver often needs an independent reference

clock. Moreover, it does not use the general system clock. However, just like the general system

clock, the reference clock also comes from the PIN of the FPGA chip. The PIN for reference clock

can be connected with an on-board clock source or with a clock source from the clock generator

outside the board. There is no requirement on the frequency of the external clock, but it should

be connected through the SMA or Bullseye connector and follow the LVDS standard. For a 10

Gbps 64bit system, the reference clock will be 156.25 MHz.

3.3.2.2 Choose the number of GT channels

The number of GT channels should also be set prior to synthesis. The GT channels are used to

connect peripherals to FPGAs through serial interfaces. Each channel is connected with a pair

of differential ports of the chip. The maximum data rate depends on the type of GT (e.g. GTX,

GTH, GTY). The required number of the GT channels depends on the connected peripheral. For

example, SFP+ needs a 10-Gbps interface; thus, it only needs one GT channel. The OptoPHY

can support a maximum of 8x25 Gbps; thus, it needs 8 GTY channels to be able to run at its

maximum performance. When both the frequencies of the reference clock and the number of GT

channels are set, the Xilinx IBERT can be synthesised.

3.3.2.3 Set the PIN numbers of the GT channels and the reference clock

Like the design of other FPGA projects, the PIN of the Xilinx IBERT on the chip should be located

after synthesis. The allocation of GT channels is the same as the allocation of other PINS. By

finding the GT section in the user guide or schematic of the target board, the connection between

the GT channel (a pair of differential pins) and the peripherals will be listed. However, allocating

the reference clock is complicated because the clock structure of the GT itself is complicated.

Figure 3.3 illustrates the clock structure of the GTs. Every four GT channels are physically

located together as a group or QUAD in Xilinx FPGA chips. A quad of channels (four channels)
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shares two pairs of differential reference clocks (GTREFCLK0, GTREFCLK1 in Figure 3.3). In

7 series, each quad of GT channels can also use reference clocks from its physically-adjacent

QUADs (GTNORTHREFCLK, GTSOUTHREFCLK). The PIN number of the reference clock of

each QUAD can be found in the GT section of the user guide or the schematic of the board. There

is no need to set the value of QPLLREFCLKSEL in Figure 3.3 when using GTs because this

value will automatically be set according to the PIN location of the reference clock in the routing

state of implementation.

FIGURE 3.3. The clock structure of the Xilinx gigabit transceiver.

3.3.2.4 Test the GT module and the link

After the implementation and bit file generation, the Xilinx IBERT can be performed to test GT

modules and the physical or optical links. Some options are available in the IBERT which help

users validate the link and collect results.

There are two types of loopback tests: near-end test, and far-end test as shown in Figure 3.4.

The GT channels can be tested by internal monitors in the near-end test. An external analyser

can also be used to test the channels. The loopback mode can be selected in the hardware manager
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of the Xilinx Vivado.

FIGURE 3.4. The loopback mode in the Xilinx IBERT. (a)Near end loopback. (b)Far end
loopback.

In addition to the BER of the physical link, the IBERT can report more detailed information

about the link in the eye diagram. A typical eye diagram collected by the Xilinx IBERT is shown

in Figure 3.5. The Y-axis of the diagram represents the voltage, while the X-axis represents the

time within a unit interval (the time during a period of cycle of the received signal). The point of

origin (0,0) is located in the middle of the diagram. The bit error rate of the origin point will be

counted as the BER of the received signal in the Xilinx IBERT.

FIGURE 3.5. A typical eye diagram collected by the IBERT.

The bit error rate of other points can also be collected and be shown in the eye diagram. The
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IBERT is able to move left or right of the sample point by sampling the received signal earlier

or later in the cycle. The IBERT can also move the sample point up or down by sampling the

received signal in a higher or lower voltage. The bit error rate of all the sample points can be

collected as an array of values. This array is converted into figures and is shown in the eye

diagram. Blue means a lower bit error rate value and red means a higher value. A large blue

area in the middle means the physical link is reliable. Otherwise, the physical link can easily be

affected by unknown random events in the environment.

3.4 Result

This section demonstrates the results of the experiment. In order to meet the performance

requirement of data centre services, optical networks should be able to deliver high-quality

signals. Thus, the bit error rate of the OptoPHY transceiver is first collected and compared

with the traditional SFP+. To support advanced data centre architecture such as resource

disaggregation, complex network topology must be supported. Therefore, this chapter evaluates

the scalability of the prototype network interface. The network latency of Ethernet layers is also

measured to analyse the performance of higher layers.

3.4.1 Optical transceiver result

The OptoPHY runs at 16Gbps and 25Gbps respectively, and through a number of optical switch

cross-connections. The bit error rate of SFP+ is also collected for comparison. As shown in Figure

3.6, the OptoPHY transceiver at 16 Gbps is able to deliver a 2-dBm improvement compared to

SFP+ while achieving error-free (1E-12-bit error rate). Also, when the clock data recovery is

enabled at 25 Gbps, the OptoPHY can offer an improvement of approximately 1 dBm.

3.4.2 Optical switch result

The established network interface enables direct high bandwidth connections between servers

and optical networks. To evaluate the performance of the overall network, a prototype network

that combines the new network interface with optical switches is set up. The power and the BER
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FIGURE 3.6. The bit error rate (BER) of the OptoPHY and SFP+ optical transceiver.
Lines that closer to the bottom-left have better BER.

of the received signal are measured as shown in Figure 3.7. The optical switch introduces an

average power loss of approximately one dBm per hop. The SFP+ can support a maximum of four

hops while the signal sent by the OptoPHY can still be detected at the seventh hop.

This chapter evaluates the scalability of the proposed optical data centre network based on

the result of the optical switch. The relationship between the bit error rate and the number of
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FIGURE 3.7. The loss of power of the optical switch.

hops is shown in Figure 3.8. In the evaluation, the bit error rate 1E-12 is adopted as the error-free

threshold because bit error rates lower than 1E-12 do not need frame error corrections in the

Ethernet system (which introduces hundreds of nanoseconds of latency).

The SFP+ transceiver can offer an error-free signal over two hops of the optical switch. It

corresponds to 94 end points as shown in Figure 3.9. The OptoPHY at a 16-Gbps transceiver can

support seven hops of error-free optical links, which corresponds to a 5-tier network with more

than 5,000,000 end points as shown in Figure 3.9. Furthermore, the OptoPHY running at 25

Gbps can still deliver four hops to support a two-tier network with more than 2,300 end points as

shown in Figure 3.9. The results indicate that OptoPHY is able to offer high scalability to data

centre servers compared to the traditional SFP+.
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FIGURE 3.8. The relationship between the hops and the BER.

3.4.3 Ethernet layer result

This chapter also builds a standard 10G-Ethernet interface by combining the OptoPHY with

FPGA devices, and a 10G-Ethernet switch is also built based on the implemented 10G-Ethernet

interface. As shown in Figure 3.10, the latencies of both the OptoPHY and the SFP+ transceiver

are measured. The network interfaces built with SFP+ and OptoPHY have similar latencies.

3.5 Limitation

Although the experiment and research were carefully prepared, limitations and shortcomings

still need to be mentioned.
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FIGURE 3.9. The scalability of a multi-tier network. (a) A tier 1 network can support
around 100 end points. (b) A tier 2 network can support around 2300 end points.
(c) A tier 5 network can support more than 5,000,000 end points.
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FIGURE 3.10. The measured latency at the Ethernet layer.

First, in Chapter 3, the experiments for the SFP+ optical transceiver and OptoPHY transceiver

were conducted at different times and locations. The experiment for the SFP+ transceiver was

conducted in August 2016 in Bristol, while the experiment for the OptoPHY was conducted in

March 2017 in London. As environmental factors such as temperature may have an impact on

the physical links, it may make a slight difference in the quality of the received signals.

3.5.1 Summary

In summary, OptoPHY transceivers are able to deliver a better signal quality than the SFP+s that

are widely utilised in servers, and both kinds of transceivers have a similar layer 2 performance.

With better quality, signals sent by OptoPHY are able to reach more endpoints after more hops.

It is able to significantly increase the scalability of servers and make resource disaggregation

possible.
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3.6 Conclusion

To support the rapidly-growing data centre workloads, new data centres require networks with

higher bandwidth and scalability. This chapter demonstrates a prototype network interface

equipped with optical transceivers based on advanced silicon photonic technology. The proposed

network interface is able to offer high-bandwidth density to servers. Related technologies to set

up the network interface are introduced. This chapter has also combined the network interface

with an optical switches to evaluated the feasibility of resource disaggregation. The result has

shown that recent advanced optical transceivers and switches are able to support multi-tier

networks with a large numbers of endpoints.
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THE VIRTUALISATION OF RECONFIGURABLE FPGA RESOURCES

4.1 Introduction

Due to their flexible and parallel processing features, the reconfigurable resources act as flexible

accelerators that improve the performance of data centres. To apply the reconfigurable resources

in the data centre environment, the virtualisation of reconfigurable resources is required. To con-

veniently share reconfigurable resources to users, they should properly be isolated and partitioned.

Therefore, this chapter explores architectures that virtualise reconfigurable resources.

On the other hand, with the development of computer networks, people find it challenging

to deploy new network technologies, services, and protocols in the internet environment as

the current internet infrastructure is hard to manage, upgrade, and evolve. In this situation,

the software-defined network (SDN) is proposed to explore innovations in network design and

operations [72].

The SDN proposes to centralise network control and introduce the ability to program the

network. As the network is defined by software applications that are designed and executed in

operating systems running on general purpose processors, the capital and operational expendi-

tures to manage and upgrade networks can be reduced. As a complement to the SDN, network

function virtualisation (NFV), instead of running network applications on real operating systems,
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suggests running these applications on virtual machines [73]. Thus, the hardware resources of

the network can be isolated and shared.

Although running software network applications on operating systems increases the flexibility

and programmability of network services, general-purpose processors can limit the bandwidth of

these network applications, especially on data planes. To maintain both the programmability and

bandwidth of network services, the FPGA being a reconfigurable device is another outstanding

reconfigurable hardware platform for NFV, especially in the virtualisation of network data planes.

FPGA is also a type of useful resource in data center. There are direct feedbacks from the

commercial market: comparing to CPU, FPGA can improve the performance significantly, while

comparing to GPU, FPGA need much less power. These advantages of FPGA help to reduce

the operational cost of a data center. There are also more potential benefits which have not

been seen from the commercial market. For example, it would be very easy and fast to upgrade

high performance functions to newest version, prototype cloud data processing can be test and

validated first on the FPGA resources.

To keep the advantage of NFV that shares hardware resources with multiple network ser-

vices, the FPGA hardware platform needs to be virtualized before delivering network functions.

However, the virtualisation of FPGA resources is not as mature as the virtualisation of general-

purpose processors.

This chapter explores the virtualisation technology of FPGA resources to deliver high-

bandwidth virtual network functions. An NFV platform is implemented in this chapter to deliver

network data plane stream processing on virtualized FPGA resources. The contribution of this

chapter includes the following:

• Architecture that virtualises FPGA resources is implemented. In the proposed architecture,

the technology of partial reconfiguration and on-chip interconnect is applied to isolate

FPGA resources. FPGA resources can also be directly attached to the 10G Ethernet without

involving processing units in the network data plane.

• The on-chip interconnect system in the proposed architecture is evaluated and compared

with the existing interconnect system.
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• A reconfiguration process that is able to switch partial reconfigurable network functions in

real time and in a packet loss-free manner is proposed and demonstrated.

The rest of the chapter is organized as follows. First, Section 4.2 introduces the background.

Section 4.3 provides and explains the overview architecture of the proposed platform for re-

configurable network stream processing. Section 4.4 evaluates the on-chip interconnect in the

proposed system. Section 4.5 compares the proposed reconfiguration process with a typical par-

tial reconfiguration process. Section 4.6 demonstrates the experiment to validate the platform

and demonstrate the proposed reconfiguration process. Finally, Section 4.7 provides concluding

remarks for this chapter.

4.2 Background

The SDN is a network paradigm that aims to decouple the control plane and data plane of the

network. The SDN enables centralised control and management on the distributed data plane of a

network [74]. The SDN also suggests a standard software control plane which can be independent

of its hardware [33]. Although the SDN only suggests a software control plane, a software data

plane is often adopted as a complement of the SDN concept. Especially, in data centres, software

network switches are often used between virtual machines that are deployed on the same server

[75].

These software applications on network control and data plane enlighten the concept of an

NFV. Network functions are no longer treated as functions of an ASIC-based hardware platform

built with specific purpose. Instead, they are now software applications that run on the operating

system of general purpose processors. Therefore, virtualisation technology in computer systems

can be applied to isolate and share network resources with multiple tenants [76]. The NFV

first proposed to virtualise the control plane by using SDN technology. Then, both the control

and data planes of a network function are virtualised to deliver various network services such

as firewalls and load balancers. Furthermore, services beyond the OSI application layer (such

as video processing services) are suggested to complement NFV especially in a data centre

environment [77]. The NFV inherited many of the SDN’s features and advantages. For example,
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network services can be fast and easily deployed by using NFV technology [78]. The network

can be adjusted based on real-time traffic and the requirements of network services. Moreover,

NFV also has its unique advantages such as its ability to share physical network resources with

multiple tenants [76].

FIGURE 4.1. A typical infrastructure of NFV and the service chain.

Figure 4.1 shows a typical NFV infrastructure in data centres. Servers are the common

hardware platform of NFV in data centres [79]. The software that enables the virtualisation of
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servers is called a hypervisor (also known as virtual machine monitor) [80]. The hypervisor is

responsible for isolating and allocating physical resources on the computing platform to individual

virtual machines (virtual network function containers). The hypervisor in NFV is often specialised

for network virtualisation. For example, the hypervisor is often equipped with a hardware or

software network switch. Services deployed on virtual machines can be connected based on the

demand of users to build a chain of services as marked in the red line of Figure 4.1 [81].

Although moving network functions from hardware to software decouples functions from

its physical platform, it reduces the performance of network functions. Therefore, additional

hardware accelerators are often required by the network to meet performance requirements.

Moving back to ASIC accelerators increases the coupling degree of control and data planes which

go against the design philosophy of NFV. Hence, FPGA as a reconfigurable but high-performance

platform is adopted [47]. As the processing on FPGA can be customized deep to RTL level,

introducing FPGA to the NFV can give network developers a chance to trade off between the

performance and the flexibility.

Similar to the NFV on general purpose processors, the NFV on FPGAs should also be built

on the virtualisation technology of FPGAs to share physical resources with multiple tenants.

Partial reconfiguration has become the key technology to enable the virtualisation of FPGA

resources. [82] explores the integration of the partial bitstream download process with the

operating system. This research enables the downloading of bitstream. However, the partial

reconfigurable regions in this research is relatively closed enviroment, because the interfaces to

off-chip network, to static region and between partial reconfigurable regions are not mentioned.

The hardware environment of the FPGA virtualisation is implemented in [83]. Specifically, a

PCIe interface has been set up as the interface between the processing unit and programmable

logic. in this research, reconfigurable regions are interconnected through PCIe interfaces and the

host machine. The PCIe interface introduce additional latency as the data have to go out of the

chip to reach another reconfigurable region. Routing all the data to correct regions also introduce

delays. [58] improves virtualisation by enhancing software support, especially for the data centre

environment. Similar to previous researches, [58] access partial reconfigurable regions through

a memory-mapped interface. And the communication between partial reconfigurable regions
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is done by the host processors. However, there are also routing resource inside the FPGA chip.

The on chip routing resource introduce less delays to reach other partial reconfiguration regions.

Also, it is possible to use stream processing on the partial reconfigurable regions instead of

memory-mapped processing.

FIGURE 4.2. A typical NoC based architecture for FPGA vidtualisation.

Both the data and control planes are coordinated by the processing unit in aforementioned

research work. However, to virtualise FPGA for network functions, involving general purpose

processors in the data plane can lower performance, especially bandwidth. Therefore, instead

of using processing units, FPGA-based interconnect architectures are taken into account in

virtualising FPGA resources. The research by [53] proposes a network-on-chip based design to

share FPGA resources. Research conducted by [84] extends the NoC-based FPGA virtualisation

in cloud computing. A typical NoC-based FPGA virtualisation architecture is shown in Figure 4.2.

It is often composed of several partial reconfigurable regions where accelerators can be deployed.

Data communication between the deployed accelerators is transferred through an interconnect

system. For I/Os to communicate with the off-chip network, they are often attached to the
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interconnect. In this chapter, an FPGA system that follows the concept of FPGA virtualization is

implemented to deliver reconfigurable high-bandwidth network stream processing in the data

plane of NFVs.

4.3 Architecture Overview

In this chapter, FPGA virtualisation aims to support NFV. In other words, the physical FPGA

platform must be shared by multiple network services that come from many users. FPGA adoption

is also incorporated to virtualise the network function on a data plane. Thus, the virtualised

network functions should support a high bandwidth. Therefore, the virtualised FPGA platform

should support the following features: a) network functions should be configured independently,

b) network functions should have high-performance interfaces, and c) network functions should

share the network interfaces of FPGA boards.

The typical configuration of the FPGA needs to reprogram the entire FPGA device. However,

when multiple network functions share an FPGA, reprogramming one of the functions requires

all the other functions on the board to be switched off, which affects functions that belong to

other services and users. Therefore, partial reconfiguration technology is adopted. It partitions

the FPGA into one static region and several dynamic partial reconfigurable regions. The program

of partial reconfigurable regions will not affect the function in the static region and other partial

reconfigurable regions.

The design features of partial reconfiguration require a static interface between the dynamic

and static regions. Hence, all the deployed network functions should be attached with a standard

interface to enable the partial reconfiguration technology. The standard AXI4-stream is utilised

as the interface in this chapter. An on-chip interconnect system is also implemented in the static

region to support high-bandwidth network functions and establish data communication between

dynamic regions.

FPGA devices often include a limited number of network interfaces. Thus, the network

interfaces should also be shared by network functions when an FPGA platform is built to support

NFV. Therefore, the 10-Gbps Ethernet interface is attached to the interconnect and makes the
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interconnect forward data at the Ethernet packet level. Thus, all the dynamic regions are able to

gain access to the off-chip network through the interconnect.

The structure of the proposed FPGA virtualisation for NFV is suggested in [85] and is

illustrated in Figure 4.3. It includes a number of partial reconfigurable regions (PRR) and an

interconnect system. The 10-Gbps Ethernet systems are also attached to the interconnect system

to directly transfer data through the off-chip network. A controller is also included to control

the interconnect system and orchestrate the reconfiguration process of virtual functions (to be

introduced in Section 4.5). All the modules run at 156.25 MHz, which is the frequency of the 10G

Ethernet system with a 64-bit data width.

FIGURE 4.3. The overview of the proposed FPGA virtualization architecture for NFV
platform.

A dynamic interconnect system is implemented and it forwards data between PRRs in the

proposed platform. It is composed of a dynamic crossbar and interfaces to PRRs. The data are

forwarded based on the local address signal in parallel with the data signal (as the USER

channel in an AXI4-stream standard). Each PRR is identified using a unique address. The local

destination address of a packet is added to the interface, and the crossbar forwards packets based
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on the attached local address. The architecture of the crossbar and interface will be introduced

further in next paragraph. The 10-Gbps network ports are also connected with the interconnect

system. All PRRs are decoupled from the physical interfaces and are directly attached to the

interconnect system as pluggable independently accessible regions. This enables reconfigurable

processing on network streams. The whole FPGA virtualisation system is managed by the central

controller. Updated information is transferred through the central controller to (a) set the value

of memory-mapped control registers and (b) change the port map of the dynamic crossbar. The

central controller is also responsible for performing the function reconfiguration process. The

detailed information of that process is discussed in Section 4.5.

FIGURE 4.4. The detailed structure of the interface and dynamic crossbar of the inter-
connect.

The implementation details of the dynamic crossbar and interface are shown in Figure 4.4.

The interface is located at the edge of the interconnect system to bridge PRRs and PHYs with

the crossbar. The crossbar and interfaces are connected in accordance with the AXI4-stream

handshake standards.

The Ethernet address is translated into a local address based on the table in the interface.

This table can be updated from the controller through the AXI4-lite interface to enable real-time

control on the interconnect system. The local address is transferred in parallel with the data
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(as the USER channel of AXI4-stream) until it reaches its required PRR. The interface is also

responsible for buffering or releasing the traffic. FIFO is added to temporarily store the data

while the reconfiguration of the interconnect goes on. The FIFO can be controlled from the central

controller.

A forwarding table that stores the map information between the local address and output

port is stored in the dynamic crossbar. When a packet is received by the crossbar, its local address

(attached by the interface) is checked, and the packet is forwarded to the related output port by

referring to the forwarding table. The forwarding table is dynamic and can be updated from the

central controller using an AXI4-lite interface.

Because all network functions are only attached to the interconnect system and are clearly

decoupled from the high-speed I/Os, the flexible FPGA virtualisation platform can deploy and

involve network functions where and when they are required. A network stream processing

unit can be reconfigured on PRRs on either a per port, per independent flow, or per virtual

network basis. PRRs can also be reconfigured into requested functions at run-time without

service disruptions or loss of data (introduced in Section 4.5).

Thus, a reconfigurable NFV platform is established with the following features: (a) Indepen-

dent virtual FPGA resources or regions, (b) Shared network interfaces by network functions, (c)

Network developers can enhance the already deployed functions in real-time and in a packet

loss-free manner.

4.4 Evaluation of the interconnect

The interconnect system plays a significant role in the FPGA virtualisation system, as all the

traffic received needs to go through the interconnect system before reaching its respective desti-

nations. A low-performance interconnect structure will limit the performance of all the deployed

network functions. Therefore, the interconnect system of the proposed FPGA virtualisation

platform will be evaluated.

To put the resource utilisation and network performance of the interconnect system into

perspective, the interconnect system is compared with the publicly available CONNECT [86] [87]
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and SOTA [88] network on chip. The SOTA mainly targets the ASIC design. When mapping to

the FPGA platform, the SOTA needs a large number of resources. The CONNECT tries to solve

this problem at the expense of reducing the maximum router frequencies [89]. In the following

presentation, resource utilisation in the synthesis result of all the interconnect systems will be

compared. Then, the cycle-accurate simulation results will be collected to evaluate the network

performance. The performances of SOTA and CONNECT are reported in [86]. Furthermore,

the simulation of the implemented interconnect system is done in the simulation tool in Xilinx

Vivado.

Routers with 5 and 16 ports of all the three interconnect systems are set up. The data widths

of both CONNECT and the interconnect system are 64-bit. The SOTA only supports a 32-bit data

width. Additionally, resource utilisation figures in terms of LUTs are illustrated in the bar graph

in Figure 4.5. The implemented interconnect system uses the least amount of resource among all

the three interconnect systems.

FIGURE 4.5. The LUT resource utilisation of CONNECT, SOTA and the interconnect
system implemented in this chapter.

Two traffic patterns are set up, and the load-delay curves are measured to compare the

network performance of the interconnect systems. The first traffic pattern is uniform random
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traffic, where the destination of each packet is randomly set. The second traffic pattern is hybrid

traffic made of two patterns. 90% of the hybrid traffic is a static traffic pattern. The map of input

and output ports of the generated flows is fixed as shown in Figure 4.6. Furthermore, the loads of

the receiving ports are equal to each other. 10% of the hybrid traffic is uniform random traffic,

which is the same as the first kind of traffic. The second kind of traffic depicts a traffic pattern

where deployed functions heavily transfer data with several other functions in the system and

also talk to the rest of the functions occasionally.

FIGURE 4.6. The pattern for the static part of the hybrid traffic.

Figure 4.7 shows the results. When all the three interconnect systems run at the same

frequency, the interconnect system can support a maximum of 4.3 Gbps under uniform random

traffic, and 5.8 Gbps under hybrid traffic, followed by the bandwidth of CONNECT with a 64-bit

data width as shown in Figure 4.7 (a) and (b). However, the higher maximum bandwidth comes

with delays. The interconnect system needs an additional 40 ns when there is a situation of

random traffic, and 20-35 ns under hybrid traffic. The three interconnect systems are compared

at their design frequencies. Under both traffic patterns, the delay of the interconnect system

is similar to the 64-bit CONNECT. Nonetheless, the interconnect is still able to support higher

bandwidths as shown in Figure 4.7 (c) and (d).

The features of the SOTA, CONNECT and the implemented interconnect are compared in 4.1.
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FIGURE 4.7. The comparison between the implemented interconnect system and the
existing SOTA and CONNECT interconnect.

As the SOTA is designed for ASIC device, it has a fixed 32-bit data width., while the data width of

the implemented interconnect and CONNECT are both variable. Both SOTA and CONNECT can

support virtual channels, while the implemented interconnect system does not have the feature

of virtual channel. The control information such as destination information is transferred in the
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header flit in SOTA, while CONNECT and the implemented interconnect system both provide

dedicated wire for the control information.

Table 4.1: The comparison between SOTA, CONNECT and the implemented interconnect system

Interconnect SOTA CONNECT Implemented

Data width (bit) 32 variable variable

Virtual channel 3 3 5

Control information in header flit in parallel with data in parallel with data

The SOTA system has the lowest performance under all circumstances. This is because SOTA

only supports a 32-bit data width, which severely limits its performance. Unlike the interconnect

system and the CONNECT system, in the SOTA system the control information including address

is transferred in band together with the DATA. That also introduces overheads. The CONNECT

system has a lower latency, especially when the system is not heavily loaded. This is because

CONNECT is designed for computing systems. Delays are more important than bandwidth.

The feature of virtual channel in CONNECT is able to reduce the delay. But arbitrating virtual

channel introduces additional arbitrate clock cycles, which reduces the maximum bandwidth of

the system. High bandwidths are important in a network system, so the virtual channel feature

is not included in the implemented interconnect system. Other than bandwidth, 10G Ethernet

interface and Ethernet address translation are also attached to make the system work more

directly with off-chip networks.

4.5 Reconfiguration Process

The download process for a partial bitstream takes time when partial reconfiguration is performed.

As the PRR cannot perform any function during this period, the adoption of partial reconfiguration

can result in a loss of service. To avoid service loss, a function reconfiguration process supported

by the system is suggested. This section introduces that reconfiguration process.

Instead of occupying all PRRs by network functions, a backup (empty) PRR is reserved only

for the reconfiguration process. As the empty backup PRR does not receive and send any traffic,

the bitstream for this backup PRR can be downloaded without disturbing existing traffic in the
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system. When a function reconfiguration (e.g. from IP parser to UDP parser) is requested, the

partial bitstream of the requested function will first be loaded on the backup PRR. During the

deployment of the partial bitstream on the backup PRR, the rest of the platform, including all

the active PRRs, will neither be affected nor interrupted. The backup PRR with the requested

function will not be put into use until the reconfiguration is finished. When the deployment of the

partial bitstream on the backup PRR is finished (the requested function is ready), the port map

of the interconnect system will be updated to forward the related data flows to the backup PRR,

and will stop forwarding data to the previous active PRR. The previous backup PRR becomes

active, and the previous active PRR assumes the role of the new backup PRR for future function

reconfiguration.

As Figure 4.8 shows, the PRRs, interconnect system, and the interfaces should be prop-

erly orchestrated during the reconfiguration process. The central controller is responsible for

orchestrating the reconfiguration process. The controller needs to perform five steps. Partial

bitstreams of the requested function are downloaded from the host PC to the backup PRR in step

(a). The traffic needs to be buffered in step (b). The controller then updates the port map of the

interconnect in step (c). The traffic will then be released from the interface and will be forwarded

through the PRR equipped with the new requested function in step (d).

The proposed reconfiguration process can improve the performance of the reconfiguration

since the platform is still functioning during the downloading of the partial bitstream. The traffic

only needs to be buffered when the port map of the interconnect is being updated. The buffer

times to enable packet loss-free for both the common reconfiguration process and the proposed

process are compared in the following paragraphs.

In the common process of partial reconfiguration, traffic needs to be buffered during the

downloading of the bitstream to enable packet loss-free reconfigurable services since the PRR

does not function during the reconfiguration period. Figure 4.9 shows the required download

times of the partial bit files according to their sizes. The partial reconfiguration is requested

through Vivado using the typical configuration of the reconfiguration controller (ICAPE2 at 100

MHz). As the partial bit file needs to be sent to the reconfiguration controller, the size of the bit

file strongly influences the reconfiguration time. Table 4.2 shows the resource utilisation, size
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FIGURE 4.8. The proposed reconfiguration process that supports function reconfigura-
tion in real time. It has the following four steps: a) Download partial bitstream to
the backup PRR, b) Buffer the traffic, c) update the interconnect. d) Release the
traffic

of partial bit file, and download time of a set of 64-bit network functions. The Ethernet parser,

which has a minimum partial bit file size, needs 1,785 microseconds to be downloaded. The UDP

parser takes the maximum amount of download time, which is 2,115 microseconds. Following the

common reconfiguration process, these times translate to excessive buffering resources as Figure

4.9 shows.

During the proposed reconfiguration process, data flows only need to be buffered when the

interconnect system is being updated since the previous function would still be running in the

active PRR. The buffer time required in this process is only the update time of the interconnect

system. In addition, the size of the partial bitstream will not affect the buffer time. As mentioned
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Table 4.2: Resource Utilization and Partial Bitfile Size

VNF processor Flip flop LUT Partial bit file size (KB) Download time (us)

Ethernet Parser 493 290 714 1785

IP Parser 1268 1001 792 1980

UDP Parser 2072 1451 846 2115

FIGURE 4.9. Time and buffer needed for packet loss free partial bitfile download.

in Section 4.3, the port map of interconnect system is updated through the AXI4-lite interface.

The size of the update data will influence the buffer time. The size of each destination-output

port pair of the forwarding table is 8 bytes. Figure 4.10 shows the time and buffer needed to

reconfigure the interconnect system in packet loss-free manner.

The results indicate that the time needed to update an interconnect system is at the microsec-

ond level (figure 4.10) compared to the common partial bitstream download time which takes

anywhere from several hundreds of microseconds to several milliseconds (figure 4.9). As the

proposed NFV platform is still able to process data flows during the partial bitstream’s download
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FIGURE 4.10. Time and buffer needed for packet loss-free NoC update time.

time, the proposed reconfiguration process can reduce the time required to buffer the traffic.

Therefore, the proposed process enables a packet loss-free reconfiguration between network

functions where no data or packets are lost during the process. By applying the proposed process,

network developers will be able to change network functions on demand without stopping traffic.

4.6 Experiment and Demonstration

Table 4.3 shows the resource requirements for an interconnect system with 16 ports. The NFV

platform is implemented on the NetFPGA SUME board with a Xilinx Virtex-7 690T FPGA chip

[90]. The Network Master Pro MT1000A by Anritsu is used to generate and analyse the proposed

NFV platform. The latency of the traffic analyser is accurate by 100 nanoseconds. The traffic

analyser also has a built-in latency of 100 nanoseconds (measured in a loopback mode). This built-

in latency has been removed in the following results. The network analyser is connected with the

10-Gbps SFP+ optical transceivers on the NetFPGA through a one-meter single-mode fibre. As
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the traffic analyser is accurate by 100 nanoseconds, the latency of the fibre (5 nanoseconds per

metre) is ignored.

Table 4.3: Resource Utilization

Component Flip flop LUT BRAM

NoC interface 446 267 714

NoC router 10398 22268 0

Central controller 994 432 2

An Ethernet switch is set up to demonstrate the interconnect system on real hardware. First,

the interconnect system runs at the frequency of a 10G Ethernet system (156.25 MHz). Next,

the interconnect system is run at a higher frequency (200 MHz). As Figure 4.11 (a) shows, in the

implemented virtualisation system, the 10G Ethernet system at 156.2 MHz is directly connected

to the interconnect system. Moreover, when the system is at 200 MHz (Figure 4.11 (c)), the clock

converters are inserted between the 10G Ethernet system and the interconnect system. The

amount of traffic on both configurations is the same: they receive two data flows and forward the

data flows to the same 10G Ethernet output interface.

The influence of throughput on the latency is shown in Figure 4.11 (c). Additionally, the

influence of packet size is shown in figure 4.11 (d). The 156.25-MHz system can achieve ultra-low

latency figures (500 nanoseconds and 1 microsecond for minimum and maximum throughputs,

respectively). For the 200-MHz system, the latency figures are 1.2 microseconds and 1.9 microsec-

onds for minimum and maximum throughputs, respectively. The clock converter pf a 200-MHz

system introduces more delays because the clock converter needs to insert invalid clock cycles

(low valid clock cycles in AXI4-stream) in a packet when it is converted from a clock domain with

a higher frequency (200 MHz) to a clock domain with a lower frequency (156.25 MHz). However,

the transmitting side of a 10G Ethernet system always needs a complete packet (i.e. no invalid

clock cycles in the middle of a packet) from the inner system of the FPGA. Thus, there must be

a FIFO to (a) store a complete packet, (b) eliminate invalid clock cycles introduced by the clock

converter, and (c) send the entire packet to the 10G Ethernet system. This store-forward FIFO

increases the latency. Therefore, the NFV platform runs at a 10G Ethernet system’s frequency,

which is 156.25 MHz.
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FIGURE 4.11. The experiment set up at 156.25MHz (a) and 200MHz (b). And the latency
under different data rate (c) and Ethernet packet size (d).

Figure 4.12 demonstrates a reconfiguration between the IP and UDP parser. The IP parser is

initially deployed in an active PRR and processes the current data flow. Then, the bitstream for

the UDP parser is download in the backup PRR. After the proposed reconfiguration process, the

traffic is forwarded to the backup PRR, so the deployed UDP parser starts processing the traffic.

Next, the previous active PRR is configured into a UDP parser, and the traffic switches back to

the active PRR by using the proposed reconfiguration process.

The number of parsed packets in each PRR is recorded as shown in Figure 4.13. The backup

PRR parses the traffic from the 20th to 30th second. The packets are processed in the backup

PRR from the 30th to 70th second. The previous active PRR is then configured into the UDP

parser and is then put into use after 70 seconds. The backup PRR becomes available again for

future reconfigurations. The traffic analyser records the total number of packets, which in this

case is 77,518,546. The number of packets parsed in each PRR is 42,708,766 (for the original

active PRR) and 34,809,780 (for the original backup PRR). No packets were lost during the whole

process as the total number of counted packets in the FPGA is the same as the total number of
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FIGURE 4.12. The demonstrated reconfiguration process.

transmit packets recorded by the traffic analyser (34,809,780 + 42,708,766 = 77,518,546).
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FIGURE 4.13. Network function virtualization in data centres.

4.7 Conclusion

This chapter has proposed an architecture that would isolate and share FPGA resources with

multiple tenants of data centres and virtualise resources on FPGA platforms. As a example, the

proposed architecture is applied to deliver flexible network stream processing. It is able to (a)

keep both the bandwidth and the flexibility of network services, and (b) meet the requirements of

recent programmable network technologies such as SDN and NFV.

An FPGA virtualisation architecture has been implemented. It includes several partial

reconfigurable regions communicating through an on-chip interconnect system. The performance

of the on-chip interconnect system is compared with the existing network-on-chip architecture.

The result shows that the proposed interconnect can support higher bandwidths of up to 4.3 Gbps

under random traffic at 156.25 MHz. A reconfiguration process to switch partial reconfigurable

network functions in real-time has been proposed and demonstrated. In this process, network

functions can keep running while the partial bitstream is downloaded. Experiments have been

done to evaluate the proposed platform under real traffic. In the experiment, the platform
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forwards network streams from two input ports to one output port. It is possible to run at a

maximum of 9 Gbps with a latency of 1 microsecond.
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5
SYNCHRONIZING THE RECONFIGURATION ON DISAGGREGATED

FPGA RESOURCES

5.1 Introduction

An FPGA usually acts as a reconfigurable accelerator alongside processors due to its feature

of parallel processing and its reconfiguration abilities. More FPGA resources are involved in

high-performance computing thanks to recent technologies such as high-level synthesis and

partial reconfiguration. The previous chapter discussed the virtualisation of resources on a single

FPGA platform. This chapter explores the method that combines resources on distributed FPGA

platforms. Recent research has tried to attach an FPGA directly to the data centre network and

disaggregate FPGA resources in data centres. Frameworks have been proposed to manage the

FPGA resources in traditional data centres [91]. However, most of these frameworks manage

FPGA resources in a deploy-and-run manner. In other words, FPGA resources are not delivering

any functions during the deployment of new functions. As the deployment introduces downtime,

disaggregated FPGA resources cannot be reconfigured at very high frequencies.

This chapter explores methods that can reconfigure disaggregated FPGA resources at higher

frequencies. As disaggregated FPGA resources are usually connected by data centre networks,

network solutions are proposed to achieve high reconfiguration frequencies on disaggregated
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FPGAs. The contributions of this chapter include:

• Two methods and network protocols for high-frequency reconfiguration are proposed. Re-

configure information is attached to every packet in the first method. The second method

applies an independent packet to carry the reconfigure information.

• Protocol processing units for the suggested two methods are implemented. The two sug-

gested methods will be compared.

This chapter also demonstrates a reconfiguration process for traffic at 10 Gbps in the experi-

ment. The reconfiguration is captured by the Xilinx debug core and traffic analyser. The influence

of the implemented protocol processor on the latency is measured. The protocol processor is able

to support maximum total traffic of 9 Gbps (out of which 8.1 Gbps correspond to regular data

flows, and 0.9 Gbps represent flows for reconfiguration).

The rest of the chapter is organised as follows. Section 5.2 introduces work related to the

resource disaggregation and the management of the reconfiguration of FPGA resources in

data centres. Section 5.3 motivates the high-frequency reconfiguration on disaggregated FPGA

resources. Section 5.4 introduces the proposed solutions and protocols and the implementation

of the associated protocol processor. Section 5.5 compares and evaluates the proposed solutions.

Section 5.6 demonstrates the high-frequency reconfiguration on disaggregated FPGA resources.

Section 5.7 concludes this chapter.

5.2 Background

Data centre resource disaggregation proposes a customisable data centre architecture. Ideally,

in this architecture, each server mainboard contains only a unique type of computing resource

(e.g. CPUs, memory, accelerators). When connected to a dynamic network, these servers along

with their associated resources can form virtual hardware platforms in real-time to support cloud

applications.

Because each type of resource can be scaled independently in resource disaggregated data

centres, operators are able to manage data centre resources in a more flexible and granular man-
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ner. Specifically, the efficiency of resource utilization can be improved, as data centre operators

are able to allocate each type of resource in real-time according to the resource requirements of

the deployed applications. Also, the cost to upgrade a data centre’s hardware resources can be

reduced as each type of data centre resource can be upgraded independently [34].

The disaggregation of memory resources was investigated first because of its homogeneous

features. For example, research by [92] implements a system-level software that enables pluggable

memory resources which can be accessed through a PCIe interface. Based on remote direct

memory access technology [27], Ethernet accessible memories are also implemented in FaRM

[26].

In addition to memory disaggregation, researchers also investigate the disaggregation of

other heterogeneous resources in data centres. Specifically, network resources play an important

role in resource-disaggregated data centres as traffic that is traditionally inside the servers is

now transferred inside the network [93]. The disaggregation of heterogeneous devices is often

based on the virtualisation of the PCIe interface and interconnect [29]. For example, research

by [94] sets up a prototype system to share the PCIe interface and its attached heterogeneous

resource with many remote CPUs.

Because most of the heterogeneous devices are connected to their host servers through PCIe

interfaces, virtualisation technologies based on PCIe interfaces and switches provide solutions to

disaggregate existing devices in data centres. However, compared to the Ethernet, PCIe interfaces

and switches have low scalability. For example, a PCIe switch needs 19 Watts [95] while an optical

switch needs only 5 Watts [96]. As a result, the PCIe-based solutions only support disaggregation

at a board or rack level instead of at the level of the entire data centre. Therefore, efforts have

been made to attach heterogeneous resources to high-scalability interfaces instead of PCIe [61].

Reconfigurable hardware is also another important resource in a data centre [57]. Particularly,

FPGA devices are the best option to address the problem of custom combinational logic in

data centre environments [97]. FPGAs are often attached with processors as reconfigurable

accelerators. The processor is responsible for the scheduling and management of local FPGA

resources. For example, partially-reconfigurable functions are treated and managed as threads

by the processor in research [98]. Research by [58] suggests a global solution for the management
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of FPGA resources in the range of entire data centres.

The processor is responsible for both the control and data communication between functions

in aforementioned approaches. However, involving processors in the data path between FPGA

functions reduces the bandwidth of these functions. To bypass the processors, research by [62]

proposes disaggregated FPGA resources where FPGA can directly communicate with the network.

In this approach, the data streams are able to run more smoothly in the data centre as FPGAs

are directly attached to the network.

The FPGA plays an extraordinary role in the reconfigurable computing because of its partially-

reconfigurable feature. However, most existing approaches to managing FPGA resources in data

centres mentioned earlier follow a deploy-and-run manner. The FPGA does not function during

the deployment of functions, which in turn introduces downtime to the reconfigurable computing

services. To build more dynamic distributed and disaggregated FPGA resources, this chapter

suggests and implements new methods.

5.3 Motivation

This section explains the problem of reconfiguring multiple FPGA devices in the network and

briefly introduces the solutions.

Figure 5.1 illustrates the main difference between the reconfiguration on (a) a single chip

and (b) across disaggregated FPGA resources through data centres. The reconfiguration process

on a single chip is triggered locally by signals in the RTL design of the system. The timing

of reconfiguration requests arriving at the FPGA resources can be counted accurately in clock

cycles and is predicted by simulation tools. However, in the data centre’s situation wherein

multiple FPGA chips shall be reconfigured, the reconfiguration requests need to be encapsulated

in network packets and are transferred through the data centre network. The latencies of these

reconfiguration request packets are difficult to predict because they might be affected by the

routing strategy and network congestion.

Figure 5.2 illustrates an example of where the unpredictable latency of the request for

reconfiguration resulting in an unexpected state of failure. In the example, the platform includes
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FIGURE 5.1. Reconfiguration of FPGA functions on single chip and in data centers.

two FPGAs that are attached to the network. First, the network data stream is encoded in FPGA1.

The data stream is then forwarded through the network to FPGA2 and is decoded. The initial

encoder1/decoder1 needs to switch to encoder2/decoder2 after the reconfiguration. Because of

the unknown latency of the reconfiguration request, a state of failure (the encoder and decoder

performed on the data flow do not match) may appear during the reconfiguration. Solutions in

most approaches follow a deploy-and-run manner where the data stream is not sent until the

resource manager receives all the reconfiguration-success responses from all the FPGA devices.

This solution results in downtime during the reconfiguration because the data stream should be

buffered during the distribution of requests.
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FIGURE 5.2. An example for network-wide coherent function reconfiguration.

This chapter suggests two methods for reconfiguring the disaggregated FPGA resources

without downtime or loss of services. Figure 5.3 shows the first method where the reconfiguration

information is attached to every packet. Functions required by each packet are encapsulated as

the header of the packet. When a packet arrives at an FPGA device, the FPGA device is able

to reconfigure its functions according to the sequence of functions in the header. In this case,

the data in a packet can only be processed by the sequence of functions that are indicated by its

header. Therefore, the function reconfiguration can be synchronised to avoid unexpected states.

Figure 5.4 illustrates the second method where the reconfigure information is encapsulated

in an independent packet. The source node/server inserts an independent packet in the data flow

specifically for the function reconfiguration. The reconfigure information of all the FPGAs on the

path of the data flow is encapsulated in that packet. The reconfigure packet will go through all

the FPGAs along the path together with the data flow. When a reconfigure packet reaches an
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FIGURE 5.3. The first method: the reconfigure information is attached to every packet
as headers.

FIGURE 5.4. The second method: the reconfiguration is encapsulated in an independent
packet.

FPGA, the data flow should be buffered. The reconfigure information carried by the packet for

the current FPGA is extracted to reconfigure the function of the current FPGA accordingly. The

data flow and the reconfigure packet are then released and are forward to the next FPGA. As

Figure 5.4 shows, reconfigurable functions on different FPGAs are switched at the same location
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of the data flow (the location of the reconfigure packet). As a result, the inter-medium unexpected

state can be avoided.

5.4 Implementation

The implementation of the two aforementioned methods is based on the reconfigurable platform

and reconfiguration process reported by [85]. As Figure 5.5 shows, the reconfigurable platform in-

cludes several partial reconfigurable regions (PRR) and an interconnect system. The interconnect

system is also connected with a 10-Gbps Ethernet system to communicate with off-chip networks.

The platform also includes a controller to manage the interconnect system and orchestrate the

reconfiguration process of the deployed functions.

FIGURE 5.5. The overview architecture of the reconfigurable platform. Both of the
proposed two methods are based on this platform.

As Figure 5.6 shows, instead of occupying all PRRs with reconfigurable functions, a backup

(empty) PRR is reserved specifically for the reconfiguration process. Because network traffic

has not been forwarded to the backup PRR, the partial reconfiguration on this backup PRR

can be performed without disturbing existing traffic in the system. When a reconfiguration is

requested (e.g. from IP parser to UDP parser), a partial bitstream of the requested function will

first be configured on the backup PRR. The backup PRR with the deployed requested function
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will not be used until the partial reconfiguration is finished. When the deployment of a partial

bitstream on the backup PRR is finished (the requested function is ready), the port map of

the interconnect system is updated to (a) forward related data flows to the backup PRR with

new requested function and (b) stop forwarding data to the previous active PRR. Once the

reconfiguration process is complete, the previous backup PRR becomes active and the previous

active PRR assumes the role of the new backup PRR for function reconfiguration in the future.

As the reconfigurable platform is still able to process data flows during the download time of the

partial bitstream, the proposed reconfiguration process can reduce the time required to buffer

the traffic.

FIGURE 5.6. The reconfiguration process that supports real-time function reconfigura-
tion. It includes four steps: a) Download partial bitstream to the backup PRR. b)
Buffer the traffic. c) Update the interconnect. d) Release the traffic. It includes four
steps: a) Download partial bitstream to the backup PRR. b) Buffer the traffic. c)
Update the interconnect. d) Release the traffic.

As Figure 5.7 shows, a protocol processor is added between the 10G Ethernet and the

interconnect system in the previous platform to achieve the two proposed methods. The detailed

structure of the protocol processor is shown in Figure 5.7 left. The protocol processor is composed of
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the FIFO, FIFO controller, protocol processing unit, and master AXI4 interface. The received data

flows are sent directly from the 10-Gbps Ethernet interface to the FIFO. When the FIFO controller

detects a header that contains reconfigure information, it informs the FIFO to start buffering the

traffic, and it also informs the protocol processing unit to begin extracting reconfigure information

from the current packet. Then, the protocol processing unit extracts address and data information.

The protocol processing unit then transfers the extracted data and address information to the

master AXI4 interface to handle the handshake of memory-mapped AXI4 and updates the routing

table of the interconnect system. When the AXI4 master module receives the successful responses

of all the transfers, the protocol processing unit informs the FIFO controller to release the traffic.

FIGURE 5.7. The location and architecture of the protocol processor.

Figure 5.8 illustrates the data structure of the protocol to support the proposed two meth-

ods. In the packet to support the method of attaching reconfigure information to every packet

(Figure 5.8 (a)), the functions requested by the current packet are encapsulated in this packet

as additional reconfigure information. Specifically, each packet includes addresses and data

used to update the port map of the interconnect system and change the functions performing

on the current packet as reconfigure information. Figure 5.8 (b) illustrates the data structure

for the packet to support the method of independent packets. The reconfigure information is

encapsulated as the payload of IP protocol in an independent packet. This packet which is marked

by the protocol field in IP protocol is only responsible for the reconfiguration of functions and

does not carry any real data in the flow. The structures of the reconfigure information are the

same in both methods; only the location of the reconfigure information differs. The definitions of
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each field of the proposed protocol are listed as follows:

• Offset: 64 bits. This field marks the starting point for where the current protocol processing

unit should extract data and address information.

• ADD: 32 bits. If it is not 0xFFFF_FFFF, this value should be transferred to the memory-

mapped AXI interface as an address. If it is 0xFFFF_FFFF, the protocol processing unit

should stop extracting data and the address.

• DATA: 32 bits. The data that should be transferred to the memory-mapped AXI interface.

FIGURE 5.8. The protocol for both method. (a) The protocol for the first method. The
reconfigure information is in the header of every packet. (b) The second method.
The reconfigure information is encapsulated in an independent packet. Thas packet
is marked by the protocol field of the IP protocol.

Figure 5.9 illustrates the behaviour of the protocol processing unit. Because the structures

of the reconfigure information are the same in both methods, the behaviours of the processing

unit are also the same. When a packet is received, the processing unit will extract the address

and data information from the location pointed by the offset field. A specific address value

0xFFFF_FFFF marks the finish location of the extraction process. When the address and data

have been extracted, the processing unit will update the offset value which points to the location

of next pair of address and data. The packet will then be sent to the next FPGA in the path.

The next FPGA will read the updated offset, and the information for the previous FPGA can

be skipped. It should be highlighted that the reconfigure information in each packet carries the
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update information (address and data) for all the associated FPGAs in the path. The address

field with a value of 0xFFFF_FFFF divides the reconfigure information into many segments that

reconfigure different FPGA devices.

FIGURE 5.9. The brief description of the behaviour of the protocol processing unit. The
start location depends on the value of the offset. When the process is finished, the
current processing unit will update the offset value to make it point to the start
location for the next FPGA.

Figure 5.10 illustrates the detailed state machine of the protocol processing unit. When a

82



5.5. EVALUATION

packet with reconfigure information is received, the traffic will be buffered. The processing unit

first checks the offset of the received packet. Then, the processing unit sets the read address of

the BRAM in the FIFO to the offset value to read the first address and data pair. The value of the

extracted address is checked: if it is not 0xFFFF_FFFF, then the processing unit will increment

the read address to read the next address and data pair. If the address is 0xFFFF_FFFF, the

processing unit will then update the offset field of the received packet to make it point to the

address of and data for the reconfiguration of next FPGA. The received packet and the traffic will

be released in the next state. Thus, the received packet with the updated offset can be sent to the

next FPGA in the path.

FIGURE 5.10. The state machine of the protocol processing unit.

5.5 Evaluation

This section evaluates the suggested two methods for the function reconfiguration over disag-

gregated multiple FPGAs. A clock cycle-accurate simulation has been established to measure

the latency and maximum data rate of the two suggested methods. All the modules run at the

frequency of the 64-bit Ethernet system: 156.25 MHz. The simulation set-up is shown in Figure

5.11. The function of the protocol processor is modified according to the method under evaluation.

The traffic generator produces packets, which analysers consume. Traffic attributes such as

packet size and data rate can be modified in the traffic generator. The analysers capture all the

packets, and the latency is calculated at the analysers. The interconnect system has a built-in

latency of two clock cycles, which has been eliminated in the results.
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FIGURE 5.11. The simulation set up to compare the two proposed methods.

The traffic generator is responsible for inserting reconfigure information into the regular

traffic flows. According to the method under evaluation, the traffic generator provides a different

format for reconfigure information. In evaluating the first method, the reconfigure information

is attached to every packet and packets are generated with the data structure as Figure 5.8(a)

shows. In addition, when the second method is being tested, the traffic generator sends inde-

pendent packets for reconfiguration with the data structure as Figure 5.8 (b) illustrates. The

reconfiguration performed in evaluating both methods periodically changes the output port of

the interconnect system to indicate that regular traffic can flow smoothly in the reconfigurable

system without distinct downtime.

Figure 5.12 shows the results of the first method where the reconfigure information is attached

to every packet. As the reconfigure information is attached to each packet, the output port of the

interconnect system is reconfigured every packet. The load-latency curve is collected. As Figure

5.12 (a) illustrates, the packet size has an impact on the latency. A smaller packet size means

that more headers need to be processed in the protocol processor and increases in the latency

accordingly. Figure 5.12 (b) illustrates the relationship between the maximum data rate and

packet size. Because the traffic is buffered when the protocol processor extracts information from

the header of a packet, more headers increase the traffic buffer time and reduce the maximum

rate.

The packet size heavily influences the performance of the first method (attaching reconfigure

information to every packet). When the packet size is smaller than 600 bytes, the performance

of the protocol processor is severely reduced in terms of both latency and maximum data rate.

However, when the packet size of traffic is small, reconfigurable computing can be performed over
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FIGURE 5.12. Simulation results for the first method. (a) The influence of packet size
on the latency. (b) The maximum data rate for different size of packets.

more fragile data. Functions that exist on disaggregated FPGA resources can also be reconfigured

at higher frequencies when the packet size is small.

Figure 5.13 shows the results of the second method where the reconfigure information is

sent using an independent packet. The reconfiguration frequency is changed by configuring the

frequency that sends the packet for reconfiguration to investigate the influence of the packet

that carries the reconfigure information. Figure 5.13 (a) illustrates the relationship between the

reconfiguration frequency and the latency. The latency increases sharply at a specific frequency.

That is because when the frequency of the reconfiguration is high, the system does not have

enough time to release all the buffered data between two reconfigure packets, the buffered data

start to accumulate, and the latency increases significantly. Figure 5.13 (b) shows the relationship

between the maximum frequency of reconfiguration and the data rate of regular data flows. The

maximum frequency needed to reconfigure the system drops according to the increment of the

data rate of regular flows. However, the system is still able to support 400 KHz at a data rate of 9

Gbps.

The second method is still able to reconfigure disaggregated FPGA resources at a reasonable
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FIGURE 5.13. The simulation result for the second method. (a) The update frequency of
the interconnect system has a threshold. (b) The maximum update frequency at
different data rate.

frequency at the level of mega times per second. However, the performance can also be kept

at a reasonable level. The latency of the system almost increases with the frequency until the

reconfiguration frequency reaches its maximum supported value. Moreover, the system is still

able to support a data rate of 9 Gbps if the system is not reconfigured at a very high frequency.

However, as the reconfigure packet’s location determines when the reconfiguration happens, this

method only supports networks that strictly transfer packets in order.

Both methods are able to perform function reconfiguration over disaggregated FPGA resources

without experiencing distinct downtime. The reconfiguration in the first method (attaching

reconfigure information to every packet) is highly coupled with regular packets. This feature

might cause problems in the management of data centre resources. As the resource controller is

often a centralised system, it is difficult to determine if there is a packet that reconfigures FPGA

resources or not because every packet has the option to reconfigure the FPGA resources. However,

the reconfiguration in the second method takes place independently of regular packets. The

central data centre resource controller only needs to keep track of the packet for reconfiguration

to know the status of FPGA resources. However, the granularity of reconfiguration over data
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is low in the second method. However, as Figure 5.13 shows, there is a chance to trade off the

reconfiguration frequency for the data rate. Another limitation of the second method is that

it only supports the transfer of the data in order, but this is common in the recent resource

disaggregated data centres where servers are optically and directly linked without any routing or

other elements that disorder packets [99]. Therefore, the second method is chosen for the final

demonstration of the reconfiguration of disaggregated FPGA resources.

5.6 Experiment

This section describes the experiment conducted to demonstrate reconfiguration on disaggregated

FPGA resources without distinct downtime. The Xilinx debug core is utilised, and the traffic

analyser is used to capture the reconfiguration of the network. The influence of reconfiguration

packets on the latency of regular data flows is also measured. The FPGA platform in the

experiment is the ZCU102 Ultrascale+ MPSoC with part number xczu9eg-ffvb1156-2-i-es2 [100].

Table 5.1 illustrates the resource utilisation of the protocol processor.

Table 5.1: The resource utilisation of the protocol processor

Component Flip flop LUT BRAM

FIFO 202 1059 6

FIFO control 174 568 0

Protocol processing unit 305 358 0

AXI Master 286 148 1

Total 967 2133 7

Figure 5.14 illustrates the experimental set-up and the reconfiguration process. Two FPGAs

are set up and are connected through 10-Gbps Ethernet interfaces. A system is set up on each

FPGA with an on-chip interconnect system, two reconfigurable regions, and a protocol processor.

In each reconfigurable region, there is a packet counter to record the number of packets forwarded

to each region. The traffic is generated and analysed in the traffic analyser. A 9-Gbps traffic with

a random packet size is set up to represent the regular data flow in the data centre network.

One reconfiguration packet is sent from the traffic analyser every 5 seconds. The generated
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FIGURE 5.14. The demonstrated reconfiguration process.

reconfiguration packets cause the data flow to continuously and periodically switch between the

following two states:

f1(x) at FPGA1, f3(x) at FPGA2, FPGA2 forward traffic to output1.

f2(x) at FPGA1, f4(x) at FPGA2, FPGA2 forward traffic to output2.

The state machine of the processing unit and the valid signals of both regions are monitored

in the Xilinx debug core as shown in Figure 5.15 (a). When a reconfiguration packet is received,

the reconfiguration process is triggered. The reconfigure packet is only processed when the traffic

is completely buffered to ensure no loss of data during the reconfiguration. As Figure 5.15 (b)

illustrates, the traffic analyser is also used to monitor the output of FPGA 2. The traffic is

detected at Output 1 in the initial state. After reconfiguration, the traffic from Output 1 cannot

be detected. Instead, the traffic from Output 2 is what gets detected.
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FIGURE 5.15. (a) The state machine and valid signal captured by the Xilinx debug core.
(b) Reconfiguration of output port monitored by the external traffic analyser.

FIGURE 5.16. The latency influence of the protocol processing.
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As Figure 5.16 shows, the influence of the reconfigure packet on the latency of the regular data

flows is also measured. To reconfigure disaggregated FPGA resources, reconfigure packets should

be inserted into the regular data flows. In this experiment, the reconfigure packets are inserted

with different rates, and the data rate vs latency curve is measured to analyse the influence of

the reconfigure packets. It should be pointed out that the reconfigure packet is responsible for

changing the state of the network. Therefore, a higher reconfigure packet rate means the network

reconfiguration takes places at a higher frequency. As Figure 5.16 illustrates, the reconfigure

packet flows starts influencing the traffic when the data rate of regular data flows is higher than

6 Gbps. The data rate of reconfigure packets can reach 0.9 Gbps. Hence, it is able to reconfigure

the FPGA resources at a high frequency without distinct downtime. The protocol processor also

supports high throughput. It has the ability to work at a data rate of 9 Gbps (8.1 Gbps for regular

data flows plus 0.9 Gbps for reconfigure packet flows).

5.7 Conclusion

This chapter has explored solutions that would enable high-frequency reconfiguration on dis-

aggregated FPGA resources in data centres. This chapter has proposed two network solutions

to propagate reconfigure requests. The reconfigure information is attached to every packet in

the first solution. In the second solution, the reconfigure information is encapsulated in an

independent packet. Protocol processors are implemented for the two solutions. The first solution,

i.e. attaching reconfigure information to every packet, can perform reconfigurable computing over

more fragile data and support disordered flows. However, the network performance, including

latency and bandwidth, will be affected when the packet size is small. The performance of the

second solution, i.e. encapsulating reconfigure information in a dependent packet, is independent

of the packet size. It is also possible to trade off between the reconfiguration frequency and

the data rate in the second solution. This chapter also sets up an experiment to demonstrate

high-frequency reconfiguration. The Xilinx debug core and external traffic analyser capture the

reconfiguration during the experiment. The protocol processor can support a high data rate Ether-

net traffic of bandwidth up to 9 Gbps (8.1 Gbps for regular flows and 0.9 Gbps for reconfiguration

90



5.7. CONCLUSION

flows).
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CONCLUSION

With the scale-up of data centres, the management of computing resources in a data centre

becomes important. Therefore, this thesis has explored the management of data centre resources.

The management of a data centre aims to increase the efficiency of resource utilisation. In other

words, the management should help to meet more cloud application requirements at lower costs.

The data centre resources should be easy to partition. Thus, they can be shared with many cloud

services. Additionally, with the growing size of a data centre, it should be possible to combine

large amounts of resources to support extremely high-volume computing.

The second chapter has reviewed methods that help to manage data centre resources. Virtual-

isation aims to partition the resources on a single platform into multiple pieces so that operators

can conveniently allocate them to cloud applications. Virtual machine migration has been sug-

gested to optimise the resources in real-time. During the migration, technologies are proposed to

synchronise memory data on multiple servers. These technologies hint at the disaggregation of

data centre resources as it is possible to combine physically distributed resources for executing

single tasks. Specifically, the virtualisation and disaggregation of reconfigurable FPGA resources

have been reviewed. High-bandwidth parallel stream processing is one of the features of the

FPGA platform that stands out most. Therefore, this thesis has reviewed architectures that try

to maintain this feature when introducing FPGA resources into data centres.
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When software support for the disaggregation of memory resources has been developed, it

has been found that the network highly limits the performance of the final computing systems as

traffic that was previously on the board is now flowing in the data centre network. Therefore,

developing a high-performance network has become a key enabler of resource disaggregation. In

Chapter 3, a network interface for data centre servers has been implemented. In the network

interface, optical transceivers equipped with advanced silicon photonic technology has been set

up and combined with an FPGA board. Its bit error rate is compared with the bit error rate of a

traditional SFP+ transceiver. The results show that the new transceiver is able to deliver high

bandwidth and high-quality signals at lower footprint cost.

The reconfigurable devices such as FPGAs have become increasingly important in cloud

computing as they are able to deliver flexible high-volume stream processing in parallel. Although

the management of memory resource has widely been adopted in data centres, the management

of reconfigurable FPGA resources has just begun. Therefore, in Chapters 4 and 5, architectures

have been implemented to enable the virtualisation and disaggregation of FPGA resources.

An architecture that virtualises the FPGA has been implemented in Chapter 4. Resources

on single FPGAs are divided into several partial reconfigurable regions. An interconnect system

is established to enable communication between reconfigurable regions and I/Os. In this archi-

tecture, FPGA platforms are partitioned into several reconfigurable regions that multiple cloud

applications can remotely access. As an example, the implemented virtualised FPGA platform

is adopted as a platform for network function virtualisation. It can support a maximum of 9

Gbps traffic with the latency of 1 microsecond. The deployed network function can seamlessly be

reconfigured in real-time.

Chapter 5 has explored methods that try to efficiently combine physically-distributed FPGA

resources. Instead of sending requests from a central controller, network solutions have been

proposed to trigger the function reconfiguration on FPGA devices. By inserting requesting

packets between normal packets, the reconfiguration of multiple pipelined functions can be

synchronised. The results have shown that the proposed method reduces the downtime during the

function reconfiguration, and hence enables reconfiguration at high frequencies. The implemented

processor for the protocol of requesting packets can support Ethernet traffic of up to 9 Gbps, 0.9
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Gbps of which are packets for reconfiguration.

6.1 Achievement

The achievement of this thesis can be summarised as follows:

• In Chapter 3, a high bandwidth network interface has been set up by combining an

OptoPHY optical transceiver with FPGA devices.

– Experiments are set up to compare the OptoPHY transceiver with the SFP+ transceiver.

– An optical switch is also set up to emulate the optical network.

• In Chapter 4, an architecture has been developed and implemented to virtualise the FPGA

resources. The system is able to maintain the high-volume stream processing of FPGA

platforms.

– An interconnect system has been set up and it can switch the traffic based on Ethernet

address.

– A reconfiguration process has been demonstrated to enable low-down-time function

switch-over.

• Chapter 5 has proposed a solution to synchronise function reconfiguration over multiple

FPGA devices.

– A network protocol has been designed and the protocol processor has been imple-

mented.

– The reconfiguration of multiple FPGA devices can be performed at high frequencies.

My research make the initial effort to introduce reconfigurable FPGA resource in the data

centre. I explores techniques to set up the physical platform that attach FPGA directly to a pure

optical data center network. The basic architecture of the platform has been established. When

new optical transceivers are invented, the related modules in the platform can be upgraded

accordingly. Architecture that isolates and shares FPGA resource on a single device are proposed.
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By optimizing this architecture, I believe researchers are able to establish a virtual FPGA

environment where users of the same FPGA device cannot feel the existence of other users. The

reconfiguration on multiple FPGA devices is also proposed. This method helps researchers to do

reconfigurable computing within the range of the data center instead of a single machine.

6.2 Lessons learned

The most valuable lesson I learned during PHD is how to do researches. Firstly, I should know

the basic skills and techniques of the related topic. These skills and techniques are important

when evaluating the feasibility of the research plan. Then it is important to make a good research

plan. Decisions such as what to implement and how to evaluate the research should be made.

The trade off between feasibility and creativity should also be done in the research plan. All the

decisions and trade off in the plan should be clear, so I will not be lost in the sea of academic

papers and user manuals. Otherwise, I can think reversely during self-reflection of my research.

If I am lost in the academic papers or user manuals, the reason might be that the research plan

is not clear. Unclear research plan may come from lack of knowledge of the related skills and

techniques.

6.3 Future work

The experiment in Chapter 3 has proven that it is possible to establish a high-bandwidth network

interface between the servers and the optical network. However, the FPGA and the optical

transceiver are on separate boards in the current set-up. At the next step, efforts can be placed

toward integrating them into a single board.

In Chapters 4 and 5, the FPGA devices are treated as independent processing units in the

cloud computing. Therefore, methods that try to manage FPGA resources on their own have been

suggested. However, FPGA devices also often run as accelerators in addition to general purpose

processors. Existing hardware and software designs for interfaces between FPGAs and processors

are based on the system-on-chip architecture where processors and FPGA modules are integrated

on the same chip. However, having dedicated servers for a specific type of resource is the key
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idea of resource disaggregation and helps increase resource efficiency. Similar to the benefits of

the disaggregation of memory resources, locating FPGA resources on independent servers can

also increase the efficiency of FPGA resources. Therefore in the next step, efforts can be put into

developing a communication structure that interfaces FPGA resources with traditional CPU and

memory resources through a data centre network in a cloud environment.
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