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The effects of vertical wind shear on orographic gravity wave drag derived previously
from inviscid linear theory are evaluated using reanalysis data. Emphasis is placed
on the relative importance of uniform and directional shear (associated with first and
second vertical derivatives of the wind velocity), which are theoretically predicted,
respectively, to reduce and enhance the surface drag. Two levels at which the wind
derivatives are estimated are considered for evaluating the shear corrections to the drag:
a height just above the parametrized boundary layer height in the ECMWF model
(BLH), and a height of order the standard deviation of the subgrid-scale orography
elevation (SDH), adopted by previous authors. A climatology of the Richardson number
(Ri) computed for the decade 2006-2015 suggests that the Antarctic region has a high
incidence of low Ri values, implying high shear conditions. Shear estimated at the BLH
has a relatively modest impact on the drag, whereas shear estimated at the SDH has a
stronger impact. Predicted drag enhancement is more widespread than drag reduction
because terms involving second wind derivatives dominate the drag correction for
a larger fraction of the time than terms involving first derivatives. A comparison
of climatologies of the drag corrections for horizontally elliptical mountains (which
represent anisotropic subgrid-scale orography in parametrizations) and axisymmetric
mountains always results in drag enhancement over Antarctica, with a maximum
during the JJA season, showing qualitative robustness to both calculation height and
orography anisotropy. However, this enhancement is smaller when using elliptical
instead of axisymmetric orography. This is because the shear vector is predominantly
oriented along mountain ridges rather than across them when the orography is
anisotropic.

1. Introduction

The drag exerted on the atmosphere by orographic gravity
waves must be parametrized in Global Circulation Models
(GCMs) as it is a subgrid-scale process (Kim et al. 2003).
An initial attempt to represent this effect used an envelope
orography (Wallace et al. 1983) to increase the orographic forcing,
but this approach had limited success. The first orographic
gravity wave drag (GWD) parametrization, replacing the envelope
orography, was formulated by Palmer et al. (1986) in order
to alleviate a systematic westerly bias in the mid-latitude
circulation detected in the European Centre for Medium-Range
Weather Forecasts (ECMWF) GCM. McFarlane (1987) obtained
similar improvements by implementing a GWD parametrization
in the Canadian Climate Centre GCM. Most current GWD
parametrizations (e.g. Lott and Miller 1997; Gregory et al. 1998)

do not directly include the effects of shear on the surface drag,
instead being based on a uniform-wind profile approximation
developed originally by Phillips (1984).

Corrected equations for the surface drag including the effects
of vertical shear on flow over an isolated axisymmetric mountain
were derived by Teixeira et al. (2004) and tested using idealized
numerical simulations. The theoretical model on which these
corrections are based is inviscid and linear with respect to
the perturbations induced by the mountains, and solves the
Taylor-Goldstein equation with variable coefficients using a
Wentzel-Kramers-Brillouin (WKB) approximation. The WKB
approximation allows slow variation of the wind velocity in the
vertical to be treated, and is formally valid for high Richardson
number (Ri) (Bender and Orszag 1999). Idealized experiments
were performed using three different wind profiles with constant
Ri: unidirectional wind shear, directional wind shear with a linear 
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variation of the velocity with height, and directional wind shear
with a velocity that turns with height at a constant rate whilst
keeping its magnitude constant. In the case of unidirectional
shear, the drag in the direction aligned with the flow was found
to decrease with decreasing Ri (i.e. increasing shear), whereas
(not surprisingly) no drag occurred in the perpendicular direction
(Teixeira et al. 2004). For the directional shear with a linear
change of the velocity with height, the drag in the direction
aligned with the flow at the surface decreased with increasing
shear at the same rate as in the previous case, whilst the drag in
the perpendicular direction decreased 1/3 more slowly, leading
to a misalignment of the drag force with the surface wind vector
(Teixeira et al. 2004). Note that in both of the preceding wind
profiles, the wind speed is unbounded. In the final case of the wind
that turns with height with constant magnitude, the drag was found
instead to increase with increasing shear (decreasing Ri), due to
terms involving the curvature of the wind profile (Teixeira et al.
2004). The theoretical model suggests that a similar behaviour
should extend to most wind profiles with directional shear (even
non-idealized ones), because the wind velocity components and
their second derivatives with respect to height tend to have
opposite signs, so that the wind speed remains bounded (Miranda
et al. 2009). It is important to note that shear effects on the
surface drag were only captured in these calculations because a
2nd-order WKB approximation was used, which was seen to be
fairly accurate for values of Ri down toO(1). All predictions from
the model were shown to be in good agreement with data from
numerical simulations of the inviscid, nonlinear, non-hydrostatic
equations of motion run for low-amplitude mountains (Teixeira
et al. 2004).

Teixeira and Miranda (2006) extended this work to test drag
equations derived for flow over mountains with an elliptical
horizontal cross-section, which are the approximation to real
orography assumed in some prominent drag parametrizations
(Lott and Miller 1997; Zadra et al. 2003). Otherwise, the model
had a similar basis to that used by Teixeira et al. (2004). This
model can also be viewed as an extension of the linear hydrostatic
calculations developed by Phillips (1984) that allows the wind
to vary in the vertical. Tests were performed for both a wind
profile with a linear variation, and one in which the wind turns
with height keeping a constant magnitude. The results indicated
essentially similar changes in the drag to those found by Teixeira
et al. (2004) (with some differences in detail due to the orography
geometry), thereby showing that such effects are important for this
more general orographic profile (Teixeira and Miranda 2006). One
of these differences is that the drag corrections tend to be larger
when the shear vector is directed across an elongated mountain
rather than along it, which is consistent with the larger magnitude
of the drag corrections found for a similar model developed for 2D
flow (Teixeira and Miranda 2004). The predictions from the WKB
model of Teixeira and Miranda (2006) were shown to be good for
the first wind profile by comparison with numerical simulations
and slightly less satisfactory for the second. However in all cases
the model, as that of Teixeira et al. (2004), produced qualitatively
accurate predictions and was of course asymptotically correct in
the limit of high Ri.

The theoretical model developed by Teixeira and Miranda
(2006) was employed by Miranda et al. (2009) to compute global
fields of GWD using ERA-40 meteorological data and elliptical
mountains with various aspect ratios, orientations, widths and
heights, adopted in the ECMWF’s GCM to represent the Earth’s
orography within each model grid box. This yielded a first
evaluation of the formulae including a correction for shear under
fairly realistic conditions. The impact of shear varied between
regions, with the strongest relative impact being felt over eastern
Africa and Antarctica, where shear was found to enhance the mean

GWD stress by a significant amount (Miranda et al. 2009). This
suggested that shear may have a substantial impact on the drag at
the global scale. Regionally, the GWD stress found by Miranda
et al. (2009) over Antarctica was found to be enhanced by up to
50%, and the impact of shear on GWD was seen to be important
throughout the year in this region, but reaching a peak during
June, July and August (JJA, i.e. Southern Hemisphere winter)
(Miranda et al. 2009). Thus it was shown that the shear correction
applied to the drag slightly reduced the known bias existing in the
GWD torque, as diagnosed from the resolved flow and the current
version of the drag parametrization (Miranda et al. 2009).

Although the study of Miranda et al. (2009) provided a
starting point for investigating the impact of shear on GWD,
many uncertainties concerning their results remain. Since the
corrections to the drag due to shear are expressed at the surface
in the inviscid model used to derive them, it is unclear what
height to select from real atmospheric data, where a boundary
layer affects the flow in ways not originally accounted for.
Miranda et al. (2009) adopted the same height as used currently
to estimate the wind velocity and static stability in the ECMWF
GWD parametrization, but other choices are possible. In principle
the optimal height is that which contributes most to the surface
pressure perturbation associated with the mountain waves that
cause the drag. However, determining that height objectively is
non-trivial. This study presents sensitivity tests that intend to start
to address this and other questions that remain open, namely:

• How sensitive are the drag corrections due to shear to the
level in the atmosphere at which they are evaluated?

• How does the orography anisotropy affect these drag
corrections?

• Which terms in the drag corrections are dominant, and how
is their variability characterized?

• What fraction of the time does directional wind shear
dominate the drag?

Miranda et al. (2009) used a height based on the standard
deviation of the model subgrid-scale orography elevation within
each grid box to evaluate the vertical derivatives associated with
shear effects. In the present study, we will compare calculations
using the same nominal height with calculations using another
equally reasonable height based on the first reanalysis levels above
the top of the diagnosed boundary layer. This latter height is
chosen in order to avoid effects of boundary layer turbulence
(which should be of minor importance to the dynamics of the
mountain waves, and the drag associated with them) and yet be
as near as possible to the surface.

This paper also aims to determine geographic areas with a large
incidence of low values of Ri (say, Ri< 3) at either height, and
the seasonality of these patterns (since the Richardson number
can be considered a measure of the importance of shear effects).
Additionally, an examination is made of spatial patterns and
temporal variability of the terms upon which the corrected drag
depends, and of their magnitudes relative to each other. These
terms depend not only on the first derivatives of the wind velocity,
but also on the second derivatives (i.e. curvature terms), which
are associated primarily with wind rotation with height (i.e.
directional shear), and generally cause GWD enhancement (as
explained above). These results are considered in the light of their
potential impacts upon the drag.

Situations with Ri< 0.25 are effectively irrelevant for these
calculations (and they do not occur in the main region we focus
on anyway – see below), because they correspond to dynamic or
even static instability, for which the gravity wave structure would
be disrupted by turbulence (with unforeseen consequences). So
in the cases where such values of Ri exist, the drag corrections
would be set to zero in an operational parametrization context. ItThis article is protected by copyright. All rights reserved.
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should also be noted that the Ri we consider in our calculations
is the local gradient Richardson number at a height considered
representative for the impact of shear on gravity waves, whereas
the top of the boundary layer is defined in reanalysis based on the
bulk Richardson number, an independent parameter.

Section 2 of this paper deals with the methodology used for
the data processing. In section 3 the results pertaining to the
dependence of the drag upon Ri are presented and discussed, as
well as those related to analysis of the other terms on which the
drag depends. Section 4 presents the main conclusions of this
study.

2. Methodology

All calculations involving atmospheric parameters are carried
out using the ECMWF ERA-Interim reanalysis dataset. The
variables required for these calculations are stored on a grid with a
maximum horizontal spacing of 78.2 km (corresponding to T255
spectral resolution) and 37 pressure levels – from the surface
up to 1 hPa, at 00, 06, 12 and 18 UTC each day from 1979 to
2015. The boundary layer height, which is given as the top of the
turbulent mixed layer as diagnosed based on the bulk Richardson
number (Sodemann et al. 2008), is stored separately at 00 and
12 UTC over the same time period. Pressure levels are used for
convenience, since they have enough vertical resolution for the
present purpose (25 hPa, or approximately 250 m, below 750
hPa). In the interest of accuracy, only data at 00 and 12 UTC
are used for all variables, so that a value of the boundary layer
height, which is necessary for the calculations, is always available.
Statistical parameters of the subgrid-scale orography within each
model grid box (anisotropy, mean orientation angle, height, slope,
etc.) are also available from the same dataset. In particular, the
standard deviation of the orography elevation (a key parameter of
the orographic drag parametrization scheme) is available at the
same spatial resolution as the boundary layer height.

As we are interested in the effects of shear upon GWD, we
adopt two possible heights at which to evaluate these effects: 1.
immediately above the top of the atmospheric boundary layer
(henceforth BLH), in order to avoid the effects of turbulence
and mixing that may exist within that layer; 2. similar to the
height currently used to evaluate N and (U, V ) (the Brunt-Väisälä
frequency and the mean incoming wind vector, respectively) in
the ECMWF orographic GWD parametrization (henceforth SDH)
(i.e. nominally the same height as selected by Miranda et al.
2009). In the case of the BLH, the mixing within the atmospheric
boundary layer that we wish to avoid always leads to low values of
Ri, which are not relevant to the (inviscid) aspects of orographic
gravity waves we wish to focus on here. Note that by definition the
BLH has a seasonal (and even diurnal) dependence, which does
not exist in the SDH.

The procedure to estimate the impact of shear on the drag is as
follows. First of all the Richardson number, which is a measure
of shear intensity, is evaluated globally. This is defined as the
gradient Richardson number (shown by Teixeira et al. (2004) and
Teixeira and Miranda (2006) to be a key parameter on which the
drag depends)

Ri =
N2“

dU
dz

”2
+
“
dV
dz

”2
. (1)

evaluated at a convenient level. To compute Ri at the BLH,
introduced above, the lowest of the 3 pressure levels used to
evaluate the derivatives necessary to calculate Ri is defined as the
first level above the boundary layer height, with the intermediate
and upper level defined as the consecutive levels immediately
above. For the SDH, the first pressure level above a distance above
the surface corresponding to 1.5 times the standard deviation

of the subgrid-scale terrain elevation within each grid box is
defined as the first of three consecutive levels over which the same
derivatives are evaluated.

The calculation is performed using centred finite differences
(between the lowest and highest levels) for the vertical derivatives
of U and V, and of the potential temperature that are needed to
compute N2. Other quantities are approximated by their values at
the intermediate level. Note that the SDH used here (like other
subgrid-scale orography parameters) is necessarily different (in
value, although not in definition) from that considered in the
original study of Miranda et al. (2009), as we use the ERA-
Interim dataset, whereas those authors used ERA-40 data, which
are provided at lower resolutions.

A similar method is employed in the calculation of the terms
contained in the drag corrections due to shear formulated by
Teixeira and Miranda (2006), which are in general not expressible
directly in terms of the Richardson number. The terms concerned
come from the equations for the drag used by Miranda et al.
(2009), which may be written as follows:

Dx =D0x

»
1− 1

8

n α

N2

“
U ′2 + 2UU ′′

”
+

1− α
N2

“
V ′2 + 4V V ′′

”ff–
− 1

4
D0y

1− α
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B

C

`
U ′V ′ + V U ′′

´
, (2)

Dy =D0y

»
1− 1

8


β

N2

“
V ′2 + 2V V ′′

”
+

1− β
N2

“
U ′2 + 4UU ′′

”ff–
− 1

4
D0x

1− β
N2

C

B

`
U ′V ′ + UV ′′

´
. (3)

Here the primes indicate derivatives with respect to height z.
Note that these terms involve not only first but also second wind
derivatives. The corresponding finite-difference approximations
make explicit use of all three discrete levels mentioned above.D0x

and D0y are the values of the drag components in the absence of
shear along the minor and major axes of the ellipse defining the
mountain. B, C, α and β are coefficients related to the horizontal
aspect ratio of the mountain, γ, which is a parameter available
directly from the ERA-Interim dataset for all points around the
globe. These coefficients are defined as (Teixeira and Miranda
2006)

B (γ) =

Z π
2

0

cos θ2

(cos θ2 + γ2 sin θ2)
1
2
dθ, (4)

C (γ) = γ2
Z π

2

0

sin θ2

(cos θ2 + γ2 sin θ2)
1
2
dθ, (5)

α (γ) =
1

1− γ2

„
1− C (γ)

B (γ)

«
, (6)

β (γ) =
γ2

1− γ2

„
B (γ)

C (γ)
− 1

«
. (7)

In order to test the effect of the orography anisotropy, we
also consider the simpler case of an axisymmetric mountain,
thereby avoiding the need to calculate the functions (4)-(7). The
coefficients related to the aspect ratio of the mountain, in this
case γ = 1, then take the following constant values: B = C = π

4

and α = β = 3
4 (Teixeira and Miranda 2006) which, from (2)-(3),This article is protected by copyright. All rights reserved.
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yields (Teixeira et al. 2004)
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where D0 = (D2
0x +D2

0y)
1/2 is the magnitude of the drag in the

absence of shear and ψ is the angle of the near-surface wind such
that tanψ = V

U =
D0y
D0x

.
To evaluate the temporal variability of shear effects, the fraction

of time at which the inverse of Ri is above a certain threshold
value is also calculated in a specified region. For this purpose, the
value of the quantity being analysed at each grid-point for both
times considered (00 and 12 UTC) is compared to the prescribed
threshold. If the value is above the threshold, 1 is added to a count
for the corresponding grid-point. The count is then divided by
the number of total counts (i.e. 2 per day) over the given period.
This method is also employed to compute the fraction of times at
which second derivatives of the wind velocity dominate the drag
corrections (as given by (2) and (3)).

3. Results

3.1. A climatology of Ri

Four seasons are defined, corresponding to the months of
December, January and February (DJF), March, April and May
(MAM), June, July and August (JJA), and September, October
and November (SON). Unless otherwise explicitly stated, we
will focus in what follows on DJF, corresponding to Southern
Hemisphere (SH) summer, and JJA, corresponding to SH winter,
as these are typically the extreme seasons in terms of atmospheric
behaviour. This turns out also to be the case for the drag, with
a few exceptions. Seasonal averages for DJF and JJA of the
inverse of Ri for the decade 2006-2015 (figure 1) reveal various
regions where Ri−1 = O(1), suggesting potential impact of shear
on GWD (since for simple wind profiles the corrections to the drag
due to shear are inversely proportional to Ri; cf. Teixeira et al.
2004; Teixeira and Miranda 2006). Figure 1 presents global plots
of Ri−1 evaluated at the BLH (as defined above). Figure 2 shows
the same, but focusing specifically on Antarctica and including
also results evaluated at the SDH.

The results indicate that high shear occurs in various regions
over the continents, particularly over the edge of Antarctica
throughout the year, peaking in intensity during JJA, in agreement
with Miranda et al. (2009), and weakening somewhat in DJF.
Maximum values of Ri−1 in this region range between over 0.3
in DJF to over 0.5 in JJA for calculations performed using the
BLH as the reference height (see figures 1 and 2(a),(b)), and
exceeding 0.7 during all seasons (although such values are more
widespread in JJA) for calculations using the SDH as the reference
height (see figure 2(c),(d)). This suggests that the impact on drag
could be substantial according to the theory of Teixeira et al.
(2004) and Teixeira and Miranda (2006). Note that there are also
high (in fact even higher) values of Ri−1 over the continents
in various temperate and tropical regions in figure 1 (where
only results calculated at the BLH are shown), e.g. the Sahara
desert (especially in JJA), Europe and the US (especially in DJF),
the Himalayas (in DJF), Australia, the southern half of South
America, and East Asia. Some of these values (for example, those
over the Sahara desert, Eurasia and North America in JJA), which
are sometimes even negative, indicate near-neutral static stability.

The drag diagnostic we propose (based on (2)-(3), where N2

appears in denominator) is clearly not robust in such conditions,
i.e., a parametrization based on it without any provision for
the avoidance of dynamical or static instability, would behave
erratically, as in the latter case N2 oscillates around zero. So the
regions where this happens will be disregarded.

The behaviour of Ri−1 over Antarctica (see figure 2) seems
qualitatively more robust than elsewhere in the results of figure
1. This is due to the atmosphere being statically stable in this
region, less dependent on seasonal cycle (and diurnal cycle – not
shown), and therefore better suited to our sensitivity tests. As the
Antarctic region exhibits high shear throughout the year (as shown
by Miranda et al. (2009) and confirmed here), this is the most
relevant area for investigation. Given the extremely cold climate of
Antarctica, the boundary layer is there very shallow (see below),
and so expected to affect the drag less, giving further relevance to
the inviscid drag estimates presented here. Additionally, the drag
over Antarctica has regional importance because it influences the
dynamics of the polar vortex (Watanabe et al. 2006). We will,
therefore, concentrate on this region for the remainder of this
study.

Figure 3(a)-(c) shows histograms of the BLH over Antarctica
in JJA (SH winter), of the SDH, and also a histogram of the
difference between these two quantities. It can be seen that the
BLH is typically very low, peaking at values between 10 m
and 15 m, presumably because of the very strong cooling to
which the surface is subjected. The SDH can be even lower,
peaking at values between 5 m and 10 m, presumably because of
contributions from the very flat interior of Antarctica. Curiously,
the SDH has a larger frequency at higher values, of 150 m – 200 m,
than the BLH, probably corresponding to the edge of Antarctica,
where the orography variability is much more pronounced. Figure
3(d) shows a histogram of the BLH in DJF (SH summer). Clearly,
the BLH is much higher, and has much more variability (shown by
the flatter distribution) during this season, therefore it must exceed
the SDH in an even more pronounced way than in JJA.

From figures 1 and 2, in Antarctica the values of Ri−1 estimated
using the BLH are systematically lower than those using the SDH.
As seen above, the BLH typically takes larger values than the
SDH, which means that the SDH is usually within the atmospheric
boundary layer. This is further corroborated by the histogram of
the difference between BLH and SDH (figure 3(c)), which shows
that this quantity is predominantly positive, although negative
values do occur. Since shear tends, on average, to be concentrated
near the surface and decrease with height, this explains why Ri−1

is typically higher when the SDH is used than when the BLH is
used. Additionally, by a similar argument, figure 3(d) justifies why
Ri−1 is lower in DJF than in JJA when the BLH is used: the BLH
exceeds the SDH even more in that case. Especially for the BLH,
the values of Ri−1 obtained from these temporal averages suggest
levels of shear that would have only a modest impact upon the
drag. However, they may underestimate the actual importance of
shear over shorter time scales.

Figure 4 shows histograms of the values of Ri over Antarctica
for Ri−1 averaged over different time periods (1 day, 1 month,
1 year, and the full period 2006-2015), using the BLH as the
reference height. Because of the substantial variability that exists
on a daily time scale, for the 1-day case histograms were averaged
over all days of July 2015. The 1-month histogram is for July
2015, and the histogram for 1 year refers to the period of
December 2014 to November 2015 (because this allows it to
contain complete seasons, as defined above). These histograms
indicate a higher incidence of low Ri values (between 1 and 2)
when the averaging period is reduced, which is consistent with the
hypothesis proposed above. The histograms peak between Ri= 3

and Ri= 4 over a day, between Ri= 4 and Ri= 5 over a month, andThis article is protected by copyright. All rights reserved.
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Figure 1. Inverse of the Richardson number Ri−1 averaged seasonally using daily data over the decade 2006-2015 at the BLH for (a) DJF, (b) JJA.

(a) (b)

(c) (d)

Figure 2. Inverse of the Richardson number Ri−1 averaged seasonally using daily data for the decade 2006-2015 over the Antarctic region for (a) DJF at the BLH, (b)
JJA at the BLH, (c) DJF at the SDH, (d) JJA at the SDH.

This article is protected by copyright. All rights reserved.
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(c) (d)

Figure 3. Histograms over the Antarctic region (for latitudes south of 60oS and only over land areas) during 2015 of the distributions of (a) BLH for JJA, (b) SDH, (c)
(BLH for JJA)−SDH, and (d) BLH for DJF.

(a) (b)

(c) (d)

Figure 4. Histograms of Ri at the BLH in the Antarctic region (for latitudes higher than 60oS and only over land areas), for Ri−1 averaged over (a) 1 day, (b) 1 month, (c)
1 year, (d) the decade 2006-2015.

between Ri= 5 and Ri= 6 over a year or a decade. Note also that

there is not much change between the histograms averaged over a

year and a decade, because most of the variability takes place at

timescales shorter than either of these periods. This shows that low

values of Ri occur over short timescales and are “smoothed out”

by the averaging process. Another aspect to note is that part of theThis article is protected by copyright. All rights reserved.
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variability of Ri is due to the variation of the value of the BLH,
and another (dominant) part is due to the variation of the wind
shear at the BLH. In equivalent histograms calculated at the SDH
(not shown), only the second part of the variability contributes.

To further explore this short timescale variability we employ
the technique described in the preceding section to compute the
fraction of the time at which Ri−1 is above a given threshold.
Figure 5 shows the fraction of the time at which Ri−1 > 1/3 (i.e.
Ri< 3) over Antarctica for each season during the decade 2006-
2015, for calculations done at both reference heights introduced
previously. Again we see a high incidence of low values of Ri
over the edge of Antarctica year-round, with a few spots where
the fraction of the time with Ri< 3 is above 0.8, and maximum
intensity during JJA, which is consistent with Miranda et al.
(2009). Note that while the seasonal maximum values of the
fractional occurrence of Ri< 3 do not differ very markedly when
using the BLH or the SDH as reference heights, the seasonal cycle
is substantially more pronounced when using the BLH, which is
natural because the BLH varies seasonally whereas the SDH does
not.

3.2. Effect of orography anisotropy on shear corrections to the
drag

The drag corrections due to shear are calculated next using the
formulae for elliptical mountains (2)-(3), which give the most
accurate representation of anisotropic orography (as represented
in a number of parametrizations), and compared with the
results obtained assuming axisymmetric orography (8)-(9). By
considering both of these orographic profiles we are able to
build up a more complete picture of the factors that lead to drag
enhancement (or reduction) due to shear, including its interaction
with the orography anisotropy.

3.2.1. Axisymmetric mountains

As explained in section 2, approximating the orography as
axisymmetric constitutes a considerable simplification of the drag
corrections due to shear, which can be calculated without resorting
to orographic parameters.

Figure 6 presents the correction to the drag magnitude due to
shear for axisymmetric orography, defined based on expressions
(8)-(9), as D/D0 = (D2

x +D2
y)

1/2/(D2
0x +D2

0y)
1/2. We can see

enhancement of the drag along the edge of Antarctica both
in DJF and JJA, but with maximum intensity during JJA for
both reference heights. Actually, the drag enhancement attains a
maximum during SON when the SDH is used, but the difference
relative to JJA is small. In this case the seasonal cycle is not very
well defined, partly because the SDH is fixed, and fairly strong
amplifications are present throughout the year. In figure 6, the drag
intensification with respect to that in the absence of shear suggests
that directional shear dominates the shear correction. The terms
with first derivatives in (2)-(3) or (8)-(9) are always necessarily
negative – except that involving U ′V ′ – so almost only terms with
second derivatives may enhance the drag. The possibility that it
is the second derivatives that are mainly responsible for the drag
enhancement seen in figure 6 is confirmed by the fact that figure
5(a),(b) and 5(c),(d) (or 2(a),(b) and 2(c),(d)) appear to differ less
than figure 6(a),(b) and 6(c),(d). The former show statistics based
on Ri, which do not involve any second derivatives, whereas the
latter show a quantity (the drag enhancement) that is affected by
such derivatives. The magnitude of the enhancement seen when
the SDH is used as a reference height (figure 6(c),(d)) is more
comparable to that obtained by Miranda et al. (2009) than that
seen when the BLH is used (figure 6(a),(b)), despite the resolution
refinement between reanalyses. However, the peak in intensity has

shifted from JJA to SON (not shown), although the difference
between these two seasons is small, as already noted.

Global plots equivalent to figure 6 (not shown) additionally
indicate that one of the few locations where drag is reduced
by shear is over the Andes, suggesting that the shear in this
region is predominantly linear (Teixeira et al. 2004). The drag
enhancement over the edge of Antarctica that is displayed in figure
6 suggests some degree of robustness of the drag behaviour both
to changes in the height in the atmosphere at which the shear
terms are evaluated (as the two panels are qualitatively similar)
and to orography anisotropy (since the present calculation uses
an axisymmetry assumption, but the results resemble those of
Miranda et al. (2009)). This is discussed further next.

3.2.2. Elliptical mountains

We now consider orography having an elliptical horizontal cross-
section, as used to approximate the subgrid-scale orography in
drag parametrizations of leading GCMs (Lott and Miller 1997).
The parameters that concern us here are γ, the aspect ratio
of the elliptical horizontal cross-section of the mountain, and
φ, its orientation angle. Both quantities, which enter in (2)-
(3) and in the coordinate transformation that must be applied
before these two equations (expressed in a coordinate system
aligned with the main axes of the ellipse (Teixeira and Miranda
2006)) can be used, are shown in figure 7 for Antarctica. Both
are available directly from the ERA-Interim reanalysis database.
Actually the absolute value of φ is displayed is figure 7(b)
because the interpretation that follows only depends on whether
φ corresponds to zonal or meridional orography. In ERA-Interim,
while φ = 0° denotes meridional orography orientation, both φ =

±90° denote zonal orientation. In figure 7, γ varies between 0
and 1 (corresponding, respectively, to a 2D and an axisymmetric
mountain). The coordinate transformation mentioned above may
be expressed as (see Teixeira and Miranda 2006)

U = Û cosφ+ V̂ sinφ, (10)

V = V̂ cosφ− Û sinφ, (11)

where U and V , and Û and V̂ denote, respectively, the wind
components aligned with the minor and major axes of the ellipse
(i.e. those in (2)-(3)), and aligned in the zonal and meridional
directions (i.e. those provided by reanalysis). Figure 7 shows
that most of the orography of Antarctica, in particular that
bordering on the Antarctic ocean (except perhaps in parts of the
Antarctic Peninsula) is quite anisotropic. It is also clear that the
the orientation of the orography towards most of the edge of
Antarctica is predominantly zonal, which is not surprising, since
the edge of Antarctica itself is in most places roughly zonal. The
consequences of these features for the drag behaviour will be
discussed next.

Figure 8(a),(c) shows the drag enhancement (as in figure 6)
for elliptical orography, but limited to the JJA season, since this
is roughly when this enhancement is maximized. Figure 8(b),(d)
shows the corresponding dimensional GWD stress enhancement
due to shear (in Pa), i.e. the GWD stress (drag per unit area) in
the absence of shear effects multiplied by the shear correction.
This latter result is used to illustrate the true magnitude of the
enhancement effect that can be expected in a parametrization
context, where the GWD stress is the quantity that is directly
parametrized. Drag enhancement is seen throughout the year in
the Antarctic region, but it is more modest than for axisymmetric
orography. The maximum enhancement values (mostly between
1.2 and 1.3) are somewhat spotty spatially and occur during JJA
when the BLH is used as the reference height, and during SON
when the SDH is used instead (not shown), but the differenceThis article is protected by copyright. All rights reserved.
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Figure 5. Fraction of the time at which Ri−1 > 1/3 over Antarctica during the decade 2006-2015 for (a) DJF at the BLH, (b) JJA at the BLH, (c) DJF at the SDH, (d)
JJA at the SDH.

to JJA is small, so we opted for displaying values for JJA (with
maxima mostly above 1.4) to keep a uniform approach. The
enhancement of the GWD stress shown in Figure 8(b),(d) follows
the dimensionless drag enhancement qualitatively, having a larger
magnitude, with maxima of between 0.5 and 1 Pa, when the SDH
is used, and being mostly between 0.2 and 0.5 Pa when the BLH
is used instead. Both of these values are of the same order of
magnitude as the maximum GWD stress perturbations due to
shear found by Miranda et al. (2009) for July 2001 (see their figure
6), but the value using the SDH is numerically closer. These values
are clearly practically relevant, since the total GWD stress itself is
typically of a few Pa (Miranda et al. 1999).

It is interesting that the drag enhancement seen in figure
8(a),(c) for both reference heights is not as strong as that seen
for axisymmetric mountains in figure 6. This must be due to the
orientation of the wind field with respect to the mountains. It is
well-known that the drag magnitude is larger when the wind is
perpendicular to an anisotropic mountain than when it is parallel
to it (Phillips 1984). Teixeira and Miranda (2006) further showed
that the drag corrections due to shear are larger when the shear is
directed across an anisotropic mountain than along it.

Figure 9 shows a histogram of the angle between the shear
vector, (U ′, V ′) over Antarctica and the minor axis of the elliptical
mountains used to represent the orography in each reanalysis grid
box. Similarly to |φ|, this angle only takes values between 0° and
90°, since any other angle would be redundant in terms of relative
direction, and can always be expressed as equivalent to an angle
within this interval. We can see that this angle peaks near 90°, and
has a minimum at 0°, which means that the shear is predominantly
aligned along the mountains (slightly less so when evaluated at the
SDH – not shown). According to Teixeira and Miranda (2006),

the drag corrections have a smaller magnitude in this situation,
which explains why in figure 8(a),(c) the drag is less enhanced
at the edge of Antarctica than in figure 6. Taking into account
that the thermal gradients at the edge of Antarctica are likely
to be mostly meridional, given that the temperature decreases
strongly inland towards the South, by the thermal wind relation
the wind should have predominantly zonal shear. Conjugated with
the predominantly zonal orientation of the orography at the edge
of Antarctica, this probably produces the shear alignment with the
long axis of the orography that can be seen in figure 9.

To further characterize the drag corrections for the elliptical
orography, figure 10 shows histograms of the drag enhancement
over Antarctica, discriminated by season, for the decade 2006-
2015, for shear corrections calculated at the BLH (figure 10(a),(b))
and at the SDH (figure 10(c),(d)). Inspection of the histograms
for both calculation heights reveals that the most common values
of drag enhancement are between 1.0 and 1.1. The drag can be
reduced due to shear, but invariably by a factor not smaller than
0.9. The histograms demonstrate, on the one hand, that the drag is
predominantly enhanced by shear effects, and on the other hand,
that this enhancement is typically small, especially in the case
where the BLH is used. Significant drag enhancement, in the range
1.3-1.5, is possible when estimating shear terms at the SDH,but it
is still very unlikely and infrequent. This is consistent with the
maps of figure 8. Another aspect to note is that the seasonal peak
in intensity of the drag enhancement shifts from JJA when the
BLH is used, to SON when the SDH is used instead (not shown),
which agrees with the results discussed above in connection with
figure 8. However, again, the difference between SON and JJA
(only the latter of which is shown in figure 10(d)) is small.This article is protected by copyright. All rights reserved.
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Figure 6. Drag enhancement over Antarctica for the decade 2006-2015, using an axisymmetric subgrid-scale orography approximation for (a) DJF at the BLH, (b) JJA at
the BLH, (c) DJF at the SDH, (d) JJA at the SDH.

(a) (b)

Figure 7. (a) Orography aspect ratio (γ), assuming that the subgrid-scale orography within each grid box can be represented by a mountain with an elliptical horizontal
cross-section, and (b) absolute value of orientation angle (|φ|) of that elliptical mountain.

3.3. The relative impact of wind profile shear and curvature

To further assess the relative impacts of terms involving first
and second wind derivatives (the latter often associated with
directional shear for reasons explained above) upon the drag
corrections, we split equations (2)-(3) appropriately so as to
separate those terms. We then compare the magnitudes of the
two totals corresponding to the sum of all terms of each type,
to evaluate the fraction of times at which the contributions of
each type of derivatives dominate. The results of this analysis are
shown in figure 11, which displays the fraction of times that terms
involving second derivatives dominate over those involving only
first derivatives. Second derivative terms reflect the curvature of

the wind profile, and typically have an enhancing effect on the
drag. As explained previously, this is because the fact that the wind
speed is bounded implies that, on average, a given wind velocity
component and its curvature have opposite signs. Now, the terms
involving UU ′′ and V V ′′ are preceded by a minus sign that
makes them typically positive (see (2)-(3)). First derivative terms
representing a linear wind variation, on the other hand, almost
always give a negative correction to the drag because they appear
squared and with a minus sign (with the exception of the cross-
terms involving U ′V ′). Thus, we expect that second derivatives
will be dominant in areas where drag enhancement is detected
(cf. figure 8). From a physical standpoint, it can be shown that
GWD is proportional to the real part of the vertical wave numberThis article is protected by copyright. All rights reserved.
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Figure 8. Drag enhancement by shear ((a),(c)) and absolute enhancement of the GWD stress (in Pa) ((b),(d)) over Antarctica, with shear corrections computed at the BLH
((a),(b)) and at the SDH ((c),(d)), during JJA for the decade 2006-2015, using subgrid-scale orography with an elliptical horizontal cross-section.

Figure 9. Histogram of the orientation of the shear vector relative to the orography over Antarctica, during the decade 2006-2015 for JJA at the BLH. 0° and 90° correspond
to flow across and along a mountain ridge, respectively.

of the gravity waves and that negative curvature (which is seen in
wind turning) increases this wavenumber (Teixeira and Miranda
2006). In order to lead to drag enhancement, the curvature terms
in the drag correction formulae need not only to balance but
also to dominate over linear terms. Miranda et al. (2009) showed
theoretically that, on average, curvature terms indeed tend to
dominate (see their Appendix). It is interesting that the peak in the
dominance of wind profile curvature effects occurs during SON
using both reference heights: BLH and SDH (see figure 11). This
does not, however, necessarily correspond to a maximum of drag
enhancement (using the BLH the maximum enhancement occurs
in JJA instead, as mentioned previously), because even if terms

involving second derivatives are the largest ones they may not
necessarily be large enough to produce the maximum drag values.

4. Conclusions

This study has shown that wind profile shear is likely to affect
GWD all year round over the globe, with the distribution and
intensity of this effect (measured to a first approximation using
the Richardson number) varying on a seasonal timescale. Polar
areas in winter are characterized by low values of Ri, which seem
to be the most reliable. One of the regions affected most by shear
appears to be the edge of Antarctica, confirming the findings of
Miranda et al. (2009). However, the present study goes beyondThis article is protected by copyright. All rights reserved.
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Figure 10. Histograms of the drag enhancement over orography with an elliptical horizontal cross-section in the Antarctic region, for the decade 2006-2015 calculated
using daily data for (a) DJF at the BLH, (b) JJA at the BLH, (c) DJF at the SDH, (d) JJA at the SDH.

(a) (b)

(c) (d)

Figure 11. Fraction of the time at which terms with second derivatives dominate the drag corrections relative to terms with first derivatives, over orography with an
elliptical horizontal cross-section for the decade 2006-2015, for (a) JJA at the BLH, (b) SON at the BLH, (c) JJA at the SDH, (d) SON at the SDH.

This article is protected by copyright. All rights reserved.
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those previous calculations by testing the sensitivity of the shear
corrections to the drag to two choices of height where they are
evaluated, defined to avoid near-surface boundary layer effects of
minor relevance to mountain wave dynamics. One of these heights
corresponds to the first reanalysis levels above the diagnosed
boundary layer top, BLH. The other height, SDH, corresponds to
1.5 standard deviation of the subgrid-scale orography elevation
within the model grid box above the ground. This latter choice
is formally similar to that of Miranda et al. (2009), but differs
in value because of the different resolutions between ERA-
Interim reanalysis (used here) and ERA-40 reanalysis (adopted
by Miranda et al. (2009)).

Results both for Ri−1 (an overall measure of the importance
of shear) and for the actual shear corrections to the drag suggest
that those corrections are qualitatively robust to changes in the
height at which the vertical derivatives of the wind velocity are
approximated. Namely, their geographic distribution, seasonal
cycle and average sign are essentially the same. However,
quantitatively, the drag enhancement diagnosed for Antarctica by
evaluating the shear corrections at the BLH and at the SDH height
do produce different results. Specifically, the shear is considerably
more enhanced using the SDH than using the BLH (by a factor
of 2 or more), primarily because the SDH is typically lower than
the BLH, and shear tends to concentrate near the ground. These
results extend to the values of the (dimensional) correction to the
GWD stress due to shear, which reaches maxima with a practically
relevant magnitude that are larger (and similar to those of Miranda
et al. (2009)) when SDH is adopted, and somewhat smaller when
BLH is adopted instead. A more detailed examination of the
relative magnitudes of terms in the drag expressions that contain
first and second derivatives indicates that terms containing second
derivatives (i.e. curvature terms) are dominant in a high fraction
of the region, over a large fraction of the time. We believe that
use of the BLH is more justified physically than that of the SDH,
particularly in regions of the world where deep and statically
unstable or neutral boundary layers occur. In these locations, the
SDH may well lie within the boundary layer and thus estimating
shear effects at that level could lead to unphysical results.

The sensitivity of the shear-induced drag corrections to
orography anisotropy was also tested by computing those
corrections for the “realistic” elliptical orography, with parameters
obtained from reanalysis, and for an axisymmetric orography
approximation, where such parameters become unnecessary. The
latter approach considerably overestimated shear effects, because
the shear was directed more often along the orography than across
it at the edge of Antarctica. The results are, nevertheless, not
as sensitive to orography anisotropy as they are to the reference
height, suggesting that the nature of the shear matters more for
drag enhancement than the orography anisotropy. The direction of
the drag vector relative to the orography (not addressed here) is,
of course, also important, and worthy of investigation. However,
this is likely to be quite a noisy field, as suggested by the map of
the angle of the orography (figure 7(b)).

The main conclusions of this study (answering the questions
formulated in the Introduction) can be summarized as follows:

• The shear-induced drag correction is qualitatively robust to
changes in the height at which the vertical derivatives are
estimated.

• The drag is considerably more enhanced when the SDH is
used as the reference height rather than the BLH.

• Use of an axisymmetric orography assumption results in
considerable overestimation of the shear effects.

• Terms containing second derivatives dominate the drag
correction for a large fraction of time during all seasons,
indicating that directional wind shear dominates the drag
throughout the year.

The aim here was to test the sensitivity of the drag to two
choices of reference height used for evaluating shear effects. An
objective determination of the optimal height for this purpose (if
it exists) is non-trivial, and a topic for further study.
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