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Abstract Lebbink et al.[(2003), a multi-valued logic is intro-

duced to describe inconsistent and biased inform-
This paper proposes a dialogue game in  ation in dialogue games without forcing agents
which coherent conversational sequences  to perform belief revision. In the same vein as
at the speech act level are described of  the FIPA work on agent communication languages
agents that become aware they have a  (Labrou, 2001), we formulate semantics of the
disagreement and settle the dispute by  speech acts to offer information and to agree to
agreeing to disagree when they believe disagree.

'”.S”ﬁ'.c'e”t pro.posmons to re;olve the What is lacking in Beun (2001) and Lebbink et
S|tuat|_on. _A dialogue game IS formu- al. (2003), is the possibility for agents to recog-
Igted n V\./h'Ch agents can offer mfor_ma— nize irresolvable disagreements and based on this
tion poss!bly regultlng n rjon-reconcnable, recognition utter an agreement to disagree making
mutually inconsistent bell_ef states. These the disagreement common belief. This common
staFes are handle‘d by a dlalpgue ru’Ie that belief can motivate dialogues on the definition of
defines when to ‘agree to disagree”. the terms used in the disagreement or dialogues to

weaken arguments in order to retract propositions

1 Introduction to resolve the disagreement.

If we are to understand conversations we may need A9gents may be motivated to persuade others

to carefully model the underlying principles that 10 @ccept to believe certain propositions.  Con-
drive them, but we would probably be just as satS€duently, agents may accept to believe proposed

isfied if we could build computational models that ProPositions, but they may also deny to accept to
generate useful conversations. In general cori2€liéve propositions when accepting them would
versations, participants may have autonomy ovetesult in inconsistent beliefs. The objective is
their cognitive states but they may also have in0 Present a dialogue game in which cognitive
tentions to change those of others. This autonom$9ents become aware of non-reconcilable beliefs
and intention may result in discussions about nonnd manifest this awareness to others while pre-
reconcilable beliefs. How to cope with these dis-S€"ving their private beliefs. We use a formal

putes and how to devise a computational modeinethod to represent classical and inconsistent in-
that identifies them? formation in the agents’ cognitive states, enabling

A dialogue game by Beurf (2001) describes!S to devise dialogue rules that can cope with these
speech acts between agents and identifies thrd@Pes of information. The resulting formalism al-
structures with accompanying properties that fornjows for embedded dialogues and verification of
a dialogue game that agents need to play to Come_xi_sting dialogues, b_ut notably it is computa}tioqal
municate in a sensible way. Agents need to have Yhich makes it possible to generate all valid dia-
cognitive state, dialogue rules to generate speedf9ues in a dialogue game.
acts to convey information to other agents and up- In the following (fictitious) dialogue, Tv (from
date rules to process incoming information. InSesame Street) tries to insure his new car; he rings
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an insurance company and explains his desire to We assume that information can only accumu-
an insurance agent (Ia). The la wants to sell Tv amate in the participants’ cognitive states and can-
expensive insurance policy because Sesame Strawit be retracted. In this information-monotonic
puppets are prone to fast and dangerous drivingapproach additions may introduce inconsistent be-
The la wants Tv to accept that its car is not safdiefs. Although the dialogue rules we are to
justifying an expensive policy. For the sake ofpresent will prohibit inconsistencies, agents use
argument, agents do not accept information thathe possibility of inconsistencies in a look-ahead
renders their beliefs inconsistent. This dialogue idashion when deciding to believe propositions.
mathematically checked as a valid sequence of utAgents are considered omnipotent and use equal
terances of our dialogue game. We omit proofsonsequence relations. In addition, agents can
and conclude that this dialogue is one of the 17°bnly speak to one agent at a time via an ideal
different valid dialogues. half-duplex communication channel which means
that no information is lost and that information can

Dialogue 1 (Car insurance in Sesame Street : . . -
g ( ) only flow in one direction at a time. No restrictions

1. Tvtola ‘My caris a Ferrari. are made on the number of participants.

2. latoTv ‘Ok!

3. Tvtola ‘(and) My car is safe! 2.1 Ordering of Information: Bilattices

4. latoTv :I don't bellevc_a that. _ Whereas in classical logic terms are assigned a

5. latoTv ‘(actu:';llly)lthlnk your caris not Safe“quth-value true or false, in multi-valued logic

6. Tviola "l don’t accept that my car is not safey y new truth-values are introduced to rep-

7. latoTv ‘Do yc_)u aCC_ePt thatif a car |sa, resent uncertain, non-determined or other epi-
Ferrari then it is not a safe car? stemic attitudes (Rescher, 1969). In previous work

8. Tvtola ‘(no)Idon’'twantto accept that.

(Lebbink et al., 2003), truth-values from a bilat-
tice structure (Ginsberg, 1988; Fitting, 1991) are
used to define a MVL, and theories of this MVL
are used to represent the agent's cognitive state.
Theories of MVL are sets of multi-valued propos-
itions which are terms taken from some ontology
In accordance with Wittgenstein’s dictum “mean-with an assigned truth-value from a bilattice struc-
ing is use”, we propose a dialogue game that giveture. Next to these propositions, an implication
meaning to the conception of offering information. operation for four truth-valueisnp, is added with
To understand a word or sentence is to know hova reading similar to the one from classical logic: if
to use it. And to be able to use a word or a senthe antecedent of the implication is part of a the-
tence is to be capable of recognizing the contextsry, then the consequent is also present.
in which it is appropriate to utter it (Ellenbogen, Two terms are used to denote the information
2003). This activity of speaking is described inof the example dialogue:is_a(this_car, ferrari)
a normative way, governed by dialogue rules thatind is_a(this_car, safe) stating that it is true that
dictate correct and incorrect use of communicatthis car denoted byhis_car is a Ferrari and a
ive acts. We could say that an agent understandssafe one respectively. The multi-valued pro-
word when it can distinguish between correct andoosition is_a(this_car, ferrari):f is read as ‘term
incorrect uses. is_a(this_car, ferrari) has truth-valué’. If this pro-
Following the approach taken in Beun (2001)position is part of a theor{" that represents the
and Lebbink et al. [(2003), a dialogue game is deliefs of some agent, we say that the agent be-
set of dialogue rules that describe which commudieves that ‘this car is not a Ferrari’. An implica-
nicative acts an agent may utter given its currention between the fact that if some car is a Ferrari
cognitive state. A dialogue game also has a set dhen that car is not safe, is represented by the pro-
update rules that describe the changes of the cogositionimps(is_a(X, ferrari):t, is_a(X, safe):f):t.
nitive state given an uttered communicative act. A bilattice is an algebraic structure that formal-

9. lato Tv ‘Lets agree to disagree whether you
car is safe or not.
10. Tvtola ‘Ok!

2 A Dialogue Game to Offer Information



A rendition of the dialogue from Sectidn 1 is
used in the remainder of this paper.

Dialogue 2 (Car insurance in Sesame Street)
1 [tv, ia, is_a(this_car, ferrari):t]'
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Figure 1: Bilattice representing partial and incon- n I
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fl
izes an intuitive space of generalized truth-value$. [tv, ia, is_a(this_car, safe):f]'~
with two lattice orderings. In Figure 1 the bilat- 7. [ia, tv,imp(is_a(X, ferrari)t, is a(X, safe):f):t]
tice for a four-valued logic/ (Belnap Jr., 1977) is 8 tv,ia, imp(is_a(X, ferrari)t, is_a(X, safe):f):t]'~
graphically depictedt andf stand for the clas- ia, tv, (is-a(this_car, safe):f, is_a(this_car, safe):t)]
sical truth-values true and false respectively; nondO0. [tv,ia, (is-a(this_car, safe):f, is_a(this_car, safe):t)
orthodox truth-valuas andi represent a complete
lack of information (unknown) and the inconsist-
ent information state. Truth-values are ordered by?n agent’s cognitive state consists of a number of
the amount of truth<,; and the amount of inform- mental constructs which are theories of MVL. An
ation<j; only the latter is of interest to us. For in- agent’s belief state is probably the most important
stanceu has less information tharandf, denoted ~ construct next to its desire state. A propositjon
by u <; t andu <;, f, butt andf are unrelated to is said to be believed by an agentf p is part of
one another in thé-order, that ist £, f andf ~ mental construct,, that is,p € B. Analog-
£, t. Bilattices with more truth-values and even OUsly, an agent desires that an agembeheves a
a continuum of truth-values can be used to repregPropositionp if p is part of mental construdd;”
ent biased information or probabiliti€s (Ginsbérg,that is,p € D2 For example, Tv desires that the
1988); we use only the four from Figure 1. la believes that it is true that this car is safe, that
is, is_a(this_car, safe):te D5w.

Agents keep record of all other agents’ expli-
The communicative act of offering information citly communicated beliefs, desires and accom-
and its two corresponding answers to accept angdanying consequences. The mental construct for
reject information are defined next. The act of anmanifested beliefd/, B, represents agents be-
offer [z, y, p]' is uttered by a speaket) directed liefs that agent: is aware of. For instance;:t ¢
to a listener ) and is read a%Are you @) will- M, B, states that: is aware thaty believes that
ing to accept to believe propositigr?’ In the first 1 has at least truth-value An agent also records
line of the example dialogue, Tv states that its capther agents’ communicated desires, this is done
is a Ferrari, which we consider equal to the phrasén MIDyBZ. For instance, Tv is aware that the la
‘Are you, la, willing to accept to believe that it is desires that Tv believes that this car is not safe, that
true that my car is a Ferrari?’ In answer to this, is, is_a(this_car, safe):fe Mtva*V. Also, agents
in the second line, the la grants Tv’s offer. The acineed to keep record of explicitly stated ignorance
of granting an offer{z, y, p|'* is read asl (z) am  of other agents; the third type of mental construct
willing to accept to believe. An agent may also is the manifested ignorance statec B, I, states
deny an offer, which is done in line four when thethat agent: is aware that agenj is ignorant to-
la denies to believe that Tv's car is safe. The act ofvardsp.
denying an offefz, y, p]'~ is read a8l (z) am not In addition, higher-order manifested mental
willing to accept to believe. The act of agreeing constructs are needed for agents to remember to
to disagredz, y, (p, q)]> is read asAre you (j) whom they stated their desires and beliefs. This
willing to agree that we are in disagreement overinformation is needed to prevent them from utter-
propositionp and ¢q. Precise contexts for correct ing offers more than once; this is addressed by dia-
use of these acts are defined in Sedtionh 2.6. logue rules (Sectioph 2.6). Mind-bending mental
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2.3 The Agent’s Cognitive State

2.2 Communicative Acts



constructs are needed to encode this informationyith their current beliefs.
the constructM, M, B, states that: is aware of Reasoning is restricted to the agents’ ca-

y's awareness that believesp. From a usage per- pacity to draw conclusions based on be-
spective, if an agent has answered an offer regargreved implication rules and antecedents. If
ing some proposition then this proposition is partan implication rule is believed by the la,
of this construct; this is addressed by update rulenp, (is_a(X, ferrari):t, is_a(X, safe):f)t € B, and

(Section[2.]7). Likewise, if an agent has proposedhe Ia is persuaded to believe an antecedent that
an agreement to disagree it is not allowed to Utthe car is a Ferraris_a(this_car, ferrari)t € B;

1as

ter the same agreement again. Therefore, a recofflen it also concludes to believe the consequent
needs to be kept of these agreements. For instana@at the car is not safés_a(this_car, safe):f € Bi,.

My M;aA(tv, ia) states that Tvis aware of the Ia's However, if the Ila already believes
awareness of their disagreement, this situation i _a (this_car, safe):t, then its belief state becomes
described in Sectidn 3.2. inconsistent, that isis_a(this_car, safe)i € Bi,.

A dialogue game defines a space of differentrhe closurecl(B;, U {p}) corresponds with the
dialogues that unfold by applying dialogue rulesset of propositions including la’s beliefs plys
and update rules. Given a (initial) cognitive statewith consequents.
of all agents participating in the dialogue (here-
after collective state), all sequences of COMMU~ 5 Motivations to Communicate
nicative acts can be generated that are considered
valid in the game. For our example dialogue theln Beun (2001) an agent’s motivation to utter a
following initial collective state is used. The la has question is to balance its belief and desire state.
the desire that Tv believes its car is not safe, an®tated in our terminology, an agent may pose a
Tv has the desire that the la believes that its car iguestion regarding some proposition if it has the
a Ferrari and safe. The la believes that if a car islesire to be in a belief state in which it believes
a Ferrari then the car is not safe, and Tv believe¢he proposition and it currently does not (yet) be-
that its car is a Ferrari and a safe one. Formally, lieve the proposition. We give a similar motivation

is_a(this_car, safe):f € Df“, to offer information. An agent may offer inform-
is_a(this_car, ferrari)t € DE* N By, ation to an agenj regarding some propositignif
impg(is_a(X, ferrari):t, is_a(X, safe):f):t € B;,,and  z has the desire thatis to believe the proposition,
is_a(this_car, safe):t € D{iia N Byy. andz is not aware thay already believes the pro-
position. Stated differently, an agent’s motivation
2.4 Cognitive Processes to utter an offer is to balance its desire and mani-

In our formalism, agents can perform two cog-fested belief state an agents motivated to offer

nitive processes: deciding to believe offered inptoyif p € Dy +" andp ¢ M, By.
formation and deducing consequences of newly According to the Gricean maxims of co-
accepted beliefs. Other central concepts, such asperation, speakers are forbidden to ask anything
choice between permissible communicative actsthey already believe (Grice, 1975). Analogously,
or which strategy to use to persuade others, wilspeakers are forbidden to put forward informa-
not be included in the descriptions presented hereion if they are aware the listener already believes
From a mathematical perspective, an agent ishe information. Next to giving restrictions, these
persuaded to believe a proposition when its cogmaxims also provide motivations for granting and
nitive state changes from not believing the proposédenying questions and offers: both should always
ition to believing it (Walton and Krabbe, 1995); be answered. In the next paragraph, the motiv-
the proposition is set-theoretically added to the beations and restrictions are combined to form the
lief state. Agents can have different criteria for ac-preconditions for ‘correct’ usage of our commu-
cepting to believe something. For simplicity, we nicative acts; these preconditions provide the se-
assume agents to be very credulous: they acceptantics of the acts and give communicative acts
to believe offered propositions that are consistenmeaning in the context of a dialogue game.



2.6 Dialogue Rules speaker £) believes the propositiop. Whether
In group decisions, different experts make de-2gentr is persuaded to believe the proposition as a

cisions as a group by agreeing on the assumptiorf§Sult of the offer: is responding to, does not mat-
they need to make to come to one common deF_e_r..Obwoust, a'speaker may onIy.grant an offer
cision. This means that the assumptions (which itis aware_the Ilsten_er has the desire to_ma_ke the
are beliefs) should be non-conflicting. A motiv- SPeaker believg, thatis,p M, Dy} Inthis dia-
ation for someone who facilitates group decision©9U€ game, an agentcan only be aware of this
making is to introduce dialogue rules that enabldf the other ageng has uttered an offer. To ensure
experts to offer information with the objective that that the information represented by granting an of-
experts become aware of other agent’s attitudes td€' IS not superfluous, e.g. stated more than once,
wards their beliefs. One way to check whether asth€ speaker may not be aware that the listener is
sumptions are conflicting is to offer these to otherWare that the speaker believes the proposition it
and conclude from their responses whether the@ranted, thatispy ¢ M, M, B

agree to believe these. In this section, the dialoguPefinition 2 (granting an offer) If p € B, p €
rules are defined allowing an agent to utter comesz andp ¢ M, M, B, then granting an offer
municative acts given its cognitive state. [z,y,p]"t is applicable.

An offer [z, y, p]' is defined applicable when the
speaker) is motivated to utter an offer. As stated
before, the speaker desires the listengrt¢ be-
lieve propositionp and the speaker is not aware gy jjar 1o the act of granting with the difference
th%t the listener already believes that is,p € ot the speaker had not been persuaded to believe
Dy* andp ¢ M, B,. Of course, a dialogue game ,, that isp ¢ B,. Equal to the act of granting an
can be conceived in which meaning is given to of-ygar the speaker must be aware that the listener
fering information even when the speaker is aware, 55 the desire to induce a cognitive state change
the listener already believes this. Such a differenf, e speaker, that ig; € Mfox. To prevent
game is played when the speaker wants to convey,at the denial is not superfluous, the speaker may
that it wasnot aware that the listener believed the not pe aware that the listener is already aware that
proposition, although it was. Furthermore, itis as+t has explicitly stated that it does not believe the
sumed that in this dl_alogue game, agents are n‘ﬁroposition, that isp ¢ M, M, 1.
allowed to propose information that they do not_ .. :
believe themselves. Due to the ideal communicape}cm'lg'mOn 3 (denying anoffen) If p ¢ B, p €
tion channel, agents are also not allowed to pose JAJny '_a.ndp g_MZ’Mny then denying an offer
communicative act more than once: after uttering®> ¥-7) i applicable.
an offer, they are aware that the listener is aware A follow-up offer is an offer that substantiates
of the speaker’s desire to induce a belief changesome claim to believe another proposition. This
This is represented by the mental construct thaoffer is syntactically indistinguishable from the of-
the speaker is aware that the listener is aware der defined in Definitiori [L. However, the follow-
the speaker’s desire to induce a belief change asip offer is a different speech act from a semantic
sociated withp in the listener. Also, proposition  perspective: it has the following preconditions.
should not be part of this mental construct, that is,The speaker has the desire that the listener believes
pé MrMnyy which can only be true if speaker Some propositiom, but the listener does (not yet)
has already offereq. believep and the speaker has already offered him

_ B p. The speaker may utter a follow-up offer regard-
Definition 1 (offer) IfB? €D p¢ MmBy’p, 6 ing propositiong if ¢ added to the listeners belief
By andp ¢ M, M,D," then an offerlz, y,p]' IS state would make him accept to beligveForm-
applicable. ally, if ¢ is added set theoretically @/, B,, then

The communicative act of granting an of- p becomes part of the manifested belief state, that
fer [x,y,p]'" is applicable when the (granting) is,p € cl(M,ByU{q}). The propositioy may in

An offer of information can be answered by
granting or denying to accept to believe the pro-
position. The act of denying an offér, i, p]'~ is



this case be offered when the listener does not bean offer, the listener is aware that the speaker does
lieve it and the speaker has not proposed it beforenot believe the proposition, that is, it is ignorant
towards it,p € M,I,. Also, the speaker is aware

Definition 4 (follow-up offer) If p € D2, A
efinition 4 (follow-up offer) 1f p P of this, which is represented yc M, M,I,.

M,By, p € MyM,DY", p € cl(M,B, U {q}),

q ¢ M,B, and ¢ ¢ MIMnyy then offer Definition 7 (denying an offer) after the update

[z,v, q]’ is applicable. of denying an offefz, y,p]" holds thatp € M, I,
andp € M, M,I,.

2.7 Update Rules

Update rules define the agent's change of cognit3 Agree to Disagree
ive state given a communicative act directed at th(f
agent f a group of experts are unable to agree on a

After a speaker ) has offered propositiop decision when for example two experts disagree

. . on some propositions that are needed to agree

to a listener ), that is, after[z,y,p]', the fol- Propo ) agree,

lowing properties for the cognitive states hold a persuasion dialogue may resolve the disagree-
‘ment by adding information to the expert’s belief

The listener IS aware that t.h.e Speakef desires thse(ate (Walton and Krabbe, 1995). If all methods
listener to believe propositiop, that is, p €

A DP' and the speaker is aware that the Iisteneto persuade have become exhausted, the experts
Ty o _ P _ B Lan conclude that they disagree on a specific sub-
is aware of this, that isp € M,M,D;”. In  ject and that they both agree on this. This agree-
addition, after an offer the listener is aware thatyent may trigger the meta dialogue in which for
the speaker believes the proposition, thapiss  example a coin flipping method is proposed to re-
My B, and the speaker is aware that the listenego|ye the problem. In this section, a dialogue rule
is aware of thisp € M,M,B,. Offering a pro- for agreeing to disagree is proposed, making the
position may have the effect that the listener isgisagreement common belief.

persuaded to believe the propositign € B5,).

Note that being persuaded is not encoded in up3.1 Disagreement

date rules but in the agent's cognitive Processes o pieces of information are in disagreement

(Sectior Z4). when they are not subsumed under each other
Definition 5 (offer) after the update of an offer in the information order. Stated differently, two
[z,y,p] holds thatp € Mnyy,p € MxMny“J, pieces of information disagree when the truth-
p € MyB, andp € M, MyB, . values representing the information are not related

After a speaker) has granted an offer regard- with respept to the infprmation ordet;. For ex-
ing propositiorp to a listener ), thatis|z, y, p| +, @mple. t disagrees withf becauset #; f and
the following properties for the cognitive state f £r t, butu agrees witht becauseu < t.
hold. The listener is aware the speaker believe& @gent believing a propositior : u and an-
propositionp, that is,p € M, B,, and the speaker other agent behew_n@:t do not. disagree about
is aware that the listener is aware of this, that is?» (€ latter agent is just more informed than the
p € M,M,B,. Remember, this mental constructformer naive agent. Equally, agrees withi be-

is used to represent that the speaker has grant&dUse& < i, see also Figure 1.
the offer. A disagreemenbetween two agents and y

o ] about the truth-value of term exists if (and only
Defmltlo_n 6 (granting an off?r) after the update if) = believes a propositions : #, andy believes
of granting an offer(z,y,p|"" holds thatp €  on0sitions: 6y, and the truth-values disagree.
My B, andp € My My B;. In line 1 of the example dialogue, Tv states that

After a speakeri) has denied an offer regard- the car is a Ferrari. After the update of cognitive
ing propositiorp to a listener), thatis[z, y,p]'~,  states, the la believes this and he concludes that
the following properties for the cognitive state this car is not a safe car, but he is not yet aware

hold. Similar to granting an offer, after denying that Tv believes that this car is safe.



3.2 Awareness of Disagreements 2. The speaker is aware that the listener is also
aware of the disagreement, that ig,: 63 <

An agent ) is aware of a disagreement with an- ) ?
M, M, B, andf3 disagrees witlt;.

other agenty) if and only if x believes a proposi-
tion«:0; andz is aware thay believes proposition 3. The speaker isot aware of a set of proposi-
Y6, andd; disagrees witlt,. In line 3 of the ex- tions that it has not offered to the listener before
ample dialogue Tv states that its car is safe. Aftethat could have resolved the disagreement if the
the cognitive state update of this act the la is awaréistener had accepted to believe them. Suppose the
that Tv believes that the car is safe; the la is nowpropositioni : £&; represents the minimal amount
aware of a disagreement because it believes thaf information that if added to the listener's be-
the car is safe. After line 4, Tv is also aware of thelief state resolves the disagreement. If for a set
disagreement. of propositions® that is believed by the speaker

Under the assumption that the dialogue only(® C B,) holds that if ® were added to the
results in additions of the agents’ cognitive stateslistener’s belief state then the disagreement would
it can be proven that disagreement awareness dhave been resolved, thatig¢; € cl(M,B, U ®).
ways implies the existence of a disagreement anBurthermore, if a set of propositio® C B,
that it is not possible that agents are incorrectlyhas been offered to the listener then holds that
aware of a disagreement. Note that if agents havé C MxMny Y. We can now state that the
a disagreement, they need not be aware of this. speaker has no methods (sets of propositibhs

A second-order disagreement awareness existsft to persuade the listener ky® C B, ) (& €
when an agenty) is aware that another agemf) ( cl(MyB, U®) = & C MJ:Mnyy),
believes a propositiog:0; andz is aware thay
is aware that: believes proposition): 6, and 6,
disagrees witlt;. In line 5 the la states that it be-

4. According to the speaker, the listenernist
aware of a set of proposition not offered to the

lieves that the car is not safe, after the update, thspeaker before that can re_solve the dlsagrgement i
. . e speaker accepts to believe them. That is, for all
la is aware of a second order disagreement. After

line 6. Tv is also aware of this disaareement sets of proposition® believed by the listener ac-
’ 9 ' cording to the speake®( C M, B,) holds that if

3.3 Resolving Disagreements these proposition& were believed by the speaker
then the speaker would have believgd; repres-
enting the minimal information that is needed to
}“ésolve the disagreement (according to the listen-

The minimal piece of information that is needed to
resolve a disagreement between two agents abo

a terms) is represented by proposition: ¢ that ers that the speaker is aware of), thatisg, €

if added to one of the agent’'s belief state re'cl(MxMyBx U ). If all these propositionsy

solvesttg_e Idlsagreement. | Reg(;_etrnber tfh_a tf n thﬁave been offered and apparently this did not re-
current dialogue game only additions of inform-_ "\, disagreement, that s C M, M, 1,

ation are possible and consequently, resolving CIiSfhe speaker is aware that the listener has no meth-

agreement can only take place by adding SUﬁiCien(t)ds left to resolve the situation. Formal(y,¥ C

information to one of the two agent’s, rendering itM B)(W:& € dA(M,M,B, UT) = ¥ C
possibly inconsistent. Mx]\;I )' 2 . =
xiViyltx ).

3.4 Dialogue Rule to Agree to Disagree 5. The speaker is not aware that it proposed

The situation in which participants may utter an!0 agree to disagree regarding the disagreement
agreement to disagree can now be equated in a digefore. ~ Agreements to disagree are kept re-
logue rule. The speaker) may propose to agree cord of similar to manifested beliefs and desires.

to disagree about term to the listenery) if: M, M,A(x,y) states that is aware of the agree-
ment to disagree by between the agents.

1. The speaker is aware that it has a disagreement If these five preconditions hold, the speaker may
about termy) with the listener, that is):0; € B,, propose an agreement to disagree regardindge-
V02 € M, B, and; disagrees witlts. noted|z, y, (103, 1:6:)]>.



3.5 Generation of the Example Dialogue If two agents utter their agreement to disagree
The proposed dialogue game gives precondition hey are mutually aware Of j[he dlsggreement the_y
ave about some proposition, this awareness is

to offer information. Combined with the formal ital | decisi b th decisi
rule of the speech acts, the update rules and the e In group decisions because these decisions

(not presented) axioms of theories of MVL the&nould not be based on information that agents dis-

example dialogue can be proven to follow from237€€ UPON. Once agents agree to disagree about a

the initial collective state. Note that the agree-prOpOSitio.n it cann.o'F be gsed i.n futqre reasor.li.ng,
ment to disagree is based on information regard?ven previous decisions in which this proposition
played a role may be compromised.

ing the two agents involved in the disagreement! .
- Future research addresses agents that strategic-
This disagreement may need to be retracted WhenI : ) .
ally select which speech acts to utter with the in-

new information is gained on how to resolve the 7 . . : . .
tgntlon to arrive at a collective state in which de-

situation. This is because the agreement is base

on the absence of beliefs of only the two agen,[stable properties hold. Other research centres

. around speech acts for retracting information. Re-
that actually have the disagreement. If anothe,[r ting information is an act of offeringot t
agent offers a proposition that resolves the dis- acting information 1s an act ot otteringot to

. Believe a proposition, that is, an offering to for-
agreement, the agreement to disagree needs to bé ) ) .
retracted get. Retractions of information enhance the cur-

) rent dialogue game by to retracting agreements to
With the help of software tools, the complete gue g y gag

. ...~ disagree when new information comes to light.
state space of the dialogue game with its ini- g g

tial collective state is generated in one tenth of
second, resulting in a graph with 37 nodes re
resenting the collective states and with 66 edg{a%e
representing speech act utterances with associated
cognit'ive State_UpdateS' This netvvo.rk Comp,risTgeunZOM] R.J. Beun. 2001. On the Generation of
177 different dialogues with three different final'  conerent Dialogue: A Computational Approach.
collective states. One has to remember that an Pragmatics & Cognition9(1):37-68.

agent accepts to believe a proposition if it is corfellenbogen2003] S. Ellenbogen. 2008lttgenstein’s
sistent with its current belief state. This makes of- Account of Truth SUNY series in philosophy. State

fering information of crucial importance, resulting ~ University of New York Press.

in the three different endings. [Fitting1991] M. Fitting. 1991.| Bilattices and the se-
mantics of logic programming]l. of Logic Program-
ming 11:91-116.

[Ginsberg1988] M.L. Ginsberg. 1988. Multivalued |.o-

We have given a formal semantics to the act of gics: A Uniform Approach to Reasoning in Artificial

ttering a broposal to aaree to disaaree: the Intelligence.Comput. Intelligence4:265-316.
utiering a proposa 9 'sagree, Srice1975] H.P. Grice. 1975. Logic and conversation.
semantics are defined by formulating the rul In P. Cole and J.L. Morgan, editor§peech Acts

of usage in the context of a computational dia- volume 11 ofSyntax and Semantigsages 41-58.

logue game for offering information. We have ahrou2001] Y. Labrou. 2001] Standardizing Adent
shown that semantics of communicative acts can [CommunicationLNCS 2086:74—98.

be given with a dialogue game in an intuitive many_ebbink et al.2003] H.-J. Lebbink, C.L.M. Witteman,
ner, and that given the dialogue game a formal sys- and J.-J.Ch. Meyer. 2003! Dialogue Games for
tem emerges in which sequences of communicat- Inconsistent and Biased Informatjorpresented at
ive acts can be checked valid dialogues. Also dia- LCMASO3 (www.win.tue. @ink/lcmas03.htrmi) _
logues can be generated from the dialogues alitfScher1969] N. Rescher. 1968lany-valued Logic

. o McGraw-Hill.
update rules providing the possibility to analysgwalton and Krabbe1995] D.N. Walton and E.C.W.
d.|alogue games on useful propert@s like Fermm "~ Krabbe. 1995. Commitrﬁént in Dialogue: B.as.ic'
'[IOFI or Whether the unbalanced deSIre/be“ef StateS Concepts Of |nterpersona| ReasonirEJJNY Press_

are resolved in the terminating collective states.  Albany, NY, USA.

;References

Inap Jr.1977] N.D. Belnap Jr. 1977. a useful four-
valued logic. In J.M. Dunn and G. Epstein, editors,
Modern Uses of Multiple-Valued Logipages 8-37.

4 Conclusions


http://www.cs.uu.nl/people/rj/beundial.pdf
http://www.cs.uu.nl/people/rj/beundial.pdf
http://comet.lehman.cuny.edu/fitting/bookspapers/pdf/papers/BilSemLP.pdf
http://comet.lehman.cuny.edu/fitting/bookspapers/pdf/papers/BilSemLP.pdf
ftp://ftp.cirl.uoregon.edu/pub/users/ginsberg/papers/mvl.ps.gz
ftp://ftp.cirl.uoregon.edu/pub/users/ginsberg/papers/mvl.ps.gz
ftp://ftp.cirl.uoregon.edu/pub/users/ginsberg/papers/mvl.ps.gz
http://www.cs.umbc.edu/~jklabrou/publications/springer2001b.pdf
http://www.cs.umbc.edu/~jklabrou/publications/springer2001b.pdf
http://www.cs.uu.nl/people/henkjan/articles/lebbink03a.pdf
http://www.cs.uu.nl/people/henkjan/articles/lebbink03a.pdf
http://www.win.tue.nl/~evink/lcmas03.html

	Introduction
	A Dialogue Game to Offer Information
	Ordering of Information: Bilattices
	Communicative Acts
	The Agent's Cognitive State
	Cognitive Processes
	Motivations to Communicate
	Dialogue Rules
	Update Rules

	Agree to Disagree
	Disagreement
	Awareness of Disagreements
	Resolving Disagreements
	Dialogue Rule to Agree to Disagree
	Generation of the Example Dialogue

	Conclusions

