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Interrupting Constructionsin a Rejuvenated Amazon Grammar

Carla <chelfhout, Peter-Arno Coppen
Radboud University Nijmegen

Abstract

This paper reports on the latest rejuvenatiomsfazoN, a structuralist parser for Dutch

written sentences. Unlike older versions, the mewazoN parser has been developed in
a modular organization, with an empirical cycle containgvgluations on corpus material.

This methodology facilitates the development by separesearchers, and it gives more
insight into the actual performance of the parser, progdiruseful means of measuring the
improvement during development. In this paper, the evalnanethod, and its outcome,

is presented in general. As a more specific case study, thiermeptation of a separate

module for interruption constructions is discussed.

1 Introduction

The AMAZON parser for Dutch ((Van Bakel 1975); (Van Bakel 1984); (Oltmans
1994); (Van Dreumel 1997); (Coppen 2002)) was originally developekscribe

only grammatical, written Dutch sentences. Based on traditional strust.otzd-

ory (Rijpma and Schuringa 1968), the1tAzON parser aimed at an immediate
constituent analysis of sentences in terms of structuralist fields (bkéc@liza-

tion, Middle and Extraposition Field), without attempting to gssiunctional la-

bels to the constituents. In the 1970s, theoretical coverage was theeselgrch

topic. The question was whether in principle the structuralist dethegipheory

was adequate to cover all grammatical Dutch sentences. No attempt was made to
determine the coverage of the parser on actual data.

This approach differs from more ambitious projects aiming at the dpuedmt
of a broad coverage —or more detailed— syntactic or semantic parser for Dutch
(in (Bouma and Schuurman 1998), an overview of parsers currently alaitab
given). Since all of these projects aim at different goals, a full systeroathpari-
son is non-trivial. So far, such a full comparison has never been attengutedve
will not try to do so in this paper. In a special of the Dutch jourNatlerlandse
Taalkunde (Coppen and Cremers 2002), the results of four Dutch parsers on the
same input are discussed.

In the course of time, the theoretical bias of thieAzON grammar was re-
placed by more practical goals. First, the output of theazoN parser was
used as input for a subsequent module aiming at a dependency strucamre (V
Bakel 1984) and second, therazoN grammar was provided with a robustness
module (Oltmans 1994) to capture ungrammatical input. Finallycttral ambi-
guity in theaAmMAzON grammar was tackled ((Oltmans 1994); (Van Dreumel 1997);
(Coppen 2002)), for instance by enriching the grammar with proliglriiorma-
tion, in order to make it possible to use the parser in practical apmitafe.g.
(Kerkhoff and Marsi 2002)).

From 1983 onwards, theMAzON parser is organized as a two—level gram-
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mar that is converted into a parser by a parser generator Aire system,
(Koster 1991)). Since then, every once in a while, the grammar has been com-
pletely rejuvenated by rebuilding it from scratch (e.g. in ((Oltmans }904n
Dreumel 1997)). In this paper we report on the latest rejuvenation ¢2003B).

We will show howaMAzON was rebuilt, and with what results. As a case
study, we will focus on a separate module describing interruptingtcoctions.

2 Rebuilding the Amazon Grammar

Up until (Van Dreumel 1997), alhkMAZON versions were developed in a purely
linguistic way. That s to say, the grammar focussed on the descripticonstruc-

tions on the basis of linguistic theory only. Although the passEmed to perform
reasonably well on unseen material, this was never evaluated systematically. In
most cases, construed sentences were used to determine the parser’'s coverage.
Evaluation merely meant a proof of principle. Whereas this was understandabl
from the initial purpose of themAzON parser (to be able to describe all sentences

in principle and theoretically), it was not sufficient for realistic applications.

Another problem with the 1997 parser was the fact that sometimes it would
behave unexpectedly. Although normally it would give 1 to 2 analysesen-
tence within a second, for some sentences it would suddenly need minates (o
even hours) to run, or give 40 or more analyses.

In order to identify the cause of these problems, we decided in 2001 uddeb
theAMAZON grammar in a modular design, meaning that the grammar is generated
from separate modules, which can be plugged in or replaced. Modules are not en-
tirely independent in that they may refer to constituents defined in othdules.

For example, the module describing prepositional phrases (the PPlehaldes

not contain rules describing noun phrases, but it refers to the NP mdduwihich

noun phrases are described. However, the PP module can be replaced by another
PP module containing rules for all PPs referred to in other modules. Newlewd

were carefully added incrementally, using regression tests on corpus ahateri
monitor the performance of the evolving parser.

After building the description of the verbal structure (Van Dreumel and
Coppen 2003), separate modules were added for the major constituenBRNP
AP), for the basic structuralist fields (Middle Field, Topicalizatioal&, Extrapo-
sition Field), and for peripheral fields (Left and Right Dislocation & Pref-
erence measures were added to the rules, to favour more likely constajetien
ing standardhGFL mechanisms (cf. (Koster 1991)). Apposition and coordination
were treated pragmatically: rather than enriching the grammar to determine the
proper attachments, or underspecifying the structure, we decided to usbad g
attachment strategy (viz. maximal attachment/early closure for major aoevsts,
minimal attachment/late closure for minor constituents such as noun-gaordi-
nation). These attachment strategies were implemented by enriching the majo
structuralist fields with context information. For instance, NP pastifiers will
be accepted in a topicalization field, but not in the middle field. A PP wlif be
accepted at the end of the middle field if the verbal cluster is non-empterOth
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wise, the PP is attached to the extraposition field.

These pragmatic choices seem justified (cf. (Coppen 2002)) because in sub-
sequent modules, the structural environment for attachment problems eas-be
ily recognized, so that the attachment can be adapted when necessary. For in-
stance, any PP following an NP is a possible candidate for appositionethatent.
Whether it is an appropriate candidate depends on matters like subcatdgorizat
of the verb, semantic content and the like. In (Van Bakel 1984), the readul
susis described that deals with these matters. Without entering into too much
detail, this process can be characterized as a transformational grammar recogniz-
ing a structural description and changing the attachment whenever necessary (i
whenever the PP cannot be interpreted as an object or an adverbial).

As a basis for the lexicon, for the open word classes N, V and ActheXx
lexicon was used. In addition, wild card rules were added to the grammap# co
with unknown words, using standasgFL mechanisms (cf. (Koster 1991)).

Initially, for development purposes, we used two documents withDihieh
State of the Nation (“troonrede”) from 2000 (initially) and 2003 (lata). At the
end, the versions from 2001 and 2002 were used to determine the tofai-per
mance, and to add some final tuning.

This methodology, incrementally adding separate modules and testingpthem
corpus material, enabled us to identify, and tackle, ambiguity problemisyonee,
and independently. This way, the problems of the older parser were aéied.

3 Evaluating the Amazon par ser

Evaluation of the parser during development consisted of a thoroagliahjudg-

ment of the quality of the analyses of all sentences from the data. As ttesrsys
evolved, we used an automated measure of coverage to be able to determine the
performance on larger corpora.

In order to test the performance of the parser, we collected a number ofraorpo
with different text types (cf. Table 1), from a children’s story “Jip Janneke”
which consisted almost only of dialogue to some editorials from & kiggality
news paper (the NRE&)

Since the latessGFL version (2.3), analysis time does not seem to be an issue
any more. Although the word throughput on various text types vdras 223
words per second in the Daily News section of the Eindhoven Corpugaabrds
per second on the child story “Jip & Janneke”, the worst performance atilgs
the entire Daily News section of the Eindhoven Corpus (Uit den Bood&ais5)
in less than 10 minutes on a modest 800 Mhz PC.

Ambiguity was almost completely eradicated from the parser, by applying
global attachment strategies and employing preference measures (cf. section 2).
Of course, this way of eradicating ambiguity will sometimes result inviheng
parse, or an incomplete parse. Itis the purpose of evaluation measursslassdi

1The material also included a corpus of “unedited prose” (Waiteren 2004) which consisted of
raw text fragments collected from informal, diary-like dmeents, and the Daily News Section of the
Eindhoven corpus (cf. (Uit den Boogaart 1975)).
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Table 1: Test corpus characteristics

Corpus sentences words| w/s
child story (*Jip & Janneke”) 267 1580| 5.92
fairy tales 302 3618 | 11.98
internet news 1426 | 20718| 14.53
state of the Nation (development) 321 4946 | 15.41
unedited prose 4488 | 70027 | 15.60
state of the Nation (test) 325 5207 | 16.02
NRC editorial 75 1225 16.33
Daily News Eindhoven corpus 7137| 126932| 17.78

below to determine these costs. Furthermore, this strategy reliesbseuent
modules that have to be evaluated in the future.

Testing on large corpora showed a mean number of 1.39 parses per sentence
(with 75% of the sentences receiving 1 parse), ambiguity almost alwaysingsul
from lexical sources. In the future, we will employ statistical means (&dgling
lexical probability taken from theELEX lexicon, or using the output of a part—of—
speech tagger as inputAAzoON) to get rid of this ambiguity as well.

We determined themAzON performance on these corpora, first with a rough
measure, distinguishing just three possibilities for a sentencereithull sentence
analysis from the\sMAZON core grammar, or a result from the robust module, in
which the sentence is analysed as an ellipsis consisting of (as large dslg)ossi
constituent chunks. A third possibility is that the parser producearnalysis at
all. Using this measure, we get results as in Table 2.

Table 2:AMAZON Performance Statistics

Corpus analysis

Full Elliptic | None
Daily News Eindhoven corpus | 4305 (60%)| 2822 (40%) 10
fairy tales 213 (71%) 89 (29%) 0
NRC editorial 53 (71%) 22 (29%) 0
unedited prose 3379 (75%)| 1107 (25%) 2
internet news 1123 (79%)| 303 (21%) 0
child story (“Jip & Janneke”) 229 (86%) 38 (14%) 0
state of the Nation (test) 285 (88%) 40 (12%) 0
state of the Nation (development) 317 (99%) 4 (1%) 0

Of course, a full analysis must not be identified with a correct analysisaan
elliptic analysis is not always an inferior result. Note that in some d@sgecially
in child stories, fairy tales and unedited prose) the input is indeedie]lwhich
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makes the elliptic analysis the only possible one (even for a humaepand
therefore, the correct one. A full sentence analysis obviously does not aabess
imply a fully correct analysis. However, random spot checks suggest uhat f
analyses are for the most part correct or at least defendable. A more detailed error
analysis will have to determine the quality of full sentence analysdseifuture.

In order to obtain more insight into the qualitative performancénefdarser, a
full comparison with a gold standard analysis is necessary. Howevemdotical
reason$ we decided to perform only partial evaluations. First, we manually ex-
tracted all verbal structures (in Dutcierkwoordelijk gezegde) from the fairy tale
subcorpus and the NRC editorial subcorpus. Verbal structures were défiaed
traditional sense, as a main verb or copular verb possibly modified byiariegl.

We compared these to therAzoN results. The two subcorpora were chosen be-
cause the former is one of the simplest in terms of verbal constructidrereas
the latter is the most complex. Results are in Tabte 3.

Table 3:AmAzON performance on verbal cluster

Fairy tale subcorpus
target| correct| false | notfound | precision| recall | F-score
851 741 | 100 110 0.88| 0.87 0.88
NRC subcorpus
target| correct| false | not found| precision| recall | F-score
128 100 13 28 0.88| 0.78 0.83

As expectedAMAZON scores a little bit worse on the more difficult corpus
with an F-scoré of 0.83, whereas on the “easy” corpus the F-score is 0.88. The
difference is entirely due to the lower recall. Lower recall results fronfaleethat
elliptic analyses of sentences with single word verbal structures willdny cases
have detected this single verb correctly, whereas multiword verbal stesciill
not be detected so easily in elliptic sentences. The fairy tale corpus comtaras
sentences with single word verbal structures than the NRC corpus. Threrefo
recall of verbs will be higher.

A second test was performed by inspecting base’NiPthree subcorpora: the

2We were not able to match existing treebanks, likeaheino treebank or theeGN corpus, with the
structural description thatMAzoN provides. One of the main reasons for this was that the tréeba
analyses were dependency structures, whexeasz ON aims at constituent structures.

3In this and following tablegiarget is the number of constructions to be detectamirect is the number
of correct detectionsfalse is the number of false detections, anat found is the number of (target)
constructions that remain undetected. oget is the sum ofcorrect andnot found, precision is the
division of correct by the sum oforrect andfalse, andrecall is the division ofcorrect by target.

4The F-score is computed by doubling the division of the pobdii Precision and Recall by their sum
(“harmonic mean”). The F-score ranges from 0 to 1.

5Base NPs are Noun Phrases without postmodifiers. Idertifgimse NPs is a well-known task in the
field of NLP (e.g. (Tjong Kim Sang 2000)). F-Score results saally in the range of 0.87 to 0.95.
This is slightly better than themazoN performance, but note that this result is achieved on tagged
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fairy tale subcorpus, the NRC subcorpus and the State of the Nat@® 2the
former two were chosen because they were expected to contain the most simple
and the most complex utterances respectively, and the latter corpus was added fo
reference, since it was part of the development corpus. This should gie@ u
idea of the best performance. We manually counted all base NPs in the first 50
sentences of all three corpora. Results are in Table 4.

Table 4:AMAZON performance on base NP

Fairy tale subcorpus
target| correct| false | not found| precision| recall | F-score

218 195 39 23 0.83| 0.89 0.86
NRC subcorpus

target| correct| false | notfound | precision| recall | F-score

217 199| 44 18 0.82| 0.92 0.87

State of the Nation 2003
target| correct| false | notfound | precision| recall | F-score
215 203 18 12 0.92| 0.94 0.93

As it appearsAMAZON scores slightly better on formal prose, which is un-
derstandable since this is the text type that the originedzoN description was
based on.

A final test was performed by comparing the Noun Phrase detectiemiby
ZON with the Newspaper part of the Eindhoven corpus, as annotated in the CD-
ROM version of theaLPINO Treebank (Van der Beek et al. 2001). Although the
ALPINO Treebank does not give a real constituent analysis (it gives a dependency
structure, in which constituents may be formed from words that are jateiat
in the original word order), the syntactic annotation of noun phrasems to fol-
low the original word order in the sentence. We extracted only Base NE&uvi
postmodifiers, and compared them with iieAzoN analysis (cf. Table 5).

We compared the results in three ways: first, we compared only head detection
(how many Noun Phrase heads were detected correctly), and then full (base) Noun
Phrases. Since it seemed that many Noun Phrases were detected almost correctly,
we also computed a third measure in which detection was compared at word level.
Every word from a target NP also included in a detected NP was counted as correct,
even if the detected NP was not identical to the target. For instansepifNo
considershog een ruime marge as a NP andMAzON decides that onlgen ruime
marge is a NP, a word measure count will score 3 correct words on a target of 4,
no false hits, and one word missed.

It should be noted that these figures cannot be taken as an absolute pec®rman
measure, but rather as an indication of the agreement betweenoN and the
ALPINO treebank. Upon random inspection it seems that some decisions in the

material. AMAZON runs on untagged text.
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Table 5:AmAzON performance on NP detection m.PINO Treebank

On NP head
target| correct| false | notfound| precision| recall | F-score
37266| 30925| 8703 6341 0.78| 0.83 0.80

On full (base) NP
target| correct| false| notfound| precision| recall | F-score

37266| 29207 | 13519 8059 0.68| 0.78 0.73
On NP words

target| correct| false | notfound| precision| recall | F-score

70719| 66181| 3196 4538 0.95| 0.94 0.94

ALPINO treebank can be seriously questioned (and actually, have been altered in
the past). For instance, it seems that in some cases the hunano annotators

at first decided to consider certain adverbials as focus adverbials, to be attached to
the NP, like in the following example 1, the very first sentence efdbrpus:

Q) Deverzekeringsmaatschappijearhelemietdat ook de
theinsurance companies hide  not thatalsothe
rentegrondslag vanvier procentnog een ruime marge laat
interest base of fourpercentyet a considerablenarginleaves
ten opzichte vawle thans geldendeentestand .
comparedto thecurrent interest rate.

Whereas the attachment of the modifiek to the NPde rentegrondslag may
indeed be defendédattachingnog to een ruime marge is certainly not the best
optiorf. SinceAMAZON structurally does not attach these modifiers to the NP
(except when they occur within PP or in topicalized position), its NP pieai
will decrease, but on a word level the effect will be less strong.

It may be expected thatvazoN performs better with respect to NP detection
in sentences with a full analysis. If we compare only the sentences witinal-
ysis (60% of the corpus), the F-score on NP head detection increases 86m 0
to 0.84, on full NP detection it increases from 0.73 to 0.78, and on Jewel,
the F-score increases from 0.94 to 0.95. This effect is mainly due tiongheve-
ment in precision. This is understandable, since in an elliptic analygiszoN
often decides on a noun analysis in case of a lexically unknown word. There-
fore, more nouns will be wrong in elliptic analyses. It may be expediatithe

6At least in the CD-ROM version. On the website, the analyais tteen adapted. In this example, the
appositional PRan vier procent is attached to the NBok de rentegrondslag by ALPINO. Recall that
AMAZON does not attach these PPs to the NP.

"The whole NPook de rentegrondslag van vier procent may be preposed. Howevegk may also be a
separate adverbial. This can be argued by the observatibartradverbial likesolgens hen “according

to them” can occur at this position. Such an adverbial is otroversially non-appositional.

8The whole NPhog een ruime marge cannot be moved in this sentence.
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performance improves when therAzoN input is filtered by a statistically based
part—of—speech tagder

The tests on NP detection and verbal cluster analysis indicate that the gram-
mar performs reasonably well on a basic level. For special constructionifars
tests have to be carried out. When new parts of the grammar have been devel-
oped, they can be evaluated by performing these tests and determiningewvheth
the adaptations resulted in a real improvement of the parser’s performaree. W
will show an example of such an evaluation in the next section, witresp the
implementation of the interruption construction.

4 Interruptionsin Amazon

An immediate constituency grammar likevAZON runs into problems when it
encounters a construction that is not described by the rules. This can happen
whenever this construction does not really form a part of the clausesbubre

like a comment to it, as is the case with finite comment clauses (or: parienthet
cals), reporting clauses, interjections or forms of address. These ediistis are
illustrated in examples 2—4.

(2) Dat isde man,denk ik, die gisteren mijn armekateenschopgaf.
Thatis theman think| whoyesterdaymy poorcata kick gave.

‘That is the man, | think, who kicked my poor cat yesterday.’

3) “Datishem,”zei hij, “hij schoptegisteren mijn armekat.”
Thatis him saidhe he kicked yesterdayny poor cat.

“That's him,” he said, “he kicked my poor cat yesterday.

4) Waaromheb je dat verdomme gedaan?
Why  haveyouthatdamn done?

‘Why the hell did you do that?’

Such constructions merely interrupt the clause rather than that they ai&f par
it. However, since the examples are perfectly grammatical Dutch, in ourigescr
tion of Dutch we have to include interruption constructions. ldesito do so, we
need the answers to two questions: at which positions in the sentenog¢edo i
ruption constructions occur and in which forms do they occur? Predtudies
((Schelfhout 1999); (Schelfhout, Coppen, and Oostdijk 2003); €obut, Cop-
pen, and Oostdijk n.d.)) into finite comment clauses (as in example@)rting
clauses (as in example 3) and interjections (as in example 4) have shaiingbe
three constructions tend to occur exactly on the boundaries of the fietdsiled
by structuralist theory, with the exception of the position betwéerMiddle Field
and the verbal cluster. In addition, interruptions occur at a limitedlvenof posi-
tions within the Middle Field.

9This research is currently being carried out in an undengags project by MA student Herman
Heringa.
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Obviously, all three constructions also occur at the end of the sentendg. On
interjections are allowed at the beginning of the sentence. Interjectionslsan
form utterances in themselves.

About the form of interruption constructions the studies reploat finterjec-
tions can be single word§, “yes”), multiwords komnou, “come on”) or a com-
bination of interjectionsjé ja, “yes yes”), possibly separated by commas. Finite
comment clauses and reporting clauses are very much alike: they consist of a fi-
nite verb and the subject, optionally preceded by the wzortso”, and optionally
followed by objects, modifiers and other verbs. Some examples are giverdn

(5) Hij wasbang, denk ik, dat dat geengoedideewas.
He wasafraid,think I, thatthatno goodideawas

‘He was afraid, | think, that that was not a good idea.’

(6) Hij wasbang, zo denk ik, dat dat geengoedideewas.
He wasafraid,sothink |, thatthatno goodideawas

‘He was afraid, so | think, that that was not a good idea.’

(7 Hij wasbang, z& hij inde trein, dat dat geengoedideewas.
He wasafraid,saidhe in thetrain, thatthatno goodideawas

‘He was afraid, he said in the train, that that was not a good idea.’

(8) Hij wasbang, zo zei hij inde trein, dat dat geengoedideewas.
He wasafraid,sosaidhe in thetrain, thatthatno goodideawas

‘He was afraid, so he said in the train, that that was not a good idea.’

Each type of clause also has a special, more formal variation: reportingslaus
can take the form of the wora dus“according to” followed by a noun phrase, and
finite comment clauses can consist of an opti@ediso”, followed by a copula,
optionally followed by a clitic. Like in the standard forms, modifiere possible
in these special forms as well. Some examples are given below:

(9) Hij wasbang, zobleek  gisteren, dat dat geengoedideewas.
He wasafraid,soappearegesterdaythatthatno goodideawas

‘He was afraid, so it appeared yesterday, that that was not a good idea.

(10) Hijwasbang, bleek het, dat dat geengoedideewas.
He wasafraid,seemedt, thatthatno goodideawas

‘He was afraid, it seemed, that that was not a good idea.’

(11) Hijwasbang, aldus Zijnbroer, dat dat geengoedideewas.
He wasafraid,according tchis brotherthatthatno goodideawas

‘He was afraid, according to his brother, that that was not a good idea.’

Parallel to developments on other parts of the mamazoN grammar, these
findings were described in a separate grammar module, callethtidgreuption
module. The development of this module was organized in the same oyetihod
as the totahMAzON system: first we implemented the results of the descriptive
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studies, analyzed the corpus sentences that were used in these studies nétl th
parser and checked whether our implementation was complete and correct by per-
forming a manual check of the analyses. Second, we analyzed new material with
the new parser and extended the interruption module with types efruption
constructions that were not described in the literature but found iarauad check
of corpus material.

Because of the similarities between finite comment clauses and reporting
clauses, they were implemented together under the term ‘parenthetical’. For an
example analysis according to the interruption module see Figure 1.

Figure 1: An example analysis of a sentence containing anrirgtion

uT
/\
MAIN PUNCT
%\ ‘
LD TOPV PUNCTPARENTHETICALPUNCT MI CLEXRD
AN A
NP is VOP SUPCL , ADVP AP
| ]
dit geloof NP niet eerlijk

ik

We tested the interruption module on new material. From the interaatav
rived a small corpus of texts with their origin in print: 3 essays] 4@ntences
in total, 3 interviews, 555 sentences in total and 3 short stories, &itiersces in
total. These text types were chosen because a previous study (Schelfbppien
and Oostdijk 2003) showed that finite comment clauses and interjections occu
relatively frequently in these types of text. These texts were autonmgtpaipro-
cessed using a tokenizer developed for English and Dutch (Van Halterenpplerso
communication): they were split up into sentences, and diacritic sysniefe
removed®. The total number of sentences is 1717; the total number of words is
26,527. A manual check of the preprocessing revealed some unexpected behavio
of the preprocessing module. As it appeared, some 5% of the sentences ktere sp
at a point that did not conform to the structuralist descripemzoN was based

10The preprocessor does not accept higher ASCII signs, soscagiaereses and the like had to be
removed.



rnterrupting Lonstructons 1n a rRejuvenatea Amazon Grammar

on. Besides that, although the test material had been edited before muplishi
some spelling errors have remained. It should be remarked that tlsisputpper
bound on theamAzON performance results.

In order to test the effect of the new module on the total parser, we analyzed
this material with the interruption module switched off and on. Tohegh coverage
results are in Table 6.

Table 6: Interruption Module Performance Statistics

Corpus analysis

Full Elliptic None
without interruption module 1231 (72%)| 484 (28%)| 2 (0%)
with interruption module 1260 (73%)| 455 (26%)| 2 (0%)

It appears that themMAazoN parser with the new interruption module is able to
attain more full sentence analyses than without it. This quantitatipeavement
does not seem spectacular, due to the relatively low frequency of intemnuuin-
structions on the one hand and the upper bound effect from the preprooaske
other hand (recall that 5% of the sentences after preprocessing did not cdaform
the AMAZON description). However, it can be expected that there is also a quali-
tative improvement in that more constructions are recognized as intemsnd
not erroneously parsed as other constituents.

In order to determine this qualitative improvement, we manually coutfted
parentheticals and interjections in our test cotpughis table does not have fig-
ures for the results without interruption module because, of courd¢bat case no
parentheticals or interjections are detected. The results are in Table 7.

Table 7:AmAzON performance on interruption constructions

Parentheticals
target| correct| false | notfound | precision| recall | F-score
62 54 29 8 0.65| 0.87 0.74
Interjections
target | correct| false | not found| precision| recall | F-score
65 49 7 16 0.88| 0.75 0.81

As can be seen, the interruption module reaches an F-score of 0.74 on paren-
theticals and 0.81 on interjections. On parentheticals, precision is ém&ause too
many cases are considered parenthetical, and on interjections, recall seems to be
problematic. This may be a lexical problémthat will be tackled in the future

11A combination of adjacent interjections was counted as ptegjection.
127 spot check gaveeeeering which—unlike its base fornering “hell’—is not in the lexicon.
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by adding statistical information from theELEX lexicon or by using statistically
based part-of-speech tagging. On the whole, these scores imply thatititg gti
the analyses of sentences that do contain an interruption has indeed become better

5 Conclusion

In this paper we looked at two methodological issues in the rejuvenatitdreo
AMAZON parser: the modular design and the evaluation on actual data. The new
modular organisation enables individual researchers to work on separ@etpro
simultaneously, and it facilitates evaluating the parser’s performanaogus
material by switching separate modules on and off. This way the influenae of
separate module can be determined precisely.

A number of evaluation measures on actual data have been used in the develop-
ment of the newAMAZON parser. In addition to a thorough manual inspection of
all analyses, a rough coverage measure has proved to be useful. In orderio det
mine the quality of the parser’s performance, some patrtial evaluatiaveslheen
performed manually. Automatic evaluation on the basis of a gold stdmptaved
to be difficult, because of the lack of a treebank which is syntactically aretbtat
in the structuralist style. However, tentative experiments were pagd on the
ALPINO treebank.

The partial evaluation experiments showsamazoN performance that differs
slightly for various text types, with F-scores in the range of G@6.93 (manu-
ally counted base NPs and verbal constructions). A worse performancd blPful
detection seems the result of an automated comparison witkLthe o treebank.
However, the word measure reached an F-score of 0.94, suggesting tieahther
be some structural differences in syntactic annotation involved. Ifutioee, we
will attempt to improve these scores by enhancing the lexical modutepaitba-
bility information. Also, more research is needed on treebank evaluation.
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