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ABSTRACT

Variability of Hydroclimate in the North American Southwest: Implications for Streamflow, the

Spring Dry Season and Ecosystems

Madeleine Pascolini-Campbell

The Southwest United States (SWUS) is facing an ongoing drought which has led to water short-

ages, in addition to forest mortality due to wildfire and bark beetle outbreaks associated with

increased temperatures. This region has a population of 9.6 million people and is one of the fastest

growing parts of the United States, and pressure on its resources can be expected to increase in the

future. The SWUS is also projected to become more arid in the coming century under greenhouse

gas induced climate change, which will impact its environmental, economic and social vitality.

This thesis explores the climate dynamics which control water availability, streamflow, and vegeta-

tion green-up in the SWUS, in order to constrain our understanding of the mechanisms controlling

the ecohydrology of the region, and to inform projections for the 21st century.

Chapters 1 and 2 investigate the climate drivers responsible for producing the observed vari-

ability in streamflow for the Gila River, a tributary of the Colorado, and the upper Rio Grande.

The Gila is the southernmost snowfed river in the SWUS, and has a spring streamflow peak that

responds to melting of the snowpack at its headwaters in New Mexico. The Gila is also sufficiently

south so that it has a secondary streamflow peak in the summer which is fed by rains from the

North American Monsoon (NAM). On interannual timescales, the Gila’s spring peak is primarily

influenced by natural variability associated with Pacific sea surface temperature (SST), while the

summer peak apparently does not respond to interannual variability. The upper Rio Grande is fur-

ther north and east in the SWUS, and only has one streamflow peak occurring in spring-summer



which is influenced by both tropical Pacific SST and Atlantic SST. Spring streamflow has also

declined in each river post-1998, and this is due to a shift in the tropical Pacific leading to negative

precipitation anomalies and drying in the SWUS.

Chapter 2 assess a region of the SWUS that receives both winter storm track precipitation and

NAM, and therefore has two periods of vegetation green-up annually with an intervening spring dry

season. The first peak in vegetation occurs during the spring, and is influenced by the magnitude

of winter precipitation and snowmelt, which gradually adds water to the soils. The second peak in

vegetation follows the spring dry season when soil moisture recovers with the arrival of the NAM.

A climatic shift in the tropical Pacific occurred in 1997/98 and produced a shift to an earlier and

more severe spring dry season, and reduced vegetation green-up. An earlier extended dry period in

the mid-century (1948 to 1966) also was influenced by a cool phase of the tropical Pacific, which

led to a reduction in precipitation of a similar magnitude as the recent drought. However, the

recent drought is more severe - and temperatures also have been greater during the recent period.

Using a decomposition of the impact of precipitation and potential evapotranspiration (PET) on

soil moisture, we found that PET contributed 39% to the negative soil drying anomalies in the

recent post-1998 drought, compared to 8% during the earlier extended dry period. This indicates

an increased role of temperature during the recent drying.

In Chapter 4 we evaluated 18 CMIP5 models based on comparisons with observations of pre-

cipitation, net ecosystem exchange, leaf area index and soil moisture from land surface model

output. Following our evaluation, we selected three models which best simulated the bimodal

region: CanEMS2, GFDL-ESM2G and GFDL-ESM2M. These models indicate that overall this

region will be drier in the 21st century; runoff is projected to decrease, particularly in the spring,

soil moisture is reduced, and snow fall declines. The variability in projected precipitation, how-



ever, is large, and we find that for the most part does not exceed what can be expected from model

natural climate variability. The multi-model ensemble from the rest of the CMIP5 models indicate

an overall decline in annual precipitation by the end of the 21st century, particularly during the

spring. The three models also project an increase in net primary productivity in both the spring

and summer growing seasons due to the effects of CO2 fertilization. Enhanced vegetation growth

is likely to further exacerbate drying of the soils as vegetation draws down moisture, and enhances

water losses via evapotranspiration. The fertilization process is, however, still uncertain and fur-

ther studies are needed on the representation of CO2 enhanced vegetation growth in the SWUS to

constrain this result.

The findings of this thesis have contributed enhanced our knowledge of how climate dynamics,

natural variability, and recent warming have influenced the ecohydrology of the SWUS, and also

inform future climate projections. Constraining our understanding of this region is of importance

given the growing populations, mounting pressures on natural resources, and anthropogenically

induced climate change which is expected to affect this region in the 21st century.
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Introduction

The interior SWUS covers the states of Arizona and New Mexico, and parts of southern Col-

orado, Nevada and western Texas, is heavily populated, with the major metropolitan areas (includ-

ing Pheonix, Arizona, Tucson, Arizona, Las Vegas, Nevada, Albuquerque, New Mexico, and El

Paso, Texas) totaling more than 9.6 million people in 2017 (United States Census Bureau 2018).

The population of the SWUS, as well as demands on resources, is growing (Konieczki and Heil-

man 2004). Further, the economic and social vitality of the SWUS is closely related to its natural

environment, and its future will depend on how the climate responds to warming in upcoming

decades.

The SWUS is beset by numerous environmental crises. The region faces water shortages due

to an ongoing drought, and reservoir levels along the Colorado River dropped to historically low

levels in 2005 (Fulp 2005; Rajagopalan et al. 2009) and are yet to recover to the levels typical

of the latter part of the 20th century. The water supply of the upper Rio Grande, which supplies

water to 5 million people in the SWUS, has also declined in both quantity and quality (Dahm et al.

2005). Wildfires and bark beetle outbreaks have devastated southwestern forests (Mantgem et al.

2009); a predicted ∼18% of forested areas experienced mortality due to all causes in the SWUS

between 1984 and 2006 (Williams et al. 2010). These crises are directly influenced by temperature

and moisture availability, and it is therefore of importance to have a robust understanding of the

underlying climate mechanisms operating in this region that are driving this natural resource and

ecological transformation.
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Natural climate variability in the SWUS

The SWUS is highly sensitive to moisture inputs, and is affected by both natural climate vari-

ability and anthropogenic climate change. Multiple systems including streamflow, ecosystems and

soil water storage, are interrelated through complex dynamics and respond to changes in precipi-

tation and snowpack, which are in turn influenced by modes of climate variability associated with

sea surface temperature (SST) in the Pacific and Atlantic Oceans.

The complex dynamics of these natural systems are also influenced by human populations in

the SWUS. Humans rely on streamflow and groundwater for domestic and industrial consumption

and agriculture, and rising population has placed fresh water availability under pressure. In ad-

dition, the SWUS has experienced persistent droughts this century. Warming temperatures have

reduced streamflow and snowpack and further stressed water resources in this region. This high-

lights the necessity for a comprehensive understanding of how natural climate variability and cli-

mate change influence the ecohydrology of the SWUS. This dissertation will i) investigate how

natural climate variability influences streamflow, ecosystems and water availability, ii) how an-

thropogenic climate change has influenced these systems, and iii) explore 21st century climate

projections to identify potential changes to these systems in future.

The SWUS is influenced by climate variability associated with the El Niño-Southern Oscilla-

tion (ENSO) on interannual timescales (Kahya and Dracup 1994; Ropelewski and Halpert 1986,

1989; Trenberth et al. 1998), and the Pacific Decadal Oscillation (PDO) (Zhang et al. 1997; Mantua

et al. 1997), as well as the Atlantic Multidecadal Oscillation (AMO) on longer timescales (Enfield

et al. 2001). ENSO leads to above normal winter precipitation in the SWUS during its warm phase

(El Niño) and below normal precipitation during its cold phase (La Niña), hence influencing in-
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terannual SWUS streamflow (Thomas 2007; Nowak et al. 2012). The PDO also produces above

normal precipitation for the SWUS during the warm phase, with the last recorded warm phase

occurring from 1977 to around 1997 and a cold phase persisting since then (Mantua et al. 1997)

. The cold AMO produces positive precipitation anomalies in the SWUS. These teleconnections

are strengthened when acting together, with a warm (cold) PDO or ENSO and cold (warm) AMO

producing optimal wet (dry) conditions for the SWUS (McCabe et al. 2004; Schubert et al. 2009).

Further nuances include the imperfect relationship between SWUS precipitation and SST, as evi-

denced by the failure of the recent warm ENSO event to deliver above-normal precipitation (Jong

et al. 2017). This is likely due to the influence of internal atmospheric variability that is not related

to SST.

The SWUS also is influenced by the North American Summer Monsoon (NAM), which de-

livers northern hemisphere summer (July-August-September (JAS)) rainfall (Adams and Comrie

1997; Barlow et al. 1998). The core region of the NAM extends from Mexico north to Arizona

and New Mexico, and is fed by moisture from both the Gulf of Mexico and the Gulf of California

(Adams and Comrie 1997). The arrival of the NAM varies year-to-year, and is weakly modulated

by ENSO (Higgins et al. 1999; Castro et al. 2001), the Madden-Julian-Oscillation (MJO) (Higgins

and Shi 2001), and prior soil moisture (Small 2001). The NAM provides a critical source of mois-

ture to the region during the warm summer months when temperatures locally rise above 40oC

(Adams and Comrie 1997).

The combination of winter precipitation (in the form of rain and snow) and summer NAM

rainfall, together with soil moisture, runoff, and vegetation, and their interactions, controls the

ecohydrology of the SWUS. Winter precipitation falls as snow in the high peaks of the SWUS,

particularly in the north, and the moisture is released as snowmelt in the spring. The gradual
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release of water as snowmelt allows water to infiltrate soils and build up moisture storage in the

spring (Loik et al. 2004). The delay in the release of water from snowpack melt also dictates

the timing of water delivery to rivers, and year-to-year variability in snowpack critically impacts

the magnitude of spring and summer streamflow pulses (Stewart et al. 2005). The build up of

soil moisture from winter precipitation and snowmelt leads to vegetation green-up in the spring

(Notaro et al. 2010; Muldavin et al. 2008), which draws down water passing it to the atmosphere

by evapotranspiration (ET). The magnitude and timing of these moisture inputs, and the variations

in water storage in soils, is of significance for controlling the onset of wildfires. Reductions in

winter moisture availability, during cold phases of ENSO, have led to earlier and larger area of fire

outbreaks in the western United States (Swetnam and Betancourt 1990).

Summer precipitation arrives in the form of convective rainfall associated with the NAM, and is

often more intense (Loik et al. 2004). Unlike the steady build up of soil moisture with the gradual

winter snowmelt, summer moisture inputs are more easily lost to surface runoff and ET which is

high due to high summer temperatures causing high potential ET. Vegetation uptake of moisture

is more concurrent in the summer, with pulses of green-up occurring concurrently with rainfall

episodes (Notaro et al. 2010).

Investigating streamflow variability in the SWUS is also nuanced by elevation change through-

out the river basins. Much of the streamflow of SWUS rivers is generated by the melting of the

winter snowpack from higher elevations at the headwaters. Melting produces runoff during the

spring and summer, which is transported by streams to lower elevations. This therefore creates a

mismatch between the main geographic region producing runoff, and the regions where the runoff

is used by humans, as well as lost via evapotranspiration. The role of temperature on evapotran-

spiration losses will also vary according to location within the basin. Understanding the variability
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of streamflow further downstream in the basins therefore requires an investigation of the climate

in the runoff-producing region at higher elevations.

Anthropogenic influence in SWUS to date

Temperatures have warmed in the SWUS by 0.9oC from 1901 to 2010 (Hoerling and Kunkel

2013), with current temperatures exceeding previous droughts in the paleoclimatic record (Wood-

house et al. 2010). Although SWUS droughts are primarily driven by precipitation variability

(Wigley and Jones 1985; Karl and Riebsame 1989; Williams et al. 2015a), the severity of droughts

in the latter half of the century cannot be explained by low precipitation alone, and have increas-

ingly been driven by high temperatures (Woodhouse et al. 2016; Williams et al. 2015a), which also

have contributed to reduced runoff efficiency in the SWUS (Lehner et al. 2017).

Rising twentieth-century temperatures have also been linked to the observed decline in western

United States snowpack (Mote et al. 2005, 2018), and its earlier melt (Cayan et al. 2001). This has

contributed to the earlier onset of spring in the SWUS, detected in blooming (Cayan et al. 2001;

Ault 2015), and also has led to earlier spring and summer streamflow (Fritze et al. 2011; Regonda

et al. 2005). The dry season that occurs following winter precipitation and before the arrival of the

summer NAM, has also shifted to earlier in the year. This has contributed to an earlier onset of the

wildfire season (Westerling et al. 2006; Williams et al. 2014) and also has enhanced dust emissions

(Hand et al. 2016).
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Projections for the 21st century in the SWUS: climate models

The SWUS is projected to become warmer and drier in the 21st century (Seager et al. 2007;

Seager and Vecchi 2010a), with temperatures expected to rise by 1.5 to 6 oC(IPCC, 2001). The

anticipated drying is mainly due to a reduction in winter precipitation and moisture availability, and

poleward expansion of the subtropical dry zones, and this is anticipated to exceed natural climate

variability by the middle of the 21st century (Seager and Vecchi 2010b; Greene and Seager 2016).

Drying is projected to be particularly severe during the spring (Gao et al. 2014; Ting et al. 2018),

which will exacerbate the natural spring drying which already occurs seasonally in the SWUS. The

projected drying will continue to deplete fresh water resources which will put additional strain on

already heavily allocated rivers such as the Colorado (Rajagopalan et al. 2009).

The NAM has also been projected to have a delayed onset in the future (Cook and Seager 2013),

or an overall reduction in magnitude (Pascale et al. 2017). Coupled with projected reductions in

winter precipitation, this would reduce summertime recovery of soil moisture, vegetation green

up, as well as reduce the magnitude of summertime streamflow pulses. However, there remains

considerable uncertainty in model projections of the NAM.

As discussed above, the hydroclimate of the SWUS is dominated by the influence of modes of

climate variability associated with Pacific and Atlantic SST. Future changes to precipitation in this

region will also depend on the strength of the teleconnections in the future, and how they interact

against a background of warming temperatures (Meehl and Teng 2007). Following the 2015/16

El Niño, the Pacific has been forecast to return to warmer conditions (Ramesh et al. 2017). If this

forecast is true it would imply that human-induced aridification of the SWUS in the upcoming

decades will be offset to some extent by the wetting tendency resulting from the warm phase of the
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PDO (McCabe et al. 2004; Huang et al. 2005). However decadal forecast skill is very limited and

alternative scenarios where human induced change and natural variability combine to exacerbate

drying, should also be considered.

Under increased atmospheric CO2, the SWUS has also been projected to become greener due to

enhanced vegetation growth via CO2 fertilization effects (Mankin et al. 2017, 2018a). Examining

climate models, enhanced vegetation growth in the SWUS was found to enhance water losses of

soils via uptake in plant growth and evaporative losses (Mankin et al. 2017). This process was

also found to occur despite the effects of decreased stomatal conductance under high CO2, with its

potential to offset soil moisture drying through decreasing ET (Milly and Dunne 2016). The overall

projected impact is a “greener and drier” SWUS - enhanced soil drying and decreased delivery of

runoff to rivers but higher net primary production. This study also, however, is still analysis of

climate model projections, and it is not clear whether the real-world will respond in this way (see

discussion in Cook et al. (2016), Mankin et al., (2017, 2018)).

Implications for other systems

The climate mechanisms (ENSO, PDO, AMO, NAM), warming temperatures and climate pro-

jections discussed above are also of importance for other systems including wildfires, ecosystems,

agriculture and dust emissions.

Wildfire in the SWUS is strongly influenced by the vapor pressure deficit (the difference be-

tween actual vapor pressure of the air and saturation vapor pressure), which increases with tem-

perature (Williams et al. 2012). A reduced winter snowpack and earlier melt has also has led to an

earlier outbreak of the wildfire season in the western United States (Westerling et al. 2006). Tem-
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perature increases in the SWUS have contributed to greater bark-beetle outbreaks since warmer

conditions favor beetle population growth and can stress trees (Bentz 2008). In recent decades

beetle outbreaks have devastated forests in the western United States (Abatzoglou and Williams

2016; Westerling et al. 2006; Penelope et al. 2008; Raffa et al. 2008). Some studies have also

suggested that forest mortality, due to, for example, drought, also leads to greater wildfire outbreak

from increased fuel supply (Christof et al. 2005; Jenkins et al. 2008).

Summer vegetation green-up in the SWUS responds concurrently to moisture inputs, and is

therefore primarily controlled by timing and magnitude of the summer NAM (Weiss et al. 2004;

Notaro et al. 2010; Muldavin et al. 2008). The concurrent response of vegetation to moisture is

known as the ‘pulse-reserve’ paradigm, in which vegetation productivity follows pulses of rainfall

(Noy-Meir 1973). The earlier annual spring vegetation green-up instead has a delayed response to

moisture input, and is influenced by the amount of water stored in soils delivered via winter pre-

cipitation and the gradual melting of the snowpack (Notaro et al. 2010). Collectively investigating

the climate controls on winter precipitation, snowpack and melt, and the NAM is therefore needed

to understand the timing of these separate green-ups and the dry season that separates them.

Fish species are important components of SWUS ecosystems that are influenced by the magni-

tude and timing of spring-summer streamflow, and there are166 and 98 species in the Rio Grande

and Colorado River respectively, many of which are endangered (Dahm et al. 2005). The fragmen-

tation of streams (which increases during dry years) is deleterious to the spawning of fish (Perkin

and Gido 2011; Dudley and Platania 2007). An overall reduction in streamflow during low flow

years is also harmful to aquatic ecosystems (Jaeger et al. 2014; Perkin and Gido 2011), and this

is of concern given projections towards reduced runoff for the SWUS in the future (Seager et al.

2013; Barnett et al. 2008; Mankin et al. 2017; Ting et al. 2018). The SWUS is also home to a
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number of bird species, including geese, ducks, ibis, cranes as well as 37 species of shorebirds,

among others (Dahm et al. 2005), and bird activity is in addition important for influencing nutrient

cycling. Riparian environments are also important as they connect low lying and upper elevation

ecosystems and are cool refuges against warming - if they remain continuous with shading by

vegetation, and are also of importance to migrating birds (Skagen et al. 1998).

Water availability is of essential importance to humans and is extracted for domestic use, indus-

try, and, primarily, agriculture which accounts for ∼80% of all SWUS water withdrawals (Mac-

Donald 2010). Water extraction to support the growing population has increased since the mid-20th

century, and can be expected to continue given population growth (Konieczki and Heilman 2004).

The Colorado, and upper Rio Grande Rivers are both heavily allocated in a number of river com-

pacts to provide water to the states of Arizona, California, Colorado, Nevada, New Mexico, Utah

and Wyoming, and water is also allocated to Mexico through international agreements (Konieczki

and Heilman 2004). Ongoing drought means that these critical resources are under stress, and

the climate dynamics that influence water supply are therefore of significance for water resource

management.

Contribution of this thesis to the literature

The drivers of streamflow in the SWUS have been investigated heavily for the Colorado River,

with much research indicating an influence of SST on interannual and interdecadal streamflow

variability (Redmond and Koch 1991; Kahya and Dracup 1994; Hidalgo and Dracup 2003). The

drivers of streamflow for the upper Rio Grande and the Gila have not yet been assessed to the same

extent. The upper Rio Grande is of importance for delivering water to the downstream reaches of
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the river, as well as locally providing water for domestic use, industry and agriculture (Woodhouse

et al. 2012), and the Gila River is an important tributary to the Colorado (Gutzler 2013), and is the

most southward of the snow fed streams in North America.

Current studies indicate the importance of ENSO in influencing upper Rio Grande streamflow

(Lee et al. 2004; Khedun et al. 2010). However, these studies do not include the impact of Atlantic

SST, and also begin from observations in ∼1950. This thesis aims to extend previous studies

using longer time-scale observations from stream gages, and proxy streamflow reconstructions

from tree-rings, enabling a more thorough observation of longer term decadal variability. This will

also permit extended periods of drought and pluvials to be contrasted in order to place the ongoing

SWUS hydrological drought into a historical perspective. Streamflow variability on interannual to

interdecadal timescales from these two rivers will have important implications for water resource

management. The work reported here, therefore, provides an analysis of the relation between

climate and streamflow in the SWUS that is more expansive in space and time than has heretofore

been presented.

Ecosystem vitality in the SWUS is also highly sensitive to moisture inputs from winter precipi-

tation and the summer NAM. The severity of the dry season which exists between these two annual

sources of moisture is also affected by the magnitude of winter precipitation. Storage of water in

the soil connects the delivery of water by precipitation and snowmelt and its transfer back to the

atmosphere via ET, and is highly seasonally variable with late winter and summer peaks. These

complex interactions are also expected to vary on interannual and interdecadal timescales due to

natural climate variability in the Pacific and Atlantic Oceans and will change as human-driven cli-

mate change advances. This thesis decomposes the different mechanisms involved in the complex

ecohydrology of the SWUS to provide insight into the coupling between winter precipitation and
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snowmelt, summer NAM, soil water storage, vegetation growth and losses via ET.

As noted above, the nature of droughts has also been observed to change in the SWUS, droughts

in recent decades being intensified by higher temperatures (Woodhouse et al. 2016). This thesis

will also explore how warming temperatures in the SWUS have affected hydroclimate and ecosys-

tems in this region to date. In particular, this thesis will examine whether the post-1999 dry period

of reduced precipitation and lower streamflow ongoing in the SWUS is due to human driven cli-

mate change or natural decadal variability. This will provide valuable information on the impact

of warming on these systems, and will also inform future changes given projected temperature and

aridity increases for the 21st century (Seager et al. 2007).

Following the exploration of climate dynamics, this thesis will turn to climate models projec-

tions for the SWUS to determine anticipated 21st century changes in hydroclimate and vegetation

vitality. In particular, this thesis will build on previous studies that have investigated SWUS model

projections (e.g. Seager et al. 2007, Gao et al. 2014, Ting et al. 2018), by focusing on the dual

green-up region and evaluating which models best simulate the complexity of this region, and then

examining their projections of hydroclimate and ecosystems. Many climate models do not simu-

late this region well, and this is taken into consideration as an important caveat when results are

presented.

The questions examined in this thesis are as follows:

1. What are the mechanisms that couple together precipitation, runoff, soil moisture, and veg-

etation in the SWUS?

2. What role does natural climate variability play on i) interannual, ii) interdecadal timescales

in driving variability of these complex ecohydrological systems?
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3. Is the influence of anthropogenically-forced warming and/or precipitation change detectable

in the historical record?

4. How do we expect the complex ecohydrological system of the SWUS to change in future?

Chapter 1 and Chapter 2 address these questions in the context of streamflow variability and

change for the Gila River and upper Rio Grande. Chapter 3 investigates the interaction of hydro-

climate and vegetation growth in the context of and variability and change of the dual green-up

region of the spring season in the SWUS. And finally, Chapter 4 turns to climate model projec-

tions to suggest possible future changes for the 21st century in this region. We then present our

conclusions.
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1 Causes of Interannual to Decadal Variability of Gila River

Streamflow over the Past Century

1.1 Introduction

The Gila River flows approximately 600 miles west across Arizona, from its headwaters in

New Mexico to join the Colorado River just above its mouth. The Gila River receives water

from both extratropical winter storms and the North American Monsoon, producing a complex

hydrograph with spring and summer peak flows (Gutzler 2013). The Gila River has been gaged

since 1928 and its historical flows show considerable interannual to decadal variability (ibid.).

Precipitation and streamflows of other rivers in the Southwest have been shown to be affected by

various mechanisms, including responses to Pacific and Atlantic sea surface temperature (SST)

anomalies (Gutzler et al. 2002; Sheppard et al. 2002; McCabe et al. 2004). In addition to the

influences of climate variability, aridity in the Southwest United States is projected to intensify

with global warming (Seager et al. 2007, 2014) and this will have implications for precipitation

and streamflow in the region. Understanding these varying influences on streamflow is vital for

producing reliable projections of future streamflows and water resources in the coming decades.

The Gila River is a vital source of water for multiple groups in New Mexico and Arizona

including farmers, industries, and local communities including the Gila River Indian Community.

It supplies water to Catron, Grant, Hidalgo and Luna Counties, New Mexico, for varied purposes

including agriculture (which accounts for 86 percent of water consumption in the state (Liverman

and Merideth 2002)), commercial use, industry, mining and power extraction. The Gila River is

also the subject of an ongoing debate on planning for water use in New Mexico as allowed under
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the Arizona Water Settlements Act (AWSA). The social importance of the river motivates the need

for improved scientific understanding of the mechanisms responsible for its flow.

Here we present the first comprehensive study of historical Gila River flow variability. Since

the river is fed by 1) snowmelt in the spring and 2) the North American Monsoon in the summer,

attention must focus on both winter and summer season climate variability. Many previous studies

have demonstrated the connection between Southwest precipitation during the winter and Pacific

Ocean SST anomalies (Molles and Dahm 1990; Redmond and Koch 1991; Kahya and Dracup

1993, 1994; Cayan et al. 1999; Seager et al. 2005a). This connection is primarily due to the El

Niño-Southern Oscillation (ENSO) (Cayan et al. 1999), a coupled atmosphere-ocean phenomenon

with equatorial Pacific SST varying at the 2 to 7 year timescale and being strongest during the

winter (December-January-February (DJF)) season (e.g. (Trenberth 1997)). The Pacific Decadal

Oscillation (PDO) has also been found to influence hydroclimate in the region (Barlow et al. 2001).

Those studies found that winters of warm SST anomalies (El Niño events) precede higher than av-

erage spring streamflow and precipitation in southwest North America, and periods of cold SST

anomalies (La Niña events) tended to go along with low precipitation and streamflow (Cayan et al.

1999). Focusing on precipitation variability, modeling studies have also indicated the importance

of Pacific SST anomalies in generating persistent, multiyear, droughts and pluvials in North Amer-

ica (Schubert et al. 2004; Seager et al. 2005b), and multidecadal precipitation variability (Seager

et al. 2014).

From Mexico into the southwestern U.S., the North American Monsoon brings a summer (July-

August-September (JAS)) peak in rainfall (Adams and Comrie 1997; Barlow et al. 1998) and Mon-

soon variability presumably can also drive streamflow variability, including of the Gila. Modeling

studies have indicated that greenhouse gas (GHG) warming could delay both Monsoon onset and
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retreat (Seth et al. 2013; Cook and Seager 2013) though changes in the Monsoon by region have

not yet been closely examined. In addition, the role of increased temperature and potential evapo-

transpiration rates is predicted to have an impact on the hydrology of the region, adding a further

dimension to streamflow change in the future (Hurd and Coonrod 2008; Gutzler 2013).

This study will investigate historical variability of Gila River flow, the nature of the double

peaked hydrograph, and in particular the association of flow to SST anomalies in the Pacific and At-

lantic Oceans. Key questions addressed will include: 1) precipitation variability in which months

best explains the variability of the two peak streamflows?, 2) how are precipitation over the basin

and streamflow related to SST anomalies?, 3) what is the relationship of flow variability to ENSO?,

and 4) what is the nature and cause of the decadal variability of Gila River flow since 1928. Future

climate change impacts on Gila River flow are not examined here (but see (Gutzler 2013)). Instead

we use observations to explain the past flow variability as one necessary step to understanding its

potential present and future predictability.

1.2 Data and Methodology

To investigate streamflow and climate variability four observational datasets for the time pe-

riod of 1928 to 2012 are used. This time span is used as the base period from which climate

anomalies are calculated. For streamflow we use mean daily values for the upper Gila River from

United States Geological Survey (USGS) Gage Data (in units of cubic meters per second (c.m.s.))

(USGS gage 09430500) (data last accessed 12/10/2014 online at http://http://waterdata.usgs.gov/)

(Gila River and position of USGS gage shown in Figure 1). For precipitation we use two datasets:

the first is from the Global Precipitation Climatology Center (GPCC) (in units of mm/month on
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a 0.5◦x0.5◦ global grid) which is used for generating data over North America for 1928 to 2010

(Schneider et al., 2011). The second precipitation dataset used is from the Parameter Regression

on Independent Slopes Model (PRISM; in units of mm/month on a 4km grid), which uses a well-

verified, terrain-sensitive algorithm to interpolate between available stations over the period 1895-

present (Daly et al. 2008a). To focus on watershed specific variability, PRISM data was extracted

for the Upper Gila Basin (U.S.G.S. Hydrologic Unit Code 150400) using the Westmap internet

tool (http://www.cefa.dri.edu/Westmap/). The interpolation between stations in the PRISM data

is sensitive to elevation changes, which is important given the varying topography of the study

region. For SST, ERSST V3 reanalysis data (in units of degrees Celsius on a 2◦x2◦ global grid)

are used (Smith et al. 2008). A reconstruction of the Palmer Drought Severity Index (PDSI) for

the United States, based on tree ring data within the North American Drought Atlas (NADAV2a),

is used since 1530 A.D. (Cook et al. 2004, 2007, 2010). Season-specific moisture variability in the

pre-instrumental era was assessed with tree-ring reconstructions to create the Standardized Pre-

cipitation Index (SPI) for the 7-month season ending in April and the 3-month season ending in

August for 1530 to 2008 (Griffin et al. 2013). For evapotranspiration, precipitation and temper-

ature output is used from the Global Land Data Assimilation System (GLDAS) Common Land

Model (CLM) (1979 to 2000) (Rodell et al. 2004), the Variable Infiltration Capacity (VIC) hy-

drological model (1929 to 2003) (Liang 1994) as well as NCEP-NCAR CDAS-1 Reanalysis data

(1948 to 2012) (Kalnay et al. 1996) ( (in units of kg/m2/s for precipitation and evapotranspiration,

and degrees Celsius for temperature, on a 1◦x1◦ global grid). The Variable Infiltration Capac-

ity (VIC) hydrological model is also used for evapotranspiration, precipitation and temperature

from 1929 to 2003 (Liang 1994) .The GPCC precipitation, SST and PDSI datasets are available

online at the International Research Institute Institute for Climate and Society (IRI) data library
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(http://iridl.ldeo.columbia.edu/).

To investigate precipitation variations over the Gila River Basin, a time series is constructed

from the PRISM data for the Upper Gila Hydrological Unit. Regions affected by the North Ameri-

can Monsoon have been found to contain large degrees of spatial heterogeneity in rainfall and tem-

perature trends, related to the spatially varying nature of convective cloud activity (Gebremichael

et al. 2007) , making it important to examine links between Gila River flow and precipitation on the

scale of the basin itself. For example stronger correlation between precipitation and streamflow was

found to exist when using the PRISM Upper Gila Hydrological Unit Precipitation compared with

a rectangular box containing the Gila River catchment upstream of the gage (spanning 108.5◦W

to 111.5◦W and 31.5◦N to 33.5◦N). Pacific Ocean SST variability related to ENSO is investigated

using the Niño-4 index, which is the SST anomaly averaged over the area bound by 5◦N to 5◦S

and 150◦W to 160◦E. The Niño-4 index is used rather than the Niño-3.4 index due to the greater

correlation of Gila streamflow and precipitation with the former index. For this reason warm and

cold events in the Niño-4 region are considered to represent ENSO variability. All the events clas-

sified as El Niño years using Niño-4 are also found to be consistent with the Niño-3.4 classification

(http://www.cpc.ncep.noaa.gov/). Composites of precipitation over North America corresponding

to cold and warm events in the Niño-4 region are also created. Warm (cold) events are identified

as those in which the value of the Niño-4 index for DJF season has an anomaly greater (less) than

0.5◦C.

A hydrograph for the Gila River is created using streamflow data to determine the magnitude

and timing of the dual peaks (as carried out by Gutzler (2013)). Following identification of the peak

months of streamflow, a cross-correlation with PRISM precipitation is performed to determine

for which months the precipitation is best correlated to flow. Although in general streamflow
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Figure 1: Map of the United States southwest and location of the Gila River. Red triangle indicates the

location of USGS gage 09430500 located at 108◦W and 33◦N. Shading represents elevation (meters).
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is expected to correlate with precipitation, other factors such as snowmelt, evaporation and soil

moisture may impact the strength of correlations making the precipitation influence interesting to

investigate (ie. (Notaro et al. 2010)). The timeseries of streamflow and precipitation for these

months were then correlated with SST for 1928 to 2012 to create maps of correlation coefficients

showing which ocean regions have the greatest influence on Gila River precipitation and flow.

High and low spring streamflow events are then investigated. High events are identified by

determining years in which the magnitude of DJFMAM streamflow is greater than 85 percent of

the annual mean, and low events when flow is less than 15 percent of the annual mean for 1928 to

2012. Composites of GPCC precipitation and SST patterns for the high and low events are created

to examine co-existing patterns. GPCC data are used for precipitation in this case as they provide

global coverage and can be used to illustrate patterns across the entire North American continent.

Decadal variability is investigated through analysis of the timeseries for 1928 to 2012. Com-

posites for GPCC precipitation and SST are created for years of persistently high and low flow

to determine the nature of the associated climatic patterns. In addition two dendroclimatological

time series are analyzed to examine longer term variability in the region using the winter-spring

and summer Standardized Precipitation Indices (SPI). Winter-spring SPI was reconstructed from

tree-ring chronologies of earlywood width (EW) and summer SPI was reconstructed from tree-

ring chronologies of latewood width (LW) that were adjusted to isolate the variability unique to

LW (Griffin et al. 2011; Meko and Baisan 2001). Cross spectral and cross-wavelet coherence anal-

yses indicates that the winter-spring and summer SPI reconstructions are effectively independent

at interannual to decadal timescales, or more specifically, at wavelengths less than approximately

32 years. At longer timescales, the reconstructions are essentially coherent and in phase. A greater

level of detail is provided in (Griffin et al. 2013). PDSI and SPI are also correlated to examine
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consistency between the different data sets. Although both contain information on precipitation

variability, the PDSI and SPI reconstructions do not share the same numerical input data. The SPI

reconstruction was developed from novel measurements of tree-ring earlywood width at only a few

sites, data that was not available nor included in the PDSI reconstructions. In contrast, the PDSI

reconstruction is developed from a great many chronologies of total ring width. It is likely that

data from some of the same trees entered into both reconstructions, but the data is from a different

parameter (earlywood width (SPI) vs. total ring width (PDSI)).

1.3 Results

The box plot (Figure 2a) shows that peak streamflow occurs during the months December-

January-February-March-April-May (DJFMAM) and the summer peak occurs during August-

September (AS). For these months streamflow reaches monthly mean magnitudes of approximately

5.6 in winter-spring and 2.7 c.m.s. in summer. Figure 2 also shows timeseries of streamflow av-

eraged over the water year (October to September) (Figure 2b), winter-spring (DJFMAM) (Figure

2c) and summer months (AS) (Figure 2d). The timeseries for water year flow (Figure 2b) indicate

a high flow period from about 1975 to about 1990, and low flow from about 1945 to about 1960. In

addition there is substantial interannual variability in monthly flow throughout the record. There

is also a large degree of variability on an annual timescale shown in the box plot of Figure 2a.

DJFMAM flow is greater than AS flow, comprising approximately 61 percent of the total mean

annual flow compared to 15 percent over the time period 1928 to 2012. However, certain years

exist where the AS flow exhibits sharp spikes which far exceed the DJFMAM flow, notably 1988

and 2006 in which AS flow accounts for 55 and 66 percent of the annual mean flow respectively
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(Figure 3). The mean cumulative flow was found to be 140 million cubic meters per year, with a

maximum mean flow rate of 13 c.m.s. (occurring in December), and a minimum mean flow rate of

1.2 c.m.s. (occurring in June).

As can be seen in Figure 2 the distributions of winter-spring and summer flow are positively

skewed, and for this reason subsequent analysis is performed using log-transformed flow data.

This improves the value of the correlations since the flow data does not vary linearly with precip-

itation and other variables (for example see (Gutzler 2013)). The timeseries for log-transformed

DJFMAM and AS streamflow over the time period 1928 to 2012 were then cross-correlated (using

Pearson correlation) with PRISM precipitation, first by month and then by season (Figure 4). For

the monthly analysis, DJFMAM streamflow was found to correlate best with the concurrent win-

ters precipitation, obtaining a maximum correlation coefficient in December of r = 0.70 (p< 0.000)

(Figure 4a). The lag of flow behind precipitation is consistent with winter precipitation falling as

snow and being stored in the basin until spring snowmelt. The seasonal correlation between DJF-

MAM log-transformed streamflow and winter average (NDJFMAM) precipitation is even higher

with a value of r = 0.91 (p< 0.000). For monthly analysis of AS log-transformed streamflow, the

highest correlation with precipitation is found for the preceding and coincident months of July-

August-September (JAS) reaching a maximum value of r = 0.52 (p< 0.000) in August (Figure

5b). The seasonal correlation coefficient between JAS precipitation and AS log-transformed flow

gave a value of r= 0.77 (p <0.000). The lack of any lag between precipitation and flow is because

summer precipitation falls as rain with little storage in the basin. Timeseries for DJFMAM log-

transformed flow with NDJFMAM PRISM precipitation and NDJF SST anomalies in the Niño 4

region for 1928 to 2012 show the coupling of winter-spring flow with both precipitation and Pacific

Ocean SST anomalies (Figure 5a, b). A 7-year running average was applied to both time series (not
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Figure 2: a) Boxplot of monthly flow over the time period 1928 to 2012. For each boxplot, the central

mark is the median, the edges of the box are the 25th and 75th percentiles, the whiskers extend to the most

extreme data points not considered outliers, and outliers are plotted individually. Timeseries of b) water year

(October - September) averaged streamflow, c) December-January-February-March-April-May (DJFMAM)

streamflow and d) August-September (AS) streamflow. The thick line shows the ten-year running average.

The dashed black line indicates the mean for the time period.
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shown) to investigate lower frequency Pacific SST impact on streamflow. This produces a positive

correlation of r = 0.45 (p <0.000) with explained variance of 20% (r2=0.20). The relationship of

decadal smoothed winter streamflow with the Pacific Decadal Oscillation index (not shown) also

indicates a positive correlation between the two (r=0.59, p <0.00). In addition, 35% of the variance

is explained by the relationship between PDO and streamflow (r2=0.35).

The weaker correspondence of AS log-transformed flow with JAS precipitation and Niño-4

SST anomalies is also demonstrated (Figure 5c, d). While the summer (AS) season correlation be-

tween Gila streamflow and basin precipitation is still quite high (r=0.52, p< 0.000), it is lower than

in winter. To explain this the relationship of summer flow with evapotranspiration and temperature

from the GLDAS CLM and VIC models and the NCEP-NCAR reanalysis averaged over the Gila

River Basin (spanning 108.5W to 111.5W and 31.5N to 33.5N) was also investigated. Results from

these studies (not shown) indicate weak correlations between AS summer flow and evaporation,

temperature and precipitation - evaporation. Weak correlation is also found to exist between these

variables amongst the different models and datasets which calls into question the validity of the

evapotranspiration data. An additional analysis for the longer time period July-August-September-

October-November as well as considering data for a smaller area corresponding to the watershed,

were also performed to capture all basin storage but this did not improve the correlations.

PRISM precipitation for the Upper Gila Hydrological Unit in NDJFMAM as well as log-

transformed DJFMAM streamflow is correlated with GPCC precipitation over North America

(Figure 6a,b). The largest correlation coefficients (aside from the region directly over or adjacent

to the Gila River basin) are found to occur across all of southwestern North America including

the southern (values of approximately 0.5) and central Plains (also with a value of approximately

0.5). Negative correlation coefficients stretch inland from the Pacific Northwest. This pattern
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Figure 3: DJFMAM (red bars) and AS (blue bars) streamflow as a percentage of total annual water year

mean flow for 1928 to 2012. Percentage values are stacked.
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Figure 4: Cross-correlation for a) DJFMAM log-transformed streamflow and b) AS log-transformed stream-

flow with monthly PRISM precipitation for time period of 1928 to 2012. Dashed line indicates significant

at 0.05 level.
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Figure 5: Timeseries of a) DJFMAM log-transformed streamflow and NDJFMAM PRISM precipitation, b)

DJFMAM log-transformed streamflow and Niño-4 index for NDJF, c) AS log-transformed streamflow and

JAS PRISM precipitation, and d) AS log-transformed streamflow and Niño-4 index for JAS. The data are

averaged by year and standardized for time period of 1928 to 2012.
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of positive and negative correlations is a typical ENSO pattern (Ropelewski and Halpert 1986,

1989, 1996). The JAS PRISM precipitation and the log-transformed AS streamflow is correlated

with JAS GPCC precipitation over the region of Gila River watershed (Figure 6c,d). These maps

demonstrate the localized nature of summer flow which is consistent with local-scale convective

precipitation.

Streamflow during the peak months, and PRISM precipitation for the preceding NDJFMAM

and JAS, were then correlated with global SST anomalies for JFM and JAS, respectively (Figure

7e, f). This is based on the assumption that there should be little lag between SST anomalies and the

resulting atmospheric circulation anomalies that cause precipitation anomalies. The results show

a positive correlation with SSTs in the ENSO region for DJFMAM streamflow and NDJFMAM

precipitation with correlation coefficients reaching approximately 0.5. The greatest correlation

coefficients appear to occur in the Niño-4 region. The SST correlation pattern extends from the

west coast of South America to about the dateline, with cool waters to the north and south in the

classic boomerang shape, all features typical of ENSO warm phase anomalies (Trenberth 1997). A

similar southwestern North American precipitation response to tropical SST has been documented

in previous studies (Wu et al. 2009; Dai 2013).

Composites of North American precipitation during NDJFMAM for years of warm and cold

SST anomalies in the Niño-4 regions are shown in Figures 7a and b (years chosen to select events

from 1979 to present to match availability of the ERA-Interim Reanalysis). In each composite, a

total of 5 different years corresponding to both the warm (1983 ,1998, 2003, 2004, 2010) and cold

(1981, 1984, 1985,1989, 2000) events are included. During anomalously warm years in the Niño-4

region, positive precipitation anomalies occur over southern North America and Mexico. Negative

precipitation anomalies are found over the Southwest region corresponding to the Gila River basin
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Figure 6: Correlation of North American GPCC precipitation for winter-spring (NDJFMAM) with a)

PRISM NDJFMAM precipitation for the Upper Gila Hydrological Unit and b) log-transformed winter-

spring (DJFMAM) streamflow and for summer (JAS) with c) PRISM JAS precipitation and d) log-

transformed summer (AS) flow. Areas that are significant at p<0.05 lie within the black contour.
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during anomalously cold years. ERA-Interim vertically integrated mean plus transient moisture

transport and its convergence (Figures 7c, d) shows cyclonic flow over western North America and

into the southwest during warm years (7c), and anticyclonic flow during cold years (7d).

Years of high streamflow are defined as years in which the streamflow value in DJFMAM flow

is 85 percent or greater than the annual mean flow (4 events identified), or less than 15 percent for

low flow years (3 events identified) over 1928 to 2012. Figure 8a illustrates a GPCC precipitation

composite for the high streamflow years. This demonstrates negative precipitation anomalies over

the West and East coast. Positive anomalies exist over the Plains region, the Gulf and over Mexico.

This pattern of precipitation anomalies is similar to that expected during an ENSO warm phase

(Ropelewski and Halpert 1986). A composite of JFM SST anomalies (Figure 8c) for these high

streamflow years shows weak warm anomalies in the central tropical Pacific region. This resem-

bles El Niño conditions but the pattern in the eastern tropical Pacific is not typically El Niño-like

in that there are cool off-equatorial SST anomalies. The low streamflow years have below nor-

mal precipitation anomalies (Figure 8b) over southwest North America and above normal on the

northwest coast of the United States. The SST anomalies for the low flow composite are La Niña

like. It is noted that La Niña conditions exert a less strong influence on winter-spring streamflow.

This is consistent with prior work that the connection between ENSO and southwest precipitation

is nonlinear with El Niño exerting a stronger influence than La Niña as in Zhang et al. (Zhang et al.

2014) and references therein.

Decadal variability is investigated in Figures 9, with years of high streamflow taken as 1977

to 1997 (after the 1977 climatic shift in the Pacific) (Figure 9b,e), and low streamflow as 1945

to 1960 (Figure 9a,d). These different time periods for high and low flow are selected based on

analysis of the 10-year running mean of the timeseries for Gila River streamflow from 1928 to 2012
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Figure 7: Composites for North American NDJFMAM GPCC precipitation (mm/month) for a) anomalously

warm years (1983 ,1998, 2003, 2004, 2010) and b) anomalously cold years (1981, 1984, 1985,1989, 2000)

in the Nino-4 region (150◦W to 160◦E and 5◦N to 5◦S). Warm (cold) years identified by years in which

value of the Nino-4 index for the DJF season has an anomaly greater (less) than one standard deviation

above the 1979 - 2012 mean. We focus on this shorter period in order to match the temporal availability

of the ERA-Interim Reanalysis. ERA-Interim vertically integrated mean plus transient moisture transport

(vectors) and its convergence (colors) for NDJFMAM in c) anomalously warm years and d) anomalously

cold years as identified above. Correlation of e) NDJFMAM PRISM precipitation over Gila River basin

with DJFMAM SST and f) DJFMAM streamflow with DJFMAM SST. Areas that are significant at p<0.05

lie within the black contour.
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Figure 8: Climate composites for periods of high and low streamflow, defined as high flow for years in

which DJFMAM streamflow is greater than 85 percent of the annual flow, and low flows when 15 percent

or less for 1928 to 2012. High streamflow composite for a) NDJFMAM GPCC precipitation anomaly and

c) DJFMAM SST anomaly, and low streamflow composite for b) NDJFMAM GPCC precipitation anomaly

and d) DJFMAM SST anomaly.
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in Figure 2b - d. Decadal trends are particularly apparent in the annual average for streamflow

shown in Figure 2b, with a mean value of 6 c.m.s. occurring for the years 1977 to 1997 and 3

c.m.s. for the low flow years of 1945 to 1960. The most recent period, 1999 to 2012, is also

investigated (Figure 9c,f). During the high streamflow period (Figures 9a,d) positive precipitation

anomalies are observed over southwestern North America and the Gulf Region. This pattern again

resembles the El Niño related precipitation anomaly pattern over North America. Consistently,

positive SST anomalies occur in the central and eastern Pacific within a meridionally broad pattern

resembling decadal El Niño variability (Zhang et al. 2012). A region of negative SST anomalies

is also found to occur in the North Atlantic region. For the low streamflow years (Figures 9b,e)

negative precipitation anomalies occur over southwest North America, the coastal southeast U.S.

and the Gulf region. Positive anomalies occur over the northwest and much of the eastern U.S.

However the SST anomalies in the Pacific and Atlantic Oceans do not clearly show any climate

mode pattern. The most recent decade (Figure 9c,f) shows positive precipitation anomalies over

the north west United States, and negative anomalies over the south west and Gulf Region. Pacific

Ocean SST has generally warm anomalies in the tropics but cold anomalies in the central Pacific.

Consistently it has been shown using SST-forced atmosphere models how a shift in the late 1990s

to this SST pattern induced drying across southwest North America (Hoerling et al. 2009; Seager

and Vecchi 2010b).

The Upper Gila Watershed is surrounded by a dense network of moisture sensitive tree-ring

chronologies that offer a high-quality and long-term perspective on moisture variability in the

centuries prior to the instrumental era. The June-August PDSI reconstruction from the North

American Drought Atlas (Cook et al. 2010); Figure 10b) illustrates that in the Upper Gila Basin,

persistent pluvials centered on the 1910s and 1980s, made the 20th Century perhaps the wettest
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Figure 9: Composite for North American GPCC precipitation during a) 1945-60 period of generally lower

flows, b) 1977-97 period of generally higher flows and c) for the most recent decade 1999 to 2012 for

NDJFMAM. Composites for SST anomalies during d) 1945-60 period of generally lower flows, e) 1977-97

period of generally higher flows and f) for the most recent decade 1999 to 2012 for DJFMAM over the

Pacific.
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of the last millenium. It also highlights protracted drought events previously described in the late

16th century (e.g. (Stahle et al. 2009)) , and several ”megadroughts” of the late Medieval Era

(e.g., (Meko et al. 2007; Cook et al. 2007; Williams et al. 2013)). The anomalously wet 20th

century, 16th century ”megadrought,” and another multidecadal drought event in the early 1400s

are also evident in an unpublished reconstruction of water year flow on the Gila River down-

stream at Safford Arizona, which covers the period 1332-2005 A.D. [Meko and Hirschboeck,

http://treeflow.info/loco/gila.html].

A novel perspective on paleomonsoon precipitation variability in this region is available from

summer-forming tree-ring ”latewood” (Griffin et al. 2011). Latewood chronologies have been

used to reconstruct June-August standardized precipitation indices for a large area of Arizona and

western New Mexico (Griffin et al. 2013). In the Southwestern U.S., precipitation influence on

the summer PDSI is dominated by the cool season (St. George et al. 2010) and for data in the

present study, the relationship between summer PDSI with previous NDJFMAM PRISM precipi-

tation (r=0.42,p<0.000) is greater than that with the monsoon (JAS) precipitation (not significant).

The summer PDSI is also found to correlate greater with the winter-spring SPI index over 1530

to 2003 (r = 0.47, p<0.000) than with the summer SPI (not significant). The SPI demonstrates

synchronous periods of negative SPI index between the winter-spring (October-April) and summer

around 1575, 1675, 1775, 1825, 1880, and 1950 among other periods (although in general the

correlation between the two is insignificant). This supports recent Southwestern studies using late-

wood which find that major decadal droughts of the last several centuries were likely characterized

by precipitation deficits during both seasons (Stahle et al. 2009; Faulstich et al. 2013; Woodhouse

et al. 2013; Griffin et al. 2013).
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Figure 10: Top time series : reconstructed Standardized Precipitation Index (SPI) (blue line) for 7-months

from October to April for 1530 to 2008. Middle time series: Reconstructed SPI (red line) for 2-months from

July to August for 1539 to 2008. Bottom time series: Reconstructed PDSI from treering data (green line)

from 1530 to 2003. The data are derived from the region of the Gila River drainage basin. The original

annual data are smoothed using a moving average over a ten year interval.
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1.4 Conclusion

We have presented the first comprehensive analysis of the climatic causes of Gila River flow

variability over the time period 1928 to 2012. The Gila River experiences two peaks in its hydro-

graph: one in the winter to spring (DJFMAM) with a monthly mean magnitude of approximately

5.6 c.m.s, and a second, smaller, peak (about 2.7 c.m.s) in the summer (AS) coinciding with the

North American Monsoon The DJFMAM streamflow peak correlates the greatest with precipita-

tion in the preceding NDJFMAM months, with the delay being consistent with winter precipita-

tion falling as snow in the headwaters and moving into the river in spring following snowmelt.

The AS streamflow peak correlates the greatest, but at a lower value, with JAS precipitation, the

lack of any appreciable lag being consistent with Monsoon precipitation falling as rain and moving

quickly into the river. Correlation and composite analyses show that DJFMAM streamflow and

NDJFMAM precipitation are positively related to an ENSO like pattern of Pacific SST anomalies.

These relations hold in general for individual year examples of high and low spring flows.

In contrast, AS streamflow and precipitation do not have associations to Pacific SST. The

weaker link between AS streamflow and summer precipitation, and between summer precipita-

tion and SST anomalies, indicates future studies are needed focused on North American Monsoon

variability and the role of other controls on streamflow such as temperature and evapotranspiration

variability. Southwest precipitation during the early summer has been found to be influenced in

part by tropical Pacific SST, however the later NAM precipitation variability remains largely un-

affected by tropical forcing (Grantz et al. 2007). Moisture during the NAM is also derived from

a number of different sources including the Gulf of Mexico, the Gulf of California, the Pacific,

as well as the land (Jana et al. 2018), and identification of the moisture pathway influencing the
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NAM will have important implications for explaining summer streamflow. In addition the Gila

River basin is affected by highly localized climate variability involving the monsoon and convec-

tive storms, particularly during the summer months, which may be difficult to quantify with sparse

rain gauges.

The Gila River flow also has impressive variability on decadal timescales. This can be ex-

plained in large part by decadal ENSO-like variability with the composite for the high flow decades

of 1975 to 1990 clearly revealing the warm phase of Pacific decadal variability. The post 1990s

decline in Gila River flow is also explained in terms of the shift to cooler tropical Pacific SSTs.

The reconstructed PDSI and SPI indexes for past centuries demonstrate prolonged droughts and

pluvials as well as periods of synchronous summer and winter dry periods.

The history of the spring maxima of Gila River flow can therefore be largely explained in terms

of natural precipitation variability forced by interannual to decadal ENSO variability. This should

allow some useful seasonal to interannual predictabilty of spring Gila River flows. The high flows

in the late 20th Century are associated with the warm phase of Pacific decadal variability and the

recent downturn in the 21st Century is consistent with the more generally cold tropical Pacific

conditions since the 1997/98 El Niño. As the current century evolves, Gila River flow will no

doubt be influenced by human-induced climate change but natural variability such as that identified

here will also continue. Projections of future Gila River flows, and its important contribution to

southwest water resources, will need to account both for the natural variability and the response to

human-induced climate change.
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2 Covariability of climate and streamflow in the Upper Rio

Grande from interannual to interdecadal timescales

2.1 Introduction

At 3,051 km in length, and with a drainage area of approximately 472,000 km2, the Rio Grande

is the fourth longest river in North America. It provides water to 5 million people for agricultural,

municipal and industrial purposes in the U.S. states of Colorado, New Mexico, and Texas, and

in Mexico (Woodhouse et al. 2012) (Figure 11). The majority of the flow in the river above its

confluence with the Rio Conchos near Presidio, Texas, originates as snowmelt runoff from the

mountains in southeastern Colorado and northern New Mexico (Lee et al. 2004; Khedun et al.

2010; Woodhouse et al. 2012) (collectively, the Upper Rio Grande (URG), with a drainage area

of approximately 43,000 km2 (Lee et al. 2004)). Sixty to sixty-five percent of inflows originate

in the headwaters region, consisting of the southern Rocky Mountains and San Luis Valley of

southwestern Colorado; flows along the Rio Chama and the Jemez River collectively account for

another 25 percent of native inflows to the URG, with the remaining inflows coming from minor

tributaries (Llewellyn and Vaddey 2013). The majority of the 5 million water users are located

south of the Jemez River confluence in the Middle Rio Grande (from the Jemez River to the El

Paso Valley). High interannual variability in streamflow poses significant challenges for water

supply and flood risk management. Improved understanding of the climate controls on Rio Grande

flow variability is essential to improve management of water resources.

Studies have shown that precipitation and streamflow in the Southwestern United States (SWUS)

in general are affected by a range of diverse drivers, including the El Niño-Southern Oscillation
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(ENSO), the Pacific Decadal Oscillation (PDO) and the Atlantic Multidecadal Oscillation (AMO),

as well as the North American Monsoon (NAM). However, the failure of recent El Niño events

to generate correspondingly large spring runoff volumes suggests that these relationships are not

straightforward. This paper reassesses the impacts of ENSO, PDO, and AMO on streamflow in the

Rio Grande basin above Albuquerque, New Mexico, and shows that these teleconnections are an

incomplete explanation of the variance in flows.

On interannual timescales, ENSO produces above normal precipitation and streamflow for the

SWUS when it is in its warm phase (El Niño) (Kahya and Dracup 1993, 1994). On interan-

nual timescales El Niño has also been found to be associated with above-normal precipitation and

streamflow anomalies in the URG basin (Lee et al. 2004; Khedun et al. 2010). The PDO has also

been found to produce above normal northern hemisphere winter (December-January-February

(DJF)) precipitation and streamflow during its positive phase (Barlow et al. 2001; Cayan et al.

1999; Khedun et al. 2010; Pascolini-Campbell et al. 2015; Guan et al. 2005). The cold (warm)

AMO produces positive (negative) streamflow and precipitation anomalies in the SWUS (Enfield

et al. 2001; Thomas 2007; Nowak et al. 2012).This relationship is strengthened with a concurrent

positive PDO phase (McCabe et al. 2004). The NAM brings a northern hemisphere summer (July-

August-September (JAS)) peak in rainfall (Adams and Comrie 1997; Barlow et al. 1998) and NAM

variability drives streamflow variability (Pascolini-Campbell et al. 2015). As this paper focuses on

flows resulting from snowmelt runoff, the effects of the NAM on late summer flows is not consid-

ered further. ENSO, PDO and AMO have also been found to modulate streamflow in other river

basins around the world (Ward et al. 2016; Córdoba-Machado et al. 2016; Kiem and Franks 2004).

Streamflow predictability is also influenced by land surfaces processes via the interaction of

precipitation, evapotranspiration, snowmelt, soil moisture and vegetation (Koster et al. 2010; Mau-
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rer and Lettenmaier 2003). Infiltration into soils, evapotranspiration and canopy water storage can

all contribute to reducing runoff of water to streams. Water storage in snowpack and its melt also

will impact the timing and magnitude of water delivery to the rivers. Variability of these different

processes will influence streamflow timing (Hamlet et al. 2007). Therefore, despite the observed

teleconnection between precipitation and SST, the influence of SST on streamflow is modulated

by a variety of complex land surface processes.

The purpose of this study is to re-evaluate the climatic drivers which produce the observed

mean seasonal cycle of URG streamflow, and mean flow variability on interannual to decadal

timescales. Second, we will investigate the drivers of the highest mean monthly northern hemi-

sphere spring-summer (April to September) streamflow anomalies. This study extends previous

research on the URG through consideration of the combined role of the Pacific and Atlantic, a

longer period of study extending from 1920 to 2016, interannual and decadal variability, and both

mean flow and high flow variability. In addition, sea surface temperatures do not account for all

streamflow variability. Therefore, the present study will also consider the atmospheric configura-

tions that correspond to streamflow anomalies that can occur across a range of SST states.

Using URG stream gage data, observed precipitation, observed sea surface temperature and at-

mospheric Reanalysis, this study aims to provide a more complete understanding of URG stream-

flow variability over the past several decades. The following questions are investigated:

• What climatic drivers produce the observed seasonal cycle of URG flow?

• Which configurations of Pacific and Atlantic SST drive flow variability on timescales of

years to decades for the URG and how strong are these relations?

This investigation will advance understanding of the climatic drivers of URG flow variability,
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and of extreme high and low flows to the benefit of water management activities. In particular,

it will be shown that prior work has overstated the role of sea surface temperature anomalies in

driving URG flow variability.

2.2 Data and Methods

To analyze the natural drivers of Rio Grande streamflow at its headwaters, we use seven United

States Geological Survey gages (USGS) on tributaries in New Mexico (Figure 11). Tributaries are

selected because all stream gages on the Rio Grande main stem are affected by regulation and water

withdrawals. Instead, we analyze data from the following unmodified New Mexico tributaries (ar-

ranged from northernmost to southernmost): Rio Chama near La Puente (USGS 08284100), San-

tistevan Creek near Costilla (USGS 08253500), Rio Hondo near Valdez (USGS 08267500), Rio

Lucero near Arroyo Seco (USGS 08271000), Rio Pueblo de Taos near Taos (USGS 08269000),

Rio Ojo Caliente near Madera (USGS 08289000) and Jemez River near Jemez (USGS 08324000).

We use mean monthly streamflow data for these sites to examine flow. We compare the stream-

flows of these rivers to the naturalized flow record for two gages lying on the main Rio Grande stem

itself (Rio Grande near Del Norte, CO, (USGS 08220000), and Rio Grande at Otowi Bridge, New

Mexico, (USGS 08313000)) (time period available shown in Table 1). These gages are located in

the upper reaches of the Rio Grande in an area characterized by mountainous terrain with peaks

exceeding 3500 m.These stream gages drain areas as small as 6 km2(Santistaven) up to 37,036

km2 (Otowi) (compared to a drainage area of 43,000 km2 for the URG (Lee et al. 2004)). We find

high correlation (ranging from r = 0.69 to r = 0.84 with Del Norte, and r = 0.79 to r = 0.92 for

Otowi) between the Rio Grande gages and the tributary flows, thus allowing the tributaries to serve
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as suitable indicators of the natural flow variability (Table 1, last column).
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Figure 11: Map showing elevation (meters), delineation of upper Rio Grande basin (thick black line), and

location of USGS stream gages used in this study: 1) Del Norte, 2) Rio Chama, 3) Santistaven creek, 4) Rio

Hondo, 5) Rio Lucero, 6) Rio Pueblo de Taos near Taos, 7) Rio Ojo, 8) Otowi, 9) Jemez river. Red marker

indicates stream gage is located on main stem, yellow marker indicates stream gage is located on a tributary.

Inset above shows location of upper Rio Grande region.

42



Ta
bl

e
1:

Su
m

m
ar

y
of

U
SG

S
st

at
io

n
da

ta

G
ag

e
N

am
e

G
ag

e
N

um
be

r
Te

m
po

ra
lA

va
ila

bi
lit

y
D

ra
in

ag
e

A
re

a
E

le
va

tio
n

C
or

re
la

tio
n:

D
el

N
or

te
(O

to
w

i)
(m

on
th

ly
st

at
is

tic
s)

(s
q

km
)

(m
ab

ov
e

N
G

V
D

29
)

(r
-v

al
ue

)

D
el

N
or

te
08

22
00

00
19

08
-2

01
5

34
19

24
32

1.
00

(0
.8

4)
R

io
C

ha
m

a
08

28
41

00
19

55
-2

01
4

12
43

21
58

0.
84

(0
.9

2)
Sa

nt
is

ta
ve

n
08

25
35

00
19

37
-2

01
4

6
29

01
0.

75
(0

.7
9)

H
on

do
08

26
75

00
19

34
-2

01
5

94
23

31
0.

69
(0

.8
6)

L
uc

er
o

08
27

10
00

19
13

-2
01

4
43

24
53

0.
72

(0
.8

4)
Pu

eb
lo

08
26

90
00

19
13

-2
01

4
17

3
22

49
0.

69
(0

.8
7)

O
jo

08
28

90
00

19
32

-2
01

6
10

85
19

37
0.

75
(0

.9
1)

O
to

w
i

08
31

30
00

19
19

-2
01

6
37

03
6

16
72

0.
84

(1
.0

0)
Je

m
ez

08
32

40
00

19
36

-2
01

6
12

17
17

13
0.

71
(0

.8
1)

43



Seasons discussed in the paper refer to the northern hemisphere. The area receives precipitation

as snow during winter months, which melts in the spring and summer. Rainfall is greatest in the

summer months when the area is affected by local-scale convective activity. Analysis will cover

the period of the full flow records (see Table 1). We use Pearson’s correlation throughout to assess

the strength of the relationships between variables. Given the positive-skew of streamflow, we use

the log-value of streamflow when carrying out the correlations between streamflow.

The precipitation dataset we use is from the Parameter Regression on Independent Slopes

Model (PRISM; in units of mm/month on a 4km grid), which uses a well-verified, terrain-sensitive

algorithm to interpolate between available stations over the period 1895-present (Daly et al. 2008a).

We average precipitation over the catchment area of each of the stream gages to investigate local

variability. We acknowledge the limitations of using gridded precipitation data, which has been

found to underestimate extremely high rainfall events, which could implicate our understanding of

high monthly streamflow events (King et al. 2013). Gridded precipitation data is also less reliable

at higher elevations, which is an additional caveat given the high altitude of the drainage gages used

in this study (see Table 1) (Tozer et al. 2012). SNOTEL data is used for snow water equivalence

(SWE) from sites lying in proximity to the stream gages used (information in Table 2). We use

four different SNOTEL sites which correspond to the location of gages used: Upper Rio Grande

(corresponding to Del Norte, Rio Chama and Santistaven), Red River Pass 2 (Hondo, Lucero and

Pueblo), and the average of Palo and Elk Cabin (Ojo, Otowi and Jemez). For SST, we use ERSST

V4 reanalysis data (in units of degrees Celsius on a 2◦x 2◦ global grid) (Smith et al. 2008). We

use ERA Interim data for vertically integrated moisture flux (mean and transient) to analyze the

atmospheric moisture delivery patterns (1.5◦x1.5◦ global grid) (1979 - 2014) (Dee et al. 2011). We

also use ERA Interim precipitation data for comparison to the moisture flux.
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Table 2: Summary of SNOTEL station data

Station Name Station Number Temporal Availability Elevation
(monthly statistics) (m)

Upper Rio Grande 839 1986 - 2015 2865
Red River Pass 2 715 1978 - 2015 3002

Palo 1170 2010- 2015 2849
Elk Cabin 921 1996 - 2015 2502

We use the following SST indices created from ERSST V4: NINO3.4 (SST in the Pacific

area-averaged over 5S - 5N, and 170W - 120W), Pacific Decadal Oscillation (PDO) index (the

leading principal component of monthly SST anomalies in the North Pacific Ocean north of 20N)

(Zhang et al. 1997), and the Tropical North Atlantic (TNA) index (average anomaly of monthly

SST averaged over 5.5N to 23.5N and 15W to 57.5W) to represent AMO (Enfield et al. 2001). We

use the TNA due to its high correlation with the AMO, and also due to the fact Atlantic impacts on

SWUS climate originate largely from the tropics (Kushnir et al. 2010).

2.3 Results

2.3.1 Climatology and variability of URG streamflow, precipitation and temperature

The water year (October - September) mean streamflow for the tributaries Rio Chama, San-

tistaven, Hondo, Lucero, Pueblo, Ojo and Jemez stream gages is highly correlated with those of

Del Norte and Otowi on the main stem of the Rio Grande (Table 1, last column). The timing

of the peak flow is also fairly consistent between the main stem and the tributaries, with high-

est flows occurring in April-May-June-July (AMJJ) (Figure 12). Gages further north in the basin

(Del Norte, Rio Chama, Santistaven, hereafter referred to as ‘northern gages’) have peak flows

occurring more in May-June-July, whereas gages more south in the basin (Ojo, Otowi and Jemez,
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hereafter ‘southern gages’) have peak flows occuring earlier in April-May-June. Middle gages

(Hondo, Lucero, Pueblo, hereafter ‘middle gages’) tend to peak in May-June. This is consistent

with above-freezing temperatures and snowmelt occurring earlier further south in the basin, con-

tributing to earlier spring-summer flows (see Figure 13 below). The similar timing in streamflow

is expected given the proximity of these stream gages, as well as their comparable elevations in the

basin (Table 1). The hydrographs (Figure 12) also illustrate the positive skew of the data: many

of the highest flows exceed 1.5 times the interquartile range of the data (as demonstrated by the

outliers denoted by a red cross).

We investigate the seasonal cycles of precipitation and SWE using PRISM data averaged over

the drainage area of the stream gage and SNOTEL gages located at proximity to the gages re-

spectively (Figure 13). Precipitation over the northern gages displays a bimodal peak: the first

occurring in February-March-April (reaching a maximum of 75 mm/month for Rio Chama), and

the second in July-August-September (reaching a maximum of approximately 75 mm/month for

Rio Chama, Santistaven and Lucero). The southern gages have a more pronounced summer precip-

itation maximum (June-July-August) indicative of the monsoon influence. For the northern gages,

SWE peaks in March whereas for the southern gages the SWE peaks earlier in February. The

earlier decline in SWE in the southern gages is mirrored in the earlier peak streamflow (Figure 12).

Interannual variability in AMJJ streamflow is broadly synchronous among gages. Figure 14

(top panel) shows the timeseries of both high pass and low pass AMJJ streamflow using a cut

off frequency of seven years (see below for details of the filter). Similar timing in anomalously

high annual flows is observed to occur between the different gages, such as the high flow peaks

in 1985, 1995 and 2005. Magnitudes are far smaller for the tributaries which drain much smaller

basins in the system such as Hondo, Lucero and Pueblo (see Table 1 for drainage area). The AMJJ
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Figure 12: Boxplots of monthly streamflow (c.m.s.) over length of record for each stream gage. For each

boxplot, the central mark is the median, the edges of the box are the 25th and 75th percentiles, the whiskers

extend to the most extreme data points not considered outliers, and outliers are plotted as crosses.
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Figure 13: Seasonal cycle of PRISM precipitation area averaged over each gage (bars) (mm/month) and

snow water equivalent SNOTEL gage data (red lines) (mm/month).
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timeseries in Figure 14 also contain a similar pattern of low frequency high flow centered around

1985 and declining flow from 1996 to present. In the longer streamflow timeseries (for Del Norte)

this low frequency variability is seen to also produce above normal flow in the early century (1900-

1920) and lower flow between 1945 to 1975. The PRISM timeseries of average annual water year

precipitation in the contributing watershed above the stream gages for the period 1895 to 2014

(Figure 14 (bottom graphs)) shows corresponding wetter than average conditions in the early 20th

century (1900 - 1920) followed by a decline in the mid-century to drier than average conditions

(from approximately 1945 to 1975). The precipitation decadal mean then increases again from the

1980s to around 2000 after which it again tends to decline.

2.3.2 Relation of peak flow variability to antecedent precipitation and ocean states

AMJJ streamflow is influenced by precipitation during the preceding fall to spring (October to

May). Since the main Pacific SST teleconnection season is during the DJF and MAM seasons,

for the rest of this section we focus on the season December to May. To understand how De-

cember to May precipitation influences streamflow, we analyze the relationship among key drivers

of precipitation variability (ENSO, PDO, TNA) and streamflow in the URG using both high and

low pass filtered streamflow and SST data (Figures 5 - 6). The high (low) pass filter attenuates

frequencies below (above) seven years to only capture high (low) frequency variability. We fil-

ter frequencies above and below seven years since this period approximately divides interannual

ENSO from decadal PDO while the AMO only occurs on the longer timescale. ENSO variability

occurs on a timescale of 3 to 7 years (Trenberth et al. 1998). We follow the methods of Zhang et

al. (Zhang et al. 1997) who filtered SST using high and low pass filters with a cut off of 6 years

to separate interannual from interdecadal variability. In our case, we select 7 years to represent the
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Figure 14: Top: Streamflow timeseries for high pass (blue line) and low pass (black line) filtered AMJJ

for each stream (c.m.s.) using a cutoff frequency of 7 years. Blue-dashed line is long term mean for high

pass filtered throughstreamflow. Bottom: PRISM precipitation timeseries for annually averaged water year

(October to September) (blue line) (mm/month) and 10 year moving average (black line) area-averaged over

the catchment of each stream gage.
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upper range of ENSO variability. We performed the analysis using cut off filters for different years

(6, 7, 8, 10) and found there to be no significant difference in the results for the different cut off

years for the low and high pass filters with slight alteration of the cut off period.

The filter we use is the Butterworth filter. We use effective sample size for significance testing

in order to account for the issue of autocorrelation arising from the smoothed data series. We are

aware of the potential limitations of assuming linearity between SST and streamflow as has been

noted in prior work (Córdoba-Machado et al. 2016; Kiem et al. 2003). Hence, we performed com-

posite analyses of SST corresponding to high and low streamflow years for each gage, and these

confirmed a predominantly linear relationship between SST and AMJJ streamflow. We therefore

have confidence in using the linear correlations between SST and streamflow to investigate this

relationship.

In the high pass filtered correlations, AMJJ streamflow is weakly positively correlated with

Pacific SSTs in both DJF and MAM (Figure 15). The expected negative correlation between

AMJJ streamflow and north Atlantic SST is not evident in either DJF or MAM. Furthermore, the

correlations for high pass filtered data are for the most part not significant at p<0.10 (denoted by

the black contours). The correlations become significant in the tropical Pacific for gages further

south in the basin.

Turning to the low pass filtered data (Figure 16), correlations with SSTs are higher for this

smoothed time series, with peak positive correlations between r = 0.50 to r = 0.75 in the eastern

tropical Pacific and r = -0.50 to r = -0.75 in the subtropical Atlantic. This is unsurprising, since

we expect the correlations to be stronger on decadal timescales due to the aggregated effect from

multiple warm (cold) years in the tropical Pacific (Atlantic) on SWUS precipitation (Chen and

Wallace 2015; Cayan et al. 1999; Enfield et al. 2001; Thomas 2007; Nowak et al. 2012). Despite the
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Figure 15: High pass filtered ERSSTV4 DJF (top) and MAM (bottom) SST correlated with high pass

filtered AMJJ streamflow for all years covered by stream gages. High pass filtering was done using a cutoff

frequency of 7 years. Colorbar indicates magnitude of the correlation [r = 0 to 1]. Areas that are significant

at p<0.1 lie within the black contour.
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Figure 16: Low pass filtered ERSSTV4 DJF (top) and MAM (bottom) SST correlated with low pass filtered

AMJJ streamflow for all years covered by stream gage. Low pass filtering was done using a cutoff frequency

of 7 years. Colorbar indicates magnitude of the correlation [r = 0 to 1]. Areas that are significant at p<0.1

lie within the black contour.
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limited significance (our effective degrees of freedom dropped from n=36 to n=8 in the smoothed

time series), these results are consistent with the expected physical processes (McCabe et al. 2004;

Schubert 2009). We find that the predictability is increased on decadal timescales.

To address further the interannual variability of Pacific SST and streamflow, we find the max-

imum monthly flow in a given water year and plot it along with the value of the DJF NINO3.4

index for the full length of each stream gage (Figure 17, separately for the northern, middle and

southern gages). The northern gages correspond less to NINO3.4 SST (maximum r = 0.25) than

the middle and southern gages (maximum r = 0.31). This is consistent with the ENSO precipitation

teleconnection pattern being stronger in the southern half of the URG region. Results indicate that

although high flows typically correspond with positive DJF NINO3.4 values, several notable ex-

ceptions occur. This includes the highly positive flow anomalies in 1942,1984 and 1985 following

negative DJF NINO3.4, and negative flow anomalies in 1958 and 2002 following a positive DJF

NINO3.4.

Figure 18 extends this analysis to include the influence of both the tropical Pacific and Atlantic

on streamflow. We plot the AMJJ streamflow for each year going back the full length of each

stream gage. The magnitude of AMJJ flow is scaled and plotted as marker diameter along with

the corresponding value of DJF NINO3.4 and DJF TNA in the season preceding the high flow.

The circle is colored red if it is one of the top 10 AMJJ flow events in the record. Positive DJF

NINO3.4 and negative DJF TNA, based on prior work, is the configuration expected to produce

above normal streamflow in the SWUS (McCabe et al. 2004; Schubert 2009). Figure 18 shows in

general that moving south in the basin leads to higher monthly streamflow occurring after warm

NINO3.4. There is more variability in the impact of DJF TNA on AMJJ streamflow for the highest

seasonal events, with high streamflow events occurring following both warm and cold DJF TNA.
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Figure 17: Bar graph shows NINO3.4 SST anomaly (oC) for the DJF season, and black lines show the

standardized anomaly for the maximum monthly flow occurring in each water year (c.m.s.). These are

arranged as follows: the three most northern gages (Del Norte, Rio Chama, Santistaven) (top panel), middle

gages (Hondo, Lucero, Pueblo) (middle panel) and southern gages (Ojo, Otowi, Jemez) (bottom panel).
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This figure demonstrates that exceptions to the ‘ideal’ conditions conducive to high flow exist:

high monthly streamflows can occur following cold NINO3.4 or warm TNA events (or both). We

also used bootstrap statistics, and resampled the AMJJ streamflow data 1000 times and stratified

it according to SST phase, and found that the percentage of total streamflow in each quadrant is

no more than that which is likely to occur by chance at p <0.10. These results again indicate the

limited explanatory power of SST on interannual flows.

Given the limited explanatory power of SST on streamflow we also looked at atmospheric

moisture convergence corresponding to the highest streamflow events. Results indicated that a

large variety of atmospheric circulation patterns can lead to wetting anomalies on the URG. The

lack of a consistent pattern in atmospheric anomalies contributing to these high flow events sug-

gests that many of them are forced by transient systems rather than SST.

2.3.3 Climatic causes of decadal variability of URG flow

To investigate the strength of the SST-streamflow relationship on decadal timescales we turn

our analysis to the longer streamflow timeseries of Del Norte and Otowi (Figure 14). In these

streamflow timeseries we identify dry decades (1945-1975 and 1996-present) and wet decades

(1900-1920 and 1979-1995). Figure 19 contains composite anomalies for the early century dry

decades (1945-1975) and wet decades (1900-1920) for both water year PRISM precipitation and

DJF ERSST V4 SST. For the dry composite, widespread negative precipitation anomalies occur

over the SWUS and include the region of the URG. The early wet composite has wet anomalies

over the SWUS in a region more centered over the Rio Grande basin. This is the early 20th century

North American pluvial of 1900 to 1917 (Woodhouse et al. 2005; Cook et al. 2011b).

The pattern of DJF SST for the dry years indicate a region of cooling in the equatorial Pacific
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Figure 18: Scatter plot of NINO3.4 DJF, TNA DJF and the associated AMJJ streamflow at each stream gage.

The size of the AMJJ flow is exponentially scaled and represented by the radius of the circular marker. Units

on the x- and y-axis oC. Red circle coloring indicates the event is a top 10 AMJJ streamflow in the period

of record.
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and along the North American west coast, positive anomalies in the central North Pacific and pos-

itive anomalies in the tropical North Atlantic (Figure 19, bottom left panel). This decadal pattern

of SST is consistent with the cool phase of the PDO (characterized by a cool equatorial Pacific and

warm North Pacific (Zhang et al. 1997)), and the warm phase of the AMO (Enfield et al. 2001),

ideal conditions for a drier than normal climate in the SWUS (Schubert 2009). The composite

for wet years indicates a warm equatorial Pacific, cool north east Pacific and cool tropical north

Atlantic. The weakness of the tropical Pacific SST anomalies during the pluvials, however, is con-

sistent with Cook et al. (2011) who found little evidence of tropical Pacific driving of the early

20th century pluvial. Again, this disconnect between the tropical Pacific and streamflow highlights

the limited explanatory power of SST on streamflow.

Figure 20 examines decadal variability for the later part of the twentieth century to present,

for the two halves of the water year (October to March and April to September) in precipitation

and SST. For October to March, the wet decades (1979-1995) minus the dry decades (1996 -

2015), show positive precipitation anomalies over the region of the URG, positive SST anomalies

in the equatorial Pacific, negative SST in the north Pacific, and negative SST anomalies in the

Atlantic. The Pacific SST pattern and the cyclonic flow over the central north Pacific are consistent

with the positive phase of the PDO which has been associated with above normal streamflow and

precipitation in the SWUS (Zhang et al. 1997; Barlow et al. 2001; Cayan et al. 1999; Pascolini-

Campbell et al. 2015). The magnitude of these anomalies is reduced in April to September.
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Figure 19: Dry decades (1945-1975) minus 20th century climatology (left panels) and wet decades (1900-

1920) minus 20th century climatology (right panels) for water year composite PRISM precipitation (top)

and DJF ERSST V4 SST (bottom).
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Figure 20: Wet decades (1979-1995) minus dry decades (1996-2012) composites. Top panel: PRISM pre-

cipitation. Colorbar indicates magnitude of anomaly [mm/day]. Bottom panel: ERSSTV4 SST. Colorbar

indicates magnitude of SST anomaly [◦C]. Oct-Mar (left) and Apr-Sep (right).
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2.4 Discussion and Conclusions

This study has examined 1) the controls on the seasonal cycle and variability of URG stream-

flow, and 2) the ocean and atmosphere mechanisms which result in anomalous streamflow. We

extend the work of previous authors on the role of ENSO and PDO on URG streamflow (Lee

et al. 2004; Guan et al. 2005; Khedun et al. 2010; Kahya and Dracup 1994), and other studies

which examine the interrelationship of different modes of climate variability on SWUS precipita-

tion (McCabe et al. 2004) by providing the following findings:

1. The mean seasonal cycle of streamflow for the URG is characterized by a spring-summer

peak, which occurs later for northern gages and earlier for southern gages (Figure 12). This

is consistent with the timing of winter snowpack melt (Lee et al. 2004). Spring-summer

streamflow is influenced the most by precipitation in the preceding winter-spring throughout

the URG, with all months being about equally important.

2. Assuming a linear relationship between SST and AMJJ streamflow, as in prior studies of the

URG (Lee et al. 2004; Khedun et al. 2010), the results suggest limited influence of the oceans

on interannual flow variability. To the extent there is an influence, the ocean configuration

favoring above normal URG streamflow consists of a warm equatorial Pacific and cold north

Atlantic in the winter-spring preceding spring-summer flow (Trenberth et al. 1998; Enfield

et al. 2001; McCabe et al. 2004; Kushnir et al. 2010). The relationship of flow to tropical

SSTs weakens to the north, meaning that the areas producing the largest share of native

inflow have the weakest relationship with tropical Pacific and Atlantic SSTs.

3. Some of the largest streamflow anomalies on interannual timescales do not follow the ideal

conditions of a warm tropical Pacific and cold north Atlantic, such as 1942, 1984 and 1985.
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Analysis of atmospheric moisture transport for these years indicates that anomalous conver-

gence located in the URG is driven by a variety of atmospheric circulation patterns. The

lack of a consistent pattern in atmospheric anomalies contributing to these high flow events,

suggests that many of them are forced by transient systems rather than persistent circulation

anomalies driven by SST.

4. Decadal high flow periods from 1900 - 1920, 1979 - 1995, and low flow periods from 1945

- 1975 and 1996 - 2014, are found to be influenced by the phases of the PDO and AMO.

The SST composite for dry decades (1945 - 1975) shows SST patterns characteristic of the

cool PDO and warm AMO phases. The drop in URG streamflow in the most recent decades

(1996- 2014) is associated with a turn to a cool PDO and warm AMO. The increase in

multiple warm Pacific SST years during positive PDO events was also found to produce

above normal streamflow in studies of other basins (Kiem and Franks 2004). We conclude

that on decadal timescales, sustained periods of both high and low flow can be explained in

terms of oceanic decadal variability.

The ocean-atmosphere configurations described explain streamflow variability in the URG on

timescales of months to decades. However, much of the streamflow variability on interannual

timescales is still unexplained by the Pacific and Atlantic SST teleconnections. Several of the

highest flow years do not follow a warm Pacific/cold Atlantic configuration. Further, atmospheric

anomalies demonstrate a wide range of conditions which can produce localized URG wetting. This

suggests there will be limited predictability of URG flow on interannual timescales. The aggregate

effect of multiple warm Pacific SST years, as occurs during positive PDO phases, contributes

decadal periods of high flows and vice versa for negative PDO phases. In particular the declining
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flow over recent decades can be explained in terms of decadal changes in Pacific and Atlantic

SSTs toward a state (cold tropical Pacific - warm tropical North Atlantic) that is ideal for inducing

dry conditions over the URG headwaters. As Rio Grande flow will be impacted by human driven

climate change this information on natural variation of flow is essential for its management, lying

as it does in a region where climate models project an increasingly arid climate (Seager et al. 2007;

Vano et al. 2014; Ault et al. 2014).

63



3 Dynamics and variability of the spring dry season in the United

States Southwest as observed in AmeriFlux and NLDAS-2

data

3.1 Introduction

There is a region of the interior Southwest United States (SWUS) which has two seasons of

precipitation: one from the winter storm track and one from the North American summer mon-

soon (NAM). This region undergoes two periods of vegetation green-up (Adams and Comrie 1997;

Guirguis and Avissar 2008), with a dry season occurring throughout the intervening spring months

when ecosystem productivity declines. The bimodality of vegetation green-up, and the character-

istics of spring drying, clearly are a result of interactions of precipitation, snowmelt, soil moisture

and evapotranspiration (ET) but these mechanisms are not fully understood (Notaro et al. 2010;

Vivoni et al. 2008).

The NAM is the dominant source of moisture in the region, delivering a large amount of pre-

cipitation as rain during the summer months (Adams and Comrie 1997). A smaller peak in precip-

itation also occurs during the winter in the form of both rain and snow, and is largely influenced

by the Pacific storm track. Ecosystems are highly sensitive to moisture inputs in this arid region of

the SWUS, and soil moisture provides a critical connection between precipitation and vegetation

growth. Prior studies using both observations and land surface modeling for the SWUS, have iden-

tified the storage of water in soils from winter to spring as being critical to the bimodal seasonal

cycle of vegetation green-up (Notaro et al. 2010; Muldavin et al. 2008).

The essential climate and ecological processes in the region are as follows. Winter precipitation

64



and snowmelt add water to the soils, which is then gradually drawn down by vegetation growth

and rising spring temperatures, leading to enhanced ET (Kurc and Small 2007; Vivoni et al. 2008).

Vegetation greening reaches its spring peak, and then declines with soil moisture during the spring

dry season, until the arrival of the NAM, which creates a new pulse in soil moisture and vegetation

growth. Climate controls on spring drying can therefore influence the timing and intensity of spring

and summer greenings.

The severity of spring drying and the availability of water for ecosystems, is in part controlled

by the initial input of moisture from winter precipitation. In addition to internal atmosphere vari-

ability, year-to-year variations in winter precipitation are modulated by tropical Pacific sea surface

temperatures (SSTs). These teleconnections are well documented, with the El Niño Southern Os-

cillation (ENSO) being the dominant driver interannually (Ropelewski and Halpert 1986, 1989),

and the Pacific Decadal Oscillation (PDO) operating on interdecadal timescales (McCabe et al.

2004). The tropical North Atlantic ocean also plays a likely role, with cold years favoring above

normal precipitation in the SWUS (Enfield et al. 2001). The end of the spring dry period is marked

by the arrival of the NAM, which also varies interannually, and has been weakly influenced by

phases of ENSO (Higgins et al. 1999; Castro et al. 2001), the Madden-Julian-Oscillation (MJO)

(Higgins and Shi 2001), and soil moisture (Small 2001).

Twentieth-century observations have indicated an earlier onset of spring in the SWUS, as de-

fined by the timing of blooming and snowmelt, which is primarily attributed to increased spring

temperatures (Cayan et al. 2001; Ault 2015). The magnitude, timing and melt of the snowpack

following winter precipitation influences the storage of water in soils, and observational studies of

Snow Telemetry (SNOTEL) sites have indicated a trend towards reduced snowpack in the western

United States and earlier melt (Mote et al. 2005; Fritze et al. 2011; Mote et al. 2018). Impacts on
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the SWUS include an earlier dry season, an earlier spring vegetation green-up as well as earlier

spring streamflow (Fritze et al. 2011; Hand et al. 2016). An earlier spring dry season also leads

to a longer wildfire season (Westerling et al. 2006; Williams et al. 2014) and can enhance dust

emissions (Hand et al. 2016).

Modeling studies have also projected increased drying in the SWUS due to future reductions

in precipitation and increases in potential ET (PET) (Seager et al. 2007; Cook et al. 2015; Seager

et al. 2012), and this drying is particularly robust during the spring (Gao et al. 2014). Analysis

of the Coupled Model Intercomparison Project Phase 5 (CMIP5) ensemble attributed projected

spring drying in the SWUS to decreased mean moisture convergence associated with enhanced

dry zonal advection (Ting et al. 2018). Other modeling studies have indicated a delayed onset of

the NAM, and declines in early season NAM precipitation (Cook and Seager 2013), or overall

weakening of the NAM under enhanced greenhouse gas forcing (Pascale et al. 2017). It follows

that implications for the dry season would include a longer and more intense spring drying, with

resulting ramifications on ecosystems in this sensitive SWUS region.

Given the complex interaction between multiple variables (precipitation, snowmelt, ET, runoff,

soil moisture and vegetation), different moisture inputs (winter storms and NAM), modes of cli-

mate variability (ENSO, PDO), and anthropogenic change, a comprehensive understanding of the

climate dynamics required to understand past and projected future change in this unique region is

needed. In this study we will address the following:

1. What mechanisms produce the observed seasonal cycle of i) bimodal vegetation activity and

ii) the intervening spring dry season?

2. How has the hydroclimate of the spring dry season changed on decadal timescales and how
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has this influenced the magnitude, timing and duration of the spring dry season?

3. How are these decadal changes expressed in terms of the interaction of precipitation, snowmelt,

ET, runoff, soil moisture and vegetation? Is there an influence of warming temperatures?

4. What are the implications of climate change and continued anthropogenic warming for the

spring dry season and ecosystems?

This study will seek to answer these questions using in situ, remotely sensed observations and

land surface models (LSMs). Results from this study will identify the key climate mechanisms

which influence the climatology, decadal variability and trends in spring drying in this region, and

provide a background for what to expect under future climate change.

3.2 Data and Methods

To examine the characteristics at the site level we use in situ observations from the Ameriflux

network. For a broader study of the dual season region over a longer time period we examine data

from LSMs forced by gridded meteorological data.

The in situ observations of precipitation, net ecosystem productivity (NEP), latent heat flux

and soil water content are obtained from the Ameriflux network for different sites in the SWUS

(available online at: http://ameriflux.lbl.gov), and their location, climate and temporal availability

are listed in Table 3. The Ameriflux network uses eddy covariance methods to make half-hourly

temporal resolution estimates of the fluxes of ecosystem CO2, water and energy in North America

(Baldocchi et al. 2001).
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Table 4: Summary of other data sets

Dataset Temporal Availability Resolution Variable

NLDAS-2 1979 - 2018 1/8tho, hourly Precipitation, soil moisture, snow melt
Noah, Mosaic, VIC evapotranspiration, total runoff

SM-MCDI 1895 - 2018 1/8tho, monthly Soil moisture 0-200 cm
CLIMGRID 1895 - 2018 1/24tho, monthly Precipitation, temperature

GIMMS 1981 - 2015 1/12tho, half-monthly NDVI
NOAA NCEP-NCAR 1948- 2018 2.5o, monthly SST, 200mb geopotential height

Reanalysis

Given the limited temporal and spatial coverage of the Ameriflux sites, we also use output from

the second phase of the National Land Data Assimilation system (NLDAS-2) LSMs Noah, Mosaic

and VIC for soil moisture, ET, snowmelt, snowfall, and total runoff (surface plus subsurface) at

1/8th-degree resolution (Xia et al. 2012), available online at: https://ldas.gsfc.nasa.gov/nldas/). The

LSMs do not have dynamic vegetation and annual cycle of the leaf area index (LAI) is prescribed.

The LSM data are available from 1979 to present at hourly temporal resolution. Each of the

three LSMs are forced with Climate Prediction Center unified gauge-based precipitation data with

Parameter-elevation Regressions on Independent Slopes Model (PRISM) precipitation adjustments

((Daly et al. 2008b) see: http://prism.oregonstate.edu) and the other meteorological forcing data

come from the North American Regional Reanalysis (Mesinger et al. 2006).

Half-hourly and hourly resolution data are averaged into five day means. Where data are avail-

able to present, we analyze through 2017 because 2018 is not yet complete. We validate the

NLDAS-2 LSMs used in this study by comparing their data for the grid points and time period

that correspond to the in situ Ameriflux sites within the dual season region (where both winter and

summer precipitation peaks are observed in the mean annual cycle). In general, sufficient agree-

ment exists between the in situ observations and the LSM simulations to justify use of the latter
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for larger scale and longer time period analyses.

For a longer-term perspective, we use monthly estimates of 0-200 cm soil moisture based on

a Model Calibrated Drought Index (MCDI) developed by Williams et al. [2017]. These esti-

mates cover 1895-2018 and are based on a bucket-type moisture-balance model that was tuned by

Williams et al. [2017] to have the temporal persistence properties of 0-200 cm monthly soil mois-

ture simulated by the the Noah LSM. The MCDI calculations are forced by monthly precipitation

and PET. Monthly precipitation and temperature are from the National Oceanic and Atmospheric

Administration Climgrid data set (Vose et al. 2014) (available online at https://www.ngdc.noaa.gov/).

The PET calculation also uses vapor pressure from PRISM gridded monthly mean dew-point data

(Daly et al. 2008b), and wind and solar radiation data from NLDAS-2 and the version 2 Princeton

Global Forcing Dataset (Sheffield et al. 2006) (http://hydrology.princeton.edu/data/pgf/v2/0.5deg/).

The soil moisture estimates based on the MCDI (hereafter SM-MCDI) agree very well with the

NLDAS-2 soil moisture in the SWUS and permit us to examine historical soil moisture extend-

ing prior to the 1979 start date of NLDAS-2. Also the MCDI is forced by observational climate

datasets that are more accurate than reanalysis data used to force the NLDAS-2 LSMs.

To measure vegetation green-up, we use the Global Inventory Modeling and Mapping (GIMMS)

satellite Normalized Difference Vegetation Index (NDVI) which is available twice monthly from

1981 to 2015 at 1/12th-degree resolution (Tucker et al. 2004). We also use SST and 200mb geopo-

tential height from NOAA NCEP-NCAR Reanalysis at monthly time resolution and 2.5-degree

spatial resolution (available online at https://www.esrl.noaa.gov/) (Kalnay et al. 1996).
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3.3 Results

3.3.1 Characterization of precipitation regime in the SWUS

First, we identify the region of the SWUS where the average seasonal cycle of PRISM pre-

cipitation had one or more peaks during 1979 to 2017 (Figure 21). To identify the region with

two peaks, we divide the seasonal cycle into three seasons: fall-winter (October to March), spring

(April to June), summer (July to August). Since we are primarily interested in the region with

a winter and summer peak, a grid point is said to have two peaks if the mean fall-winter precip-

itation is greater than the spring precipitation, and the summer precipitation is also greater than

the spring precipitation. We also check this against maps of precipitation seasonality for North

America (online at http://www.cpc.ncep.noaa.gov/).

This two peak region covers most of Arizona, western New Mexico, and extends south into

Mexico. Next, a box spanning the northern portion of this bimodal region (red outline shown on

Figure 21), that encompasses the available Ameriflux monitoring stations is chosen to represent

this region later in the study. The bimodal regions identified in this map are checked against

existing observations for seasonality of precipitation in North America (Adams and Comrie 1997).

3.3.2 Observations: seasonal cycles of precipitation, ET, soil moisture, and vegetation

We analyze in situ observations from the Ameriflux network for 15 different monitoring sites

from the SWUS that are located in or near the bimodal region identified in Figure 21 (descrip-

tions in Table 3, location shown in Figure 21). The seasonal cycles of precipitation for each of

the 15 sites are shown in Figure 22 (top panels) and compared with the NLDAS-2 precipitation

forcing for the same location and temporal availability (we save a quantitative evaluation between
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Figure 21: Map of study area. Shading indicates season of maximum precipitation (ONDJFM, AMJ, JAS

or bimodal). Red box indicates region used in the study as the bimodal precipitation region. We indicate

location of the Ameriflux sites (Fwf, Fuf, Fmf, Vcp, Vcm, Seg, Ses, Mpj, Wjs).
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the Ameriflux and NLDAS-2 simulations for section 3c below). Each of the 15 sites receive pre-

cipitation in the winter months, but the seasonal cycle is dominated by the NAM with maximum

precipitation occurring during the summer. Each site also has a dry season occurring during the

late spring-summer. The seasonal cycle of Ameriflux ET (Figure 22, bottom panels) also shows

bimodality: a smaller peak in ET during the early spring (March-April), declines to May-June,

then increases to a second and greater peak during the summer.

Inter-site differences exist in the precipitation and ET among the various Ameriflux stations.

The southern sites (SRC, SRG, SRM, Whs, Wkg, Aud) show a more dominant ET peak during

the summer compared to the more northern sites. The highest precipitation during the main NAM

season occurs at the Flagstaff, Arizona, sites (Fmf, Fwf, Fuf), presumably because of their higher

elevation (2160m to 2270m). The next greatest NAM precipitation peak occurs at the southern

sites (Whs, Wkg, Aud) near Tucson, Arizona, closer to the core of the monsoon.

We also examine the seasonal cycle of soil water content (which measures soil water from the

top ∼ 10cm) from the available Ameriflux sites (Figure 23, bottom panels). Observations of soil

water content indicate two peaks in soil moisture: for the northern sites (Fmf, Fwf/Fuf), the largest

peak occurs during the late winter-spring (February-March), after which soil moisture declines

to a minimum in April-May-June, before increasing to a second and smaller peak in the summer

monsoon season (July-August).

Next we examine the seasonal cycle of vegetation in the bimodal region using observations

of net ecosystem productivity (NEP) from the Ameriflux network (Figure 24, bottom panels) and

GIMMS NDVI (Figure 24, middle panels). NEP is defined as the difference between gross primary

production and total ecosystem respiration. When the NEP is positive, this indicates vegetation

green-up, when negative it indicates vegetation senescence.
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Figure 22: Comparison of NLDAS-2 and AmeriFlux sites in the bimodal precipitation region for precip-

itation (top panels - each LSM uses the same precipitation forcing) and evapotranspiration (ET) (bottom

panels). Output from the NLDAS-2 models (Noah, Mosaic, VIC) corresponds to the grid point location

of each of the AmeriFlux sites for the corresponding time period available (Vcp/Vcm sites 2007 - 2014,

Fmf/Fwf/Fuf sites 2005 - 2010, Seg/Ses/Wjs/Mpj sites 2007 - 2014, SRC/SRG/SRM sites 2008 - 2014 and

Whs/Wkg/Aud sites 2007 - 2014). Both NLDAS-2 and AmeriFlux data are plotted at a temporal resolution

of 5 day means.
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Figure 23: Seasonal cycle of NLDAS-2 (Noah, Mosaic) 0-10 cm soil moisture (top) compared with Amer-

iFlux soil water content in percent (derived from upper 10 cm of soil moisture) (bottom). This level is the

only one available from the AmeriFlux network which is why we use it to compare with NLDAS-2. The

NLDAS-2 soil moisture corresponds to the grid point location and available time period of the AmeriFlux

site used.(Fmf/Fwf/Fuf, SRC/SRG/SRM sites, and Whs/Wkg/Aud sites). Both NLDAS-2 and AmeriFlux

data are plotted at a temporal resolution of 5 day means.
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NEP peaks twice annually for the different Ameriflux sites: once in the early spring (March-

April), and again in the summer (JAS). The dry season (indicated by vegetation senescence) lies

between approximately May-June for the different sites. Inter-site differences exist between the

Ameriflux stations due to differences in vegetation type, elevation, and location (details in Table

3). For example, of the Flagstaff sites, the managed and unmanaged evergreen needleleaf forests

(Fmf and Fuf respectively), have larger values of NEP than the other nearby grassland wildfire site

(Fwf), as has been noted in previous studies (Dore et al. 2010; Sullivan et al. 2011). The NEP is

higher for the Flagstaff and Valles Caldera sites than for the Sevilleta grass and shrubland sites,

which is expected given the vegetation type (evergreen forest versus open shrublands). The more

southern sites (SRC, SRG, SRM, Whs, Wkg, Aud) also have a much larger summer vegetation

peak than spring peak consistent with the dominance of summer precipitation (Figure 22).

The observational GIMMS NDVI also is consistent with the Ameriflux pattern of bimodal veg-

etation greening at each of the sites, however the amplitude of vegetation growth and senescence

is less pronounced than that in NEP.

3.3.3 Evaluation of NLDAS-2 LSMs with Ameriflux and GIMMS NDVI

Given the localized nature and short time period of the Ameriflux site data, we need to use the

NLDAS-2 LSM simulations to obtain a spatially broader and longer term assessment of the spring

dry season in the bimodal region.

In Figures 2 and 5 the seasonal cycles of precipitation, ET, soil moisture, and LAI of the Amer-

iflux sites in the bimodal region of the SWUS are compared with NLDAS-2 LSM simulations,

and, in general, there is good agreement. The largest differences in precipitation for the two data

sets occur at the central-eastern and southern Arizona sites where monsoon precipitation is too
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Figure 24: Seasonal cycle of NLDAS-2 Noah, Mosaic, and VIC leaf area index (LAI) (0-9) (top panels),

GIMMS NDVI (middle panels), and the negative of AmeriFlux net ecosystem exchange (bottom panels).

Net ecosystem exchange is defined as the total respiration (autotrophic plus heterotrophic) minus net primary

production (NPP) and reflects ecosystem exchange of carbon with the atmosphere. During the growing

season when productivity exceeds respiration, NEE is negative. Here we plot the negative of NEE (Net

Ecosystem Productivity (NEP)) in order to better visualize plant growth. The NLDAS-2 leaf area index and

GIMMS NDVI corresponds to the grid point location and available time period of the AmeriFlux site used.
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high in NLDAS-2. Using Pearson’s correlation we find the r-values between the seasonal cycle of

precipitation from NLDAS-2 forcing and Ameriflux sites varies between a low value of r = 0.37 of

the northern Valles Caldera site (Vcm), to r=0.93 at the Tucson site (Wkg).

NLDAS-2 LSMs and Ameriflux measurements are also in general agreement (r > 0.5) on the

mean annual cycle of ET (Table 5). The largest difference between Ameriflux and NLDAS-2 ET

occurs at the Valles Caldera northeastern site where NLDAS-2 ET is half that in Ameriflux. For the

other 13 sites the magnitude and seasonal cycle of ET agree reasonably well between Ameriflux

and NLDAS-2. The r-values for ET from the Ameriflux sites are greater with NLDAS-2 Noah than

with either Mosaic or VIC.

78



Ta
bl

e
5:

C
or

re
la

tio
n

of
N

L
D

A
S-

2
L

SM
ou

tp
ut

w
ith

A
m

er
ifl

ux
(r

-v
al

ue
s

si
gn

ifi
ca

nt
at

α
=0

.0
5

un
le

ss
su

rr
ou

nd
ed

by
pa

re
nt

he
se

s
()

)

V
cp

V
cm

Fm
f

Fw
f

Fu
f

Se
g

Se
s

W
js

M
pj

SR
C

SR
G

SR
M

W
hs

W
kg

A
ud

Pr
ec

ip
0.

48
0.

37
0.

57
0.

58
0.

61
0.

68
0.

65
0.

62
0.

57
0.

76
0.

85
0.

86
0.

92
0.

93
0.

82
E

T
(N

oa
h)

0.
96

0.
91

0.
92

0.
93

0.
85

0.
92

0.
94

0.
97

0.
93

0.
92

0.
97

0.
98

0.
95

0.
97

0.
96

E
T

(M
os

ai
c)

0.
71

(0
.2

1)
0.

73
0.

78
0.

66
0.

79
0.

79
0.

58
0.

65
0.

57
0.

54
0.

56
0.

81
0.

75
0.

76
E

T
(V

IC
)

0.
83

0.
28

0.
89

0.
86

0.
88

0.
77

0.
76

0.
48

0.
64

0.
72

0.
75

0.
72

0.
79

0.
78

0.
80

0-
10

cm
SM

(N
oa

h)
-

-
(-

0.
05

)
0.

36
(0

.1
3

)
-

-
-

-
0.

88
0.

74
0.

90
0.

87
0.

95
0.

46
0-

10
cm

SM
(M

os
ai

c)
-

-
(0

.1
1)

0.
51

(0
.2

3)
-

-
-

-
0.

89
0.

69
0.

89
0.

86
0.

94
0.

48

79



Turning to soil moisture (0 - 10 cm), NLDAS-2 Noah and Mosaic (0 - 10 cm is not reported

by VIC) are characterized by a bimodal seasonal cycle for the Flagstaff sites, but the winter peak

is earlier in the year (January-February) compared to the Ameriflux observations (March). Away

from the Flagstaff sites, LSM soil moisture broadly agrees with the observed soil water content.

The other more southern Ameriflux sites have earlier winter soil water content peaks (January-

February) and these compare well in timing with the NLDAS-2 soil moisture which also peaks at

this time. The summer maximum occurs in June-July-August-September, and also agrees with the

simulated NLDAS-2 soil moisture. The timing of the spring dry season is comparable across the

region, and occurs in April-May-June. The timing of the soil moisture increase that ends the spring

dry season also agrees between the Ameriflux sites and NLDAS-2, except for the Flagstaff sites

where NLDAS-2 is one month too early. We speculate that the earlier soil moisture peak could be

due to snowmelt in this region occurring too early in the NLDAS-2 models.

We compare observations of NEP and NDVI with NLDAS-2 prescribed LAI (Figure 24). Noah

specified LAI best captures the bimodality of the two-peak greening and also most closely resem-

bles GIMMS NDVI for the different sites (Figure 24). Mosaic captures some of the bimodality in

the Flagstaff sites, however it is less pronounced than that from Noah. VIC also has a bimodal cy-

cle at the Valles Caldera and Flagstaff sites, but it only has a single vegetation peak for the southern

sites. Based on these results, we find that the Noah model best represents the observations, and we

therefore use it in subsequent analyses.

3.3.4 Relationship of vegetation green-up with soil moisture

The relationship between vegetation green-up and soil moisture is explored in Figure 25. We

create composites across sites and years of NEP from the 15 Ameriflux sites over the period of
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Figure 25: Composite of Net Ecosystem Productivity (NEP) for AmeriFlux sites (red line) and standardized

Noah 0-10 cm soil moisture corresponding to sites (blue line). Data are in five-day means for 2007 to 2010.

Top panel are for northern sites (Fmf, Fwf, Fuf, Vcp, Vcm, Seg, Ses, Srm, Mpj) and bottom panel is for

southern sites (SRC, SRG, SRM,Whs,Wkg,Aud).
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overlap (2007-2010) in five day means for the more northern sites (Figure 25, top panel) and

southern sites (Figure 25, bottom panel). This is compared with a composite of Noah soil moisture

(0 to 10 cm) at the grid point locations of the Ameriflux sites. We choose to use the model soil

moisture since it provides a more continuous record of soil moisture than from the Ameriflux data

(which has missing data in the timeseries). As a caveat we note that NLDAS-2 Noah vegetation

is prescribed and has the same seasonal cycle each year, which will in turn influence soil moisture

draw down. Therefore we expect soil moisture to not completely track the observations of NEP

from Ameriflux.

The peak in winter soil moisture occurs during the low vegetation productivity winter months.

NEP then increases during spring and draws down the soil moisture. This is more prominent

among the northern sites (top panel). The NEP then declines when soil moisture has been drawn

down to low values prior to the summer monsoon. The second maximum of NEP then follows

after the monsoon driven summer maximum in soil moisture. An exception occurs in 2009 in

which NAM rainfall was significantly below average (verified in records of PRISM precipitation

for the summer of 2009). The green-up of vegetation with the NAM is particularly striking for

the southern sites, which have greater vegetation productivity during summer and only a muted

spring green-up despite a clear spring soil moisture maximum. This is consistent with the southern

sites being dominated by C4 grasses which are more sensitive to summer conditions (Notaro et al.

2010).

The observations presented in this figure indicate the strong coupled relation between NEP

and soil moisture (consistent with previous studies (Notaro et al. 2010; Muldavin et al. 2008)).

Following this, we use soil moisture as an indicator of the dry season due to its strong association

with ecosystem productivity.
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3.3.5 Larger SWUS bimodal region: seasonal cycle of precipitation, ET and soil in NLDAS-

2 Noah

Next, we turn our analysis to the broader SWUS bimodal area identified in Figure 21. We

use spatially averaged precipitation, ET, and soil moisture (0 to 200 cm) to create seasonal cycles

in five day means from 1979 to 2017 from the Noah output (Figure 26). First, we correlate the

seasonal cycle of 5-day mean precipitation and ET from the average of the 15 Ameriflux sites and

the corresponding NLDAS-2 grid points, and find that over the greater region, precipitation agrees

at r = 0.79, and ET at r = 0.91. These high correlation values for the broader area give us confidence

in using the spatially averaged Noah simulations for the rest of the analysis.

The 0 to 200 cm soil moisture shows a maximum in winter followed by a drying in the spring,

which is restored to a smaller secondary peak in the summer. The 0 - 200 cm soil moisture has the

same bimodal pattern as the 0 - 10 cm values. However, the winter and summer peaks occur later

in the year and are more muted. The larger winter peak arises due to both the steady nature of pre-

cipitation in the winter months, allowing water to readily infiltrate the soil, and cooler temperatures

and low evaporative demand (Loik et al. 2004). In the summer, monsoon precipitation is overall

greater in magnitude and more intense, but also is short lived occurring in convective storms, and

much of this water is lost to surface runoff. This is an increasingly important mechanism further

south in the study region where monsoon precipitation dominates and the surface runoff to precip-

itation ratio is large (not shown). In addition, evaporative demand is also much greater during the

summer, leading to soil moisture drawdown.
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Figure 26: Seasonal cycle of the bimodal region for precipitation and evapotranspiration (ET) (top panels)

and soil moisture (0-200 cm) (bottom panels) for NLDAS-2 Noah time averaged from 1979 to 2017. Shading

on soil moisture indicates the variability over the years averaged.
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3.3.6 Decadal shifts

We examine two periods over the last three decades: 1979 to 1997, and 1999 to 2017. These

periods are selected based on the climate shifts observed over the tropical Pacific which are known

to have implications for the SWUS (Zhang et al. 1997; Mantua et al. 1997). We also ensure both

periods are of equal length (19 years), and select 1979 to 1997 to capture the particularly wet year

1979. The recent dry period is chosen to start in 1999 as this excludes the wet year 1998 (resulting

from the 1997/98 El Niño), and captures the more severe dry years of the recent period. We end

the period in 2017 to ensure complete years of data, but note that this drought is ongoing in 2018.

However, since GIMMS NDVI begins in 1981, it is averaged over the bimodal region for 1981

to 1997, and 1999 to 2015 (Figure 27). NDVI is significantly lower during March to July in

the later decades: using a Student’s t-test significant at α = 0.05, we compared the distribution of

NDVI values in each period and found the distributions to have different means for all months from

March to July. There is no significant decline in the later summer months in NDVI. A slight shift to

later start in green-up is also observed in later decades for the mean seasonal cycle, with green-up

starting in mid-February for 1999-2015 compared to early February (1981 - 1997) (Figure 27).

However, this delayed green-up start is found not to be significant when we test the distribution of

green-up start times in either period (using a Student’s t-test we find t = 1.06, p = 0.29).

Seasonal cycles of rain, snow fall, total runoff, snow melt, soil moisture (0 to 200 cm), ET, the

ratio of snow to total precipitation and SWE from NLDAS-2 Noah are shown in Figure 28. The

seasonal cycles are averaged over the same two time periods: 1979 to 1997, and 1999 to 2017. A

drying is observed in each of these quantities for the later decades. Rain is reduced in the winter-

spring, but no significant change occurs during the summer monsoon season. SWE and snow melt
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are also reduced in the later decades. Soil moisture also declines and shifts to an earlier spring

minimum in the later decades. The mean minimum occurs on average one week earlier in the later

decades, but this earlier timing is not significant when testing the timing for the distribution of

years from either period (using a Student’s t-test we find t = 0.29, p = 0.78).

To place these changes in the SWUS region in the context of planetary scale Pacific decadal

variability, the continent-wide spatial patterns of our two periods of interest are shown in Figure

29 for annual average precipitation, ET, total runoff, snow melt, soil moisture (0 to 200 cm), air

temperature, along with Pacific-North America patterns of detrended SST and 200mb geopotential

height. Drying in the later decades is apparent across the SWUS for each of these variables,

as well as a widespread increase in temperature across much of the continental United States.

This pattern of drying during the later decades is consistent with the tropical Pacific influence on

winter precipitation in the SWUS (Delworth et al. 2015; Seager and Vecchi 2010b; Mantua et al.

1997; Huang et al. 2005). After the 1997/1998 El Niño, there was a shift to cooler SST and low

geopotential heights over the tropical Pacific and positive 200mb geopotential height anomalies

over the west which cause the drying (Delworth et al. 2015; Seager and Vecchi 2010b; Flavio et al.

2018). The same patterns associated with the Pacific are apparent for the mid-century drought (see

Appendix Figure A1 below).

We create a metric of spring drying based on soil moisture from Noah and SM-MCDI (Figure

30, top panel). We define the length of the dry season as the period of drying between the winter

maximum in soil moisture and the spring minimum, before recovery with summer precipitation.

We use the deeper depth (0 - 200cm) soil moisture for Noah to be consistent with the SM-MCDI.

No significant trend in the duration of the dry season is detected during 1979 to 2017 (based on

results of a Mann Kendall significance test we find τ = 8.22, p = 0.30 and τ = -75.79, p = 0.83 for
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Figure 28: NLDAS-2 Noah seasonal cycle of the bimodal region showing decadal shift of hydrological

variables for wet decades (1979-1997) and dry decades (1999-2017) for a) rain, b) snow fall, c) total runoff,

d) snowmelt, e) soil moisture (0 - 200cm), f) ET, g) the ratio of snow to total precipitation, and h) SWE.
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Figure 29: Maps showing difference in annual average for hydrological variables between dry decades

(1999-2017) minus wet decades (1979-1997) for a) NLDAS-2 precipitation forcing, b) Noah ET, c) Noah

total runoff, d) Noah snowmelt, e) Noah 0-200 cm soil moisture, f) NLDAS-2 temperature forcing (2 m

level). For large-scale dynamical context g) shows NOAA NCEP-NCAR Reanalysis detrended SST, and

h) NOAA NCEP-NCAR Reanalysis detrended 200mb geopotential height. Contours are plotted at 0.25C

intervals for SST, and at 20m intervals for geopotential height.

89



Noah and SM-MCDI respectively).

For the soil moisture minimum, for 1979 to 1997 the average minimum occurs during the sec-

ond week of July, and for 1999 to 2017 the minimum occurs in the first week of July (Figure 30b).

This shift toward earlier spring is found to be significant for the average of Noah and SM-MCDI

(based on results of a Mann Kendall significance test with τ = -3.50, p = 0.01). However, individ-

ually, only SM-MCDI has a significant trend toward an earlier spring soil moisture minimum.

Examining the average trend for the winter soil moisture peak in Noah and SM-MCDI, we find

that from 1979 to 1997, the average peak is the third week of February, and for 1999 to 2017, the

first week of February (Figure 30c). However this trend towards an earlier peak is not significant

(based on results of a Mann Kendall significance test with τ = -6.53, p = 0.19).

The earlier spring minimum is consistent with less total moisture being delivered to soils in the

winter and spring, and hence a faster drying out of the reduced available moisture. The lack of

trend in the duration of the dry season is consistent with both the winter peak and spring minimum

shifting to earlier in the year.

3.3.7 Simple soil moisture balance model

To better understand the processes responsible for the decadal differences in soil moisture we

relate the change in soil moisture (dSm
dT ) to rain (Prain), snow melt (Sn), ET (ET ) and runoff (Ro)

using the following:

dSm
dt = Smt+1−Smt−1

∆t = Prain + Sn - ET - Ro (1)

We use the seasonal cycles of Prain, Sn, ET and Ro in the bimodal SWUS region from NLDAS-
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Figure 30: Top: Timeseries of the duration in the spring drying period for NLDAS-2 Noah (0 - 200cm)

and SM-MCDI (0 - 200cm). The spring dry season duration is defined as the time between soil moisture

winter peak to spring-summer minimum and is plotted in 5 day means (pentads). Bottom: the timing of the

summer soil moisture peak (a), spring-summer minimum (b) and winter peak (c) (left column), with linear

trend (right column). We use the deeper available soil moisture levels from the models as these exhibit less

year-to-year variability and provide more consistent results in timing across models. Solid (dashed) lines

indicate that trends are significant (insignificant) (using a Mann Kendall significance test at α = 0.05).
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Figure 31: Top: Simple model for soil moisture (0 - 200cm) in the bimodal region run for the wet decades

(1979-1997) (blue line) and dry decades (1999-2017) (red line). The simple model calculates soil moisture

from the balance of rain, snow melt, ET and runoff. The simple model is compared with NLDAS-2 Noah

soil moisture for either period. Bottom panel: contribution of each variable from the simple model to the

observed drying from earlier to later decades. The model is run using the dry decades (1999-2017) value

of one variable at a time (for each of rain, snow melt, ET, runoff) and wet decades (1979-1997) values for

other variables. This is compared with the modeled wet decades soil moisture.
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2 Noah output to calculate dSm
dT at each 5-day time step using values from the wet decades (1979 to

1997) and the dry decades (1999 to 2017) (Figure 31, top panel). The results of the soil moisture

balance model are compared with Noah 0 - 200 cm soil moisture for each of these two decades.

We use this deeper depth as it produces the best agreement with the output from our simple model,

and is also consistent with the depth of the SM-MCDI soil moisture that we analyze. Like the 0

- 100 cm soil moisture layer, the 0 - 200 cm has more muted and later winter and summer peaks

than the 0 - 10 cm, but still has a clear connection with vegetation green-up and decay in the spring

and summer. The calculated soil moisture from the simple model generally agrees with the output

from NLDAS-2 Noah in either decadal period.

We then decompose the change in soil moisture balance into contributions from Prain, Sn, ET

and Ro (Figure 31, bottom panels). Rain and snowmelt from the later decades drive the observed

soil moisture decline, with rain producing the greatest change. This is consistent with the fact that

much of the study region is mostly dominated by rain, and just a subset of the northern sites have

snow cover during the winter. Rain also produces the observed shift to an earlier spring dry period.

From the point of view of soil moisture, reductions in runoff and ET are then offsetting responses

arising from the reduced soil moisture availability.

3.3.8 Contrasting the 1948-1966 and 1999-2017 droughts

The decadal shift to drier conditions in recent decades need not be due to long term climate

change. Decadal variability is strong in this region of the SWUS, as evidenced in the SM-MCDI

soil moisture extending back to 1948 (Figure 32). We focus on 1948 to present due to the greater

accuracy of climate data and availability of comprehensive atmospheric Reanalysis in the second

half of the 20th century. For the mid-century drought, we select the years 1948 to 1966 so that we
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Figure 32: Timeseries of 0 - 200 cm soil moisture for NLDAS-2 Noah (monthly) and SM-MCDI soil

moisture (monthly) (Williams et al. 2017).

are capturing the driest years during the mid-century period, and also so that we are contrasting

two time periods of equal length (19 years).

The drought of the 1940s and 1950s is prominent in the historical timeseries, with soil moisture

values falling almost as low as the current period of drying (1999-2017). This drought in the

SWUS is well documented, and is associated with tropical Pacific SST anomalies and a ridge over

the SWUS (also see Appendix Figure A1) (Seager et al. 2005b; Cook et al. 2011a). It appears amid

an extended mid-century dry period that continues until the late 1970s and is also related to cool

tropical Pacific SSTs (Huang et al. 2005).

Based on the SM-MCDI soil moisture, we find that soil moisture was lower in the more re-

cent drought throughout the year compared to the 1940s/50s drought (Figure 33). This is hard

94



J F M A M J J A S O N D

[m
m

]

0

20

40

60

80
PRCP

J F M A M J J A S O N D

[m
m

]

360

380

400

420

440
0-200 CM SOILMOISTURE

J F M A M J J A S O N D

[C
]

-2

-1

0

1

2
TEMP

48-66 79-97 99-17

Figure 33: Seasonal cycle of the bimodal region showing decadal shift of hydrological variables: a)

CLIMGRID precipitation (top panel), b) soil moisture (SM-MCDI) (middle panel), and c) CLIMGRID

temperature seasonal cycle anomaly (anomaly based on 1948 - 2017 period) (bottom panel). For each of the

variables we plot the average seasonal cycle from wet decades (1979-1997) and dry decades (the earlier dry

period in 1948-1966 and the later period in 1999-2017).
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Figure 34: Decomposition of spring (AMJ) soil moisture to show the contribution of potential evapotranspi-

ration (PET) (red line) and precipitation (SM-P) (blue line) to soil moisture anomalies (SM) (bars) for the

SWUS bimodal region. Anomalies are calculated based relative to the 1921-2000 mean.

to explain in terms of a precipitation decrease given the small difference between precipitation in

the mid-century and recent drought (Figure 33, top panel). The lack of explanatory power from

precipitation change has also been noted in a study contrasting droughts in the Upper Colorado

River Basin during the 20th century (Woodhouse et al. 2016). The temperature anomalies show

more striking decadal changes, with the most recent drought having greater temperatures in each

month of the year, compared to both the previous drought and the 1979-1997 wet period (Figure

33, bottom panel).

In light of warming temperatures in the region, we use the SM-MCDI soil moisture to inves-

tigate specifically the role of evaporative demand in each drought. In Figure 34 the spring (AMJ)

SM-MCDI soil moisture is plotted as an anomaly relative to the 1921-2000 mean (bars) and is then

decomposed to show the contribution of precipitation (SM-P, blue line) and PET (SM-PET, red
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line). SM-P is forced by precipitation only, holding PET at its mean annual cycle for 1921- 2000.

The difference between SM-MCDI and SM-P (SM-MCDI minus SM-P) is the effect of PET on

soil moisture (SM-PET) (Williams et al. 2017). For the mid-century drought (1948 - 1966) PET

contributed to 6% of the negative soil moisture anomaly, and for the recent drought (1999 - 2017),

PET contributed to 39% of the soil moisture anomaly.

This analysis indicates the heightened role of temperature in exacerbating drying during the

more recent drought despite similar precipitation amounts. This finding is consistent with the shift

to warmer temperatures in the region throughout the year (Figure 33). As such, warming and

higher evaporative demand lead to lower soil moisture in the most recent drought than in the prior

drought, despite similar reductions in precipitation.

3.4 Discussion and Conclusions

3.4.1 What mechanisms produce the observed seasonal cycle of i) bimodal vegetation, ii)

the intervening spring dry season?

A bimodal annual cycle of regional vegetation greenness in the SWUS arises from a combina-

tion of i) winter precipitation, which adds moisture to the soils, and which is subsequently drawn

down in spring by enhanced ET due to transpiration and bare-soil evaporation, and ii) NAM rainfall

during the summer. The existence of vegetation bimodality here, therefore, is because the region

lies both sufficiently far north to be affected by the winter storm track and sufficiently far south to

be affected by the summer monsoon. Although annual precipitation totals are dominated by the

NAM, soil moisture storage during the summer months is smaller. This is due to both high levels

of non-infiltrating runoff during the summer, as well as high rates of ET. The dry season, which lies

97



in between winter precipitation and the NAM, is characterized by a drying of soils and a decline

in vegetation growth. Consistent with previous studies, we also find a clear negative connection

between spring soil moisture and vegetation green-up (Notaro et al. 2010; Muldavin et al. 2008)

3.4.2 How has the hydroclimate of the spring dry season changed on decadal timescales and

how has this influenced the magnitude, timing and duration of the spring dry season?

From 1999 to 2017, the spring dry season has become significantly drier and has shifted to

earlier in the year compared to an earlier wet period (1979-1997), as represented in the NLDAS-2

Noah model and SM-MCDI soil moisture. This climatic shift in the SWUS is associated with the

change from warmer to cooler SSTs in the tropical Pacific (McCabe et al. 2004; Mantua et al. 1997;

Huang et al. 2005). Observed impacts include earlier timing of the soil moisture spring minimum,

which we find is significant across the average of Noah and SM-MCDI. There is also a tendency

towards earlier winter soil moisture maximum (however this is found to not be significant) with

the result of shifting the dry season to earlier in the year. The earlier spring minimum is associated

with a more rapid drying and resultant quicker achievement of very low soil moisture levels.

Another impact of this climatic shift is the observed significant shift to lower vegetation pro-

ductivity in this region since 1999, according to GIMMS NDVI data, and consistent with previous

studies (Notaro et al. 2010; Muldavin et al. 2008; Williams et al. 2012). This is associated with

the reduction in winter-spring precipitation, which is critical for adding moisture to soils, and pro-

viding water for spring vegetation green-up. The smaller change in summer precipitation in the

region has also meant that summer vegetation green-up has been relatively unchanged in 1999 -

2015 compared to 1981-1997.

Analysis of twentieth-century soil moisture (SM-MCDI), in conjunction with known periods of
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drought and pluvials in the mid twentieth-century (Seager et al. 2005b; Cook et al. 2011a), indicate

that this decadal variability in spring drying has been prevalent throughout the past century in the

SWUS. During the mid-century drought the driest years in the 1950s were almost as severe as the

recent drought, and both are largely attributed to cool tropical Pacific SSTs (Seager et al. 2005b;

Seager and Vecchi 2010b; Delworth et al. 2015), while the wetter period from 1979 to 1997 is

associated with warm SSTs (McCabe et al. 2004; Mantua et al. 1997; Huang et al. 2005; Pascolini-

Campbell et al. 2017, 2015). Natural decadal variability in the region is therefore dominated by

Pacific SST conditions (Flavio et al. 2018).

3.4.3 How are these decadal changes expressed in terms of the interaction of precipitation,

snowmelt, ET, runoff, soil moisture and vegetation? Is there an influence of warming

temperatures?

The lower magnitude and earlier average spring soil moisture minimum, are attributed to re-

duced winter precipitation, more precipitation falling as rain rather than snow during the winter,

and earlier snowmelt. Earlier snowmelt in the west has also been well established in the literature

(Barnett et al. 2008; Mote et al. 2018). The impact of earlier melt is more important in the northern

portion of the study region which receives greater amounts of snow cover at elevation during the

winter months. The dominant mechanism arises from the overall decrease in winter precipitation,

which contributes to drying out of the soil moisture column earlier in the year as less moisture is

initially available. Implications of this also include a reduction in runoff and ET, and a shift to

lower spring vegetation productivity, which respond to the magnitude of moisture in the system.

Temperature increases and greater PET during the more recent period were found to enhance

drying and soil moisture decline compared to the mid-century drought. The role of PET in soil

99



moisture drying increased from 6% for 1948-1966 to 39% in 1999-2017. This finding suggests

that continued rising temperatures will exacerbate soil moisture drying in this region.

Nonetheless, precipitation plays the dominant role in spring drying for both the mid-century

and recent drought. During the earlier period (1979 to 1997), 25% of precipitation fell as snow

during January-February, compared to 15% during 1999 to 2017 consistent with warming. Winter

rainfall reduction is also responsible for shifting the spring soil moisture minimum to earlier in the

year due to an earlier drying out of stored water content. Changes in winter precipitation in the

decades we analyze are consistent with climate shifts in tropical Pacific SSTs.

3.4.4 Ecological Implications

Our study indicates that to date precipitation in the winter-spring has been the dominant mech-

anism impacting drying. Precipitation in turn is strongly associated with tropical Pacific SST, and

future decadal variability of the Pacific will be critical for controlling the dynamics of the spring

dry season in the future. Given the relationship between winter precipitation, soil moisture and

spring vegetation (Notaro et al. 2010; Vivoni et al. 2008; Robinson et al. 2013), future changes in

winter precipitation due to the combined effects of natural decadal variability and emerging forced

spring drying, could have negative consequences on ecosystem productivity.

Despite the dominant role of precipitation, we also detected a heightened role of temperature

in the recent post 1999 drought compared to the mid-century drought. This has important impli-

cations in light of projected temperature increases. Anthropogenic climate change in the SWUS is

projected to intensify aridification (Seager et al. 2007), particularly during the spring (Gao et al.

2014; Ting et al. 2018). The influence of natural changes in precipitation will occur against a back-

ground of enhanced PET due to higher temperatures in the future. However, if the tropical Pacific
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returns to warm or neutral conditions (e.g. Ramesh et al. (2017)) then this would introduce a

tendency to a wetter winter and a later onset and wetter spring dry season that would work against

the human driven trend towards drying.

Other impacts include the response of vegetation to CO2 fertilization, in which increased

amounts of atmospheric CO2 enhance vegetation growth (Milly and Dunne 2016). Analyzing

projections of the 21st century with an Earth System Model, the SWUS was found to become

both greener and drier (Mankin et al. 2017). Future research questions could focus on whether the

model-projected enhanced spring drying will be offset by physiological effects of CO2 on ecosys-

tems in this region. Greater vegetation cover could also have the effect of enhancing water losses

through ET in the spring and early summer, reducing soil moisture and runoff (Mankin et al. 2017,

2018a).

A changing climate may also impact ecosystems in other indirect ways. Warming has con-

tributed to greater outbreaks of bark-beetles and wildfires in the western United States (Abatzoglou

and Williams 2016; Westerling et al. 2006; Penelope et al. 2008; Raffa et al. 2008), both of which

enhance tree mortality (Williams et al. 2012). Our study has found a reduction in moisture during

the spring, in addition to warmer summer temperatures. Warming and reduced soil moisture in-

crease the vapor pressure deficit (VPD), the difference between the water vapor content of the air

and the saturation value, a quantity observed to correlate strongly to annual forest fire area in the

western United States (Seager et al. 2015; Williams et al. 2015b). Changes in moisture, tempera-

ture and VPD could all increase susceptibility of trees to bark-beetle infestation and wildfire in the

future.

Finally, a reduction and advance in the timing of peak runoff in the spring due to earlier

snowmelt has been identified for western rivers (Stewart et al. 2005; Regonda et al. 2005). En-
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hanced winter and spring drying in the future could also contribute to reduced and earlier stream-

flow peaks for this region, as suggested by observational studies on the increasing role of tem-

prature (Woodhouse et al. 2016; Barnett et al. 2008), and hydroclimate projections (Seager et al.

2013; Barnett et al. 2008; Mankin et al. 2017; Ting et al. 2018). Reduced streamflow would be

harmful to riparian ecosystems (Jaeger et al. 2014; Perkin and Gido 2011). River fragmentation

is particularly deleterious to fish breeding which rely on flowing waters as part of their spawning

process, and due to the impacts of fish being trapped in anoxic and stagnant river segments (Perkin

and Gido 2011; Dudley and Platania 2007). Summer temperatures could potentially also lead to

greater ET, reducing the summer streamflow peak in the future.

Given the sensitivity of this SWUS region to climate change, and the implications on ecosys-

tems, wildfire, and streamflow, improved understanding of the mechanisms tying together the cli-

mate, hydrological and ecological systems is important for explaining past and future environmen-

tal variability and change.
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4 Dynamics and variability of the spring dry season in the United

States Southwest II: CMIP5 projections

4.1 Introduction

A previous study has shown that spring drying in the Southwest United States (SWUS) is

primarily controlled by the magnitude of winter-spring precipitation, which is influenced by natural

climate variability (Pascolini-Campbell et al. submitted). The severity of this drying has become

more severe in the most recent drought (1999 to present), and has been exacerbated by increasing

temperature in the region since the 1950s (Pascolini-Campbell et al. submitted). Implications

of this drying include less available moisture for spring vegetation green-up, enhanced wildfire

activity and dust emissions. Building on our understanding of how climate dynamics influence

hydroclimate and ecosystems in this area, we explore 21st century climate projections using output

from the Coupled Model Intercomparison Project Phase 5 (CMIP5) (Taylor et al. 2011) to assess

future changes to the region.

We focus on a region of the Southwest United States (SWUS) which has two main seasons of

precipitation and vegetation green-up: one from the winter storm track, and one from the North

American summer monsoon (NAM). This bimodal region also has an intervening dry period of

vegetation senescence during the spring. The SWUS is projected to become warmer and more arid

in upcoming decades (Seager et al. 2007), as well as greener due to the effects of CO2 fertilization

(Mankin et al. 2017). The impact of higher temperatures and enhanced vegetation growth will

affect both the hydroclimate and ecosystems in this moisture-sensitive region. In light of projected

temperature and aridity increases, it is critical to examine how these changes will be reflected in
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hydroclimate, ecosystem vitality, runoff and spring drying.

The dynamics of this region in the observational record have been explored in a previous study

(Pascolini-Campbell et al. submitted). The timing and magnitude of the spring drying which occurs

between the winter and summer wet periods are primarily controlled by winter-spring precipitation,

which adds water to the soils providing moisture for the vegetation green-up (Pascolini-Campbell

et al. submitted; Notaro et al. 2010; Muldavin et al. 2008). The amount of water added during the

winter-spring in the form of rain or snowmelt also controls the timing of the spring minimum: a

reduction in the initial water stored in soils and leads to more rapid soil drying due to plant growth

and evapotranspiration (ET) losses.

The region is also characterized by natural decadal variability associated with sea surface tem-

peratures (SSTs) in the Pacific: phases of cool (warm) SST produce drying (wetting) in the SWUS

(McCabe et al. 2004). However, the most recent drought in the observational record cannot be

explained by precipitation anomalies associated with Pacific variability alone. Warming tem-

peratures in the region since 1948 have enhanced drying out of soil moisture during the spring

(Pascolini-Campbell et al. submitted). The heightened role of temperature has also been detected

in a study contrasting twentieth-century droughts for the upper Colorado River basin (Woodhouse

et al. 2016). It follows that warming in the future has serious implications on the timing and

magnitude of the dry season (Pascolini-Campbell et al. submitted), vitality of ecosystems, and for

streamflow (Stewart et al. 2005; Regonda et al. 2005).

Modeling studies have noted a shift toward more arid conditions in the southwest in the 21st

century (Seager et al. 2007), particularly during the spring (Gao et al. 2014; Ting et al. 2018).

In addition to concerns over changing hydroclimate, increased atmospheric CO2 in the coming

century has been projected to enhance greening in the southwest (and elsewhere) via fertilization
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(Mankin et al. 2017, 2018a), which may offset declines in vegetation from moisture limitations.

Greater vegetation cover could also have the effect of enhancing water losses through ET in the

spring and early summer, reducing soil moisture and runoff (Mankin et al. 2017, 2018a).

This study aims to investigate projections for this region by first i) identifying members of the

CMIP5 ensemble which most accurately capture the climate of the bimodal region, and ii) investi-

gate projections for the 21st century in this model subset. This study will help provide insights on

how aridity and vegetation changes will impact the region given anthropogenic warming.

4.2 Data and Methods

We analyze monthly output from 18 CMIP5 models (the subset is based on availability of

monthly precipitation, net primary production (NPP) and soil moisture, which we use in our eval-

uation) (Table 6). We use the historical runs (available from 1861 to 2005) and the Representative

Concentration Pathway 8.5 (RCP8.5) emissions scenario for future projections (2006 to 2099). For

validation, we focus on the period 1979 - 2015 (by combining the historical and RCP8.5 runs). We

then analyze projections for 2021 to 2099.

The CMIP5 models are validated against observations and land surface model output (listed in

Table 7). We use Parameter-elevation Regressions on Independent Slopes Model (PRISM) precipi-

tation for the period 1979 to 2015 ((Daly et al. 2008b) available online at: http://prism.oregonstate.edu).

The second phase of the National Land Data Assimilation system (NLDAS-2) land surface models

(LSMs) Noah, Mosaic and VIC (Xia et al. 2015) are also used for validation. From the LSMs

we use Noah leaf area index (LAI), and soil moisture 0 - 100 cm for Noah, Mosaic and VIC. We

use LAI from only the Noah model given its superior performance in simulating the bimodal re-
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Table 6: Summary of CMIP5 models used

Model Resolution

BCC CSM1.1 T42, L26
BCC CSM1.1(m) T106, L26

BNU-ESM T42, L26
CanESM2 T63 (1.875o x 1.875o), L35

CESM1-BGC 0.9o x 1.25o, L53
CESM1-CAM5 0.9o x 1.25o, L53
GFDL-ESM2G 144 x 90 (2.5o x 2.0o), L24
GFDL-ESM2M 144 x 90 (2.5o x 2.0o), L24

GISS-E2-H 2.5o x 2.0 o, L40
GISS-E2-R 2.5o x 2.0 o, L40

HadGEM2-CC 1.25o x 1.875o, L38
HADGEM2-ES 1.25o x 1.875o, L38
IPSL-CM5A-LR (96 x 96) 3.75o x 1.875o, L39
IPSL-CM5A-MR (144 x 144) 2.5o x 1.25o, L39

MIROC-ESM T42, L80
MIROC-ESM-CHEM T42, L80

NorESM1-M 144 x 96 (2.5o x 1.875o), L26
NorESM1-ME 144 x 96 (2.5o x 1.875o), L26

Table 7: Summary of other data sets

Dataset Temporal Availability Resolution Variable

NLDAS-2 1979 - 2018 1/8tho, hourly Soil moisture
Noah, Mosaic, VIC 0 - 10cm

PRISM 1895 - 2018 1/24tho, monthly Precipitation
Ameriflux 2006 - 2014 site, half-hourly NEE
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gion when compared with satellite and flux site observations (Pascolini-Campbell et al. submitted).

This output is available in daily resolution, at 1/8th-degree spatial resolution, however we create

monthly averages for comparison with the CMIP5 output.

We use net ecosystem exchange (NEE) from stations in the Ameriflux observing network that

lie within the SWUS study region (available online at: http://ameriflux.lbl.gov) (Figure 35). NEE

is the total respiration (autotrophic plus heterotrophic) minus net primary production (NPP) and

reflects ecosystem exchange of carbon with the atmosphere. We use NEE to evaluate the seasonal

cycle of NPP in CMIP5 models, and although it is not the same quantity, we are primarily interested

in the seasonality, and these in general agree between the two measurements. The Ameriflux

network uses eddy covariance methods to make half-hourly temporal resolution estimates of the

fluxes of ecosystem CO2, water and energy in North America (Baldocchi et al. 2001).

4.2.1 Metrics used for model selection

We use two metrics: one that assesses the spatial representation of the simulation of the bimodal

region, and one that evaluates the average seasonal cycle area-averaged over the bimodal region

(which is previously identified in Pascolini et al. [submitted]).

First, we create maps from observations and NLDAS-2 output which identify where the sea-

sonal cycle averaged between 1979 to 2015 has both a winter and summer peak (hereafter referred

to as ‘reference maps’). These maps are created for i) PRISM precipitation, ii) NLDAS-2 Noah

LAI, and ii) NLDAS-2 (Noah, Mosaic, VIC) 0-100 cm soil moisture. The method of identify-

ing the two peak region is discussed in Pascolini et al. [submitted]. There, using NLDAS-2 and

Ameriflux data, bimodality is found in precipitation, soil moisture and NPP. The bimodal region

for precipitation is shown in Figure 35, and the box shown indicates where we area-average to find
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the average seasonal cycle (31oN to 37oN, -111oW to -106oW) .

We also create maps for each of the 18 CMIP5 models which identify where the average sea-

sonal cycle from 1979 to 2015 (by combining historical runs and RCP8.5) has a bimodal winter

and summer peak in precipitation, NPP and upper column soil moisture. In each case, the CMIP5

model is regridded to the same resolution as the maps from the observations and NLDAS-2 output.

For the bimodal region within the boxed area (Figure 35), from the observed map of two peaks,

we identify the number of grid points within this box that the CMIP5 also correctly classifies as

having two peaks. This number is then divided by the total number of two peak grid points from

the reference maps. This gives a possible score of 0 (no grid points correctly identified) to 1 (all

grid points with two peaks correctly identified).

Next, we area-average the region of the SWUS within the box shown in Figure 35 for the

CMIP5 models from 1979 to 2015. The seasonal cycle is standardized, and we calculate the root

mean square error (RMSE) against the standardized seasonal cycle for PRISM precipitation, and

Noah, Mosaic and VIC soil moisture. For our evaluation of CMIP5 NPP, we calculate the RMSE

against the average seasonal cycle composited between the 15 Ameriflux monitoring sites in the

bimodal region of the SWUS. The Ameriflux data are averaged to monthly resolution for a better

comparison with CMIP5.

Each of the 18 models is then assigned a rank based on the percentage of the two peak region

which is accurately simulated, and the RMSE, for each of the metrics (precipitation, NPP and

Noah, Mosaic and VIC soil moisture) providing quantitative metrics that measure the skill of the

models in representing the spatial character and seasonal cycle of the ecohydrology of the two peak

region. Results are discussed in Section 3 below.
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4.3 Results

4.3.1 CMIP5 model selection

4.3.1.1 Precipitation The results of the model selection process are shown in Figures 36 and

37. The majority of models capture at least 50% of the dual peak region in precipitation (Figure 36,

top panel). The models which perform the worst are the GISS models (GISS-E2-H, GISS-E2-R),

and those which best simulate the spatial extent of the two peak region (>%80) are BCCCSM1-1,

CANESM2, GFDL-ESM2G, CESM2-BGC, IPSL-CM5A-MR,IPSL-CM5A-LR and NorESM1-

ME. In terms of RMSE, the GISS models again have the largest standardized RMSE, while GFDL-

ESM2G, CanESM2 AND IPSL-CM5A-MR have the least.

4.3.1.2 NPP The results using NPP against NLDAS-2 Noah LAI are more variable (Figure 36,

bottom panel); only half of the 18 CMIP5 models analyzed capture more than 50% of the two peak

area spatially. Of these models, the ones which best capture two-peak greening are NorESM1-M

and NorESM1-ME (capturing 90% of the area). The worst performers are MIROC-ESM-CHEM

and the GISS models, which is consistent with their poor simulation of the area of two-peak pre-

cipitation. CanESM2, GFDL-ESM2M and GFDL-ESM2G have the lowest standardized RMSE,

and also do well in their simulation of the two peak vegetation greening spatially (greater than 70%

of the area).

4.3.1.3 Soil moisture Upper column soil moisture also has variable performance in the CMIP5

models when evaluated against 0 - 100 cm soil moisture from NLDAS-2 Noah, Mosaic and VIC

(Figure 37). For each of the NLDAS-2 comparisons, the same 6 CMIP5 models simulate at least

50% of the two peak region: the IPSL models (IPSL-CM5A-LR, IPSL-CM5A-MR), the GFDL
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models (GFDL-ESM2G, GFDL-ESMS2M), CanESM2 and BCCCSM1-1. These same models

also performed well in their simulation of dual season precipitation (Figure 36, top panel), and

NPP (Figure 36, bottom panel). Of these, the CanESM2 model has the lowest standardized RMSE.
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Figure 35: Map of study area. Shading indicates season of maximum precipitation (ONDJFM, AMJ, JAS

or bimodal). Red box indicates region used in the study as the bimodal precipitation region. We indicate

location of the Ameriflux sites (Fwf, Fuf, Fmf, Vcp, Vcm, Seg, Ses, Mpj, Wjs).(source: (Pascolini-Campbell

et al. submitted))
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Figure 36: Scatterplot showing the results of model evaluation against PRISM precipitation (top panel) and

NLDAS-2 Noah LAI and Ameriflux NEP (bottom panel). Y-axis: RMSE between CMIP5 and observations

for the standardized average seasonal cycle (1979 - 2015) within the bimodal region (location indicated by

box in Figure 35). X-axis: Where CMIP5 identifies a grid point as having two-peaks, we calculate whether

it is correct compared to the two-peak map generated by observations, and divide by the total number of

two-peak grid points from observations (values range from 0 - 1). The best models (low RMSE, high area

of two-peak region correctly identified) are located on the bottom right of the scatterplots.
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Figure 37: Same as Figure 36 for 0-100 cm soil moisture from Noah (top panel), Mosaic (middle panel) and

Level 1 soil moisture from VIC (bottom panel).
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4.3.1.4 Overall ranking Next, for each of the metrics used (precipitation, NPP and the three

soil moisture comparisons), we rank the models from 1 (best) to 18 (worst) for their performance in

how well they simulate the dual area spatially, and their RMSE (Table 8). We sum the performance

of the 18 models in each of these 10 rankings. The top three models (lowest score) are CanESM2,

GFDL-ESM2M and GFDL-ESM2G. Following this evaluation, we focus the rest of the analysis

for 21st century projections on CanESM2, GFDL-ESM2M and GFDL-ESM2G. Why the other

models do not properly simulate the dual peak region is discussed in section 3.3.

4.3.2 Comparison of CanESM2, GFDL-ESM2M and GFDL-ESM2G with observations and

LSMs

The average seasonal cycle for the period 1979 to 2015 for the three selected CMIP5 models

and the observations used for evaluation are shown in Figure 38. For each quantity, the CMIP5

models simulate bimodality in at least precipitation and NEE.

The timing of precipitation seasonality in CanESM2 agrees well with observed values, however

the summer peak in NAM is not sufficiently large (20 mm/month compared with 60 mm/month

from PRISM) (Figure 38, top panel, left column). The GFDL models both simulate the precipi-

tation bimodality, however the magnitude is too great for GFDL-ESM2G NAM precipitation, and

too great in GFDL-ESM2M for winter precipitation (Figure 38, top panel, right columns). The

NAM onset and peak is also later in the GFDL models compared with observed precipitation.

We compare standardized CMIP5 NPP and standardized composited NEE across the 15 Amer-

iflux monitoring sites, and find that there is in general good agreement between CMIP5 output and

observations in the timing and magnitude of vegetation green-up (Figure 38, middle panels). The

first peak for each of the three models occurs in April-May, declining during May-June in a period
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NEP / NPP

PRECIPITATION

SOIL MOISTURE

Figure 38: Seasonal cycle 1979 - 2005 (historical CMIP5) for best models CanESM2 (left column), GFDL-

ESM2G (middle column), GFDL-ESM2M (right column). Compared with PRISM precipitation, NEE from

Ameriflux, and 0-10cm soil moisture from NDLAS-2 Noah, Mosaic, VIC.
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of vegetation senescence before recovering to a secondary summer peak in September-October.

The timing of the summer peak is one month late in CanESM2 and GFDL-ESM2M. The period of

spring drying and vegetation senescence is however well simulated by all three models.

While the three models correctly have greater upper column soil moisture in winter than sum-

mer, they fail to simulate the smaller summer monsoon related peak (Figure 38, bottom panels).

In nature, the smaller summer peak of soil moisture, and greater winter peak of precipitation are

consistent with higher ET during the summer months and greater rates of infiltration during the

winter associated with snowmelt (Loik et al. 2004), as well as enhanced drying from a reduction

in precipitation minus ET (P - ET) Ting et al. (2018). The models generally simulate the timing of

the winter peak. Reasons for model failure in summer are discussed below in Section 3.3.2. We

note that even these three “successful” models have individual biases that mean their realism in

terms of projection must be assessed with skepticism.

4.3.3 Future projections in CanESM2, GFDL-ESM2G, GFDL-ESM2M

We analyze future climate projections area averaged over the bimodal region of the SWUS for

the following four periods: 2021 to 2040, 2041 to 2060, 2061 to 2080 and 2081 to 2099.

4.3.3.1 Temperature Temperature increases for every month of the year in each of the three

different CMIP5 models (Figure 39, top panels). Averaged annually, the temperature increase for

2081 to 2099 is 6.1oC, 4.7oC and 4.2oC above the 1980 to 2000 average for CanESM2, GFDL-

ESM2M and GFDL-ESM2G respectively. Using a Student’s t-test to test the distribution of months

in either of these periods (1980 - 2000 and 2050 to 2099) we find that the temperature increase

is significant for each of the three models at each month during the year (at α = 0.05). This
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PRECIPITATION

ET

TEMPERATURE

Figure 39: Seasonal cycle area-averaged in the bimodal region of decadal averages for 1979 - 2005 (histor-

ical runs), 2021 - 2040, 2041 - 2060, 2061 - 2080 and 2081 - 2099 (RCP8.5) for temperature (top panels),

precipitation (middle panels) and ET (bottom panels).
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substantial increase in temperatures in all months for the SWUS region is consistent across all 18

CMIP5 models (appendix A2).

4.3.3.2 Precipitation Next we analyze projected changes to precipitation in these four future

periods and find the results are more variable across the three chosen models (Figure 39, middle

panels). CanESM2 projects large increases in both summer precipitation in 2061 to 2099 and in

winter precipitation in 2081 to 2099 (Figure 39, middle panels, left column).

The GFDL models do not show this large increase in NAM precipitation, nor a consistent

change in winter precipitation (Figure 39, middle panels, right columns). In terms of seasonality,

the only change that is consistent is an earlier monsoon onset in GFDL-ESM2G.

In all three CMIP5 models, spring precipitation in the second half of the current century de-

clines between April to June. However, more generally there is considerable lack of consistency in

changes during winter and summer indicating that projections for precipitation are highly variable

in this region. Using the ensemble of all 18 CMIP5 models, we find that overall, annual average

precipitation is projected to decrease in the region by end of the century driven primarily by de-

clines in March-April-May precipitation (Appendix A3). This drying is also observed across the

multi-model ensemble for P - E (not shown), and this agrees with other studies (Gao et al. 2014;

Ting et al. 2018).

The spring drying, including in P - E, is apparently robust across the 18 models and will tend to

reduce soil moisture and streamflow. However, previous analysis indicates that it is declines in the

winter which most influence spring soil moisture drying in this region (Pascolini-Campbell et al.

submitted), and therefore declines in the winter precipitation are of particular significance.

To assess whether the precipitation projections discussed above fall outside natural climate
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Figure 40: Difference between future (2081-2099) minus historical (1979-2005) precipitation for CanESM2

(Can), GFDL-ESM2G (G2G) and GFDL-ESM2M (G2M) (blue bars) for average annual (top panel), JFM

(middle row, left), AMJ (middle row, right), JAS (bottom row, left) and OND (bottom row, right). Averages

are computed over the bimodal region. The range of variability is computed by bootstrap methods using the

pre-industrial control runs and plotted as error bars. The difference in future minus historical precipitation

change is thought to exceed natural variability if the value (blue bars) exceeds natural climate variability

(error bars).
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variability, we use a bootstrapping method to sample variability in the pre-industrial control runs

for each of the three models (Figure 40). We first calculate the mean difference in precipitation for

a future period (2081-2099) and the historical period (1979-2005) for annual, January-February-

March (JFM), April-May-June (AMJ), July-August-September (JAS) and October-November-December

(OND) seasons (plotted as blue bars on Figure 40).

To sample variability, we randomly select 19-year periods and 26-year periods (non-overlapping)

from the pre-industrial control runs to correspond to the length of the future (2081-2099) and his-

torical (1979-2005) periods. For the CanESM2 model we sample 5 random periods, and for the

GFDL 1 to correspond to their number of model runs. From these we compute the average of

these periods, and find the difference (future minus historical). This is then performed 5000 times,

and from the 5000 differences calculated we find the upper 97.5th percentile and lower 2.5th per-

centile to create the bounds of natural climate variability (plotted as error bars on Figure 40). If the

anomaly calculated from the future minus historical period exceeds the error bars, this indicates

that the anomaly is significant and there is less than a 2.5% chance of an anomaly occurring as

small (or large) in the sample of the pre-industrial control runs.

The results indicate that overall, CanESM2 has annual average precipitation increase in the

future which exceeds natural variability, while the GFDL models project annual average declines

that fall within the range of natural climate variability. The projected increase in annual precipita-

tion for CanESM2 is driven by increased JFM and JAS precipitation; both of which are projected

to exceed natural model variability. Declines in spring precipitation in the CanESM2 and GFDL

models do not exceed model natural variability. The decline in winter precipitation is the GFDL

model (GFDL-ESM2M) slightly exceeds model natural variability.

It is of interest that spring precipitation declines are found to not to exceed model natural
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variability, despite the overall decline projected in the multi-model mean of the 18 CMIP5 models.

Gao et al. (2014) found that spring drying was robust in the SWUS, and particularly in the southern

portion of our study region, with the upper portions of New Mexico and Arizona nevertheless

indicating spring drying (but not at a significant level). To assess this, we analyze a more southern

portion of the SWUS for the 18 models from 25oN to 30oN, we find that spring drying trend

is indeed more pronounced, in agreement with other studies (Gao et al. 2014; Ting et al. 2018).

Therefore, it is possible that the modest spring decline in Figure 40 results from including areas

further to the north in our bimodal region.

4.3.3.3 ET, runoff, soil moisture and snowmelt For CanESM2 ET changes track the projected

precipitation changes (Figure 39, bottom panels),increasing by the end of the 21st century, partic-

ularly the increase during the summer accompanying the projected increases in NAM precipitation

for 2061 to 2099. There are no consistent changes over time, or between the GFDL models.

Projections of runoff are more consistent across the three models, and are found to decrease

in the four future periods (Figure 41, top panels). The GFDL models, which best capture the

bimodal runoff, indicate declines in the magnitude of both the winter and summer runoff pulses.

The winter/spring peak and spring minimum flows also move to earlier in the year in the later time

periods. The GFDL models do not indicate major changes in the timing of the summer runoff peak

but do show that it also declines in magnitude. The CanESM2 model does not capture the summer

runoff peak. This could be due ET during summer being sufficiently high in this model leading

to account for all the NAM precipitation leaving none for runoff (Figure 39, bottom panels, left

column). When we examine P - ET (not shown), we note there are negative values during the

summer months.
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RUNOFF

SOIL MOISTURE

SNOW FALL

Figure 41: Seasonal cycle area-averaged in the bimodal region of decadal averages for 1979 - 2005 (histor-

ical runs), 2021 - 2040, 2041 - 2060, 2061 - 2080 and 2081 - 2099 (RCP8.5) for total runoff (top panels),

upper column soil moisture (middle panels) and snow fall (bottom panels).
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Figure 42: Seasonal cycle area-averaged in the bimodal region of decadal averages for 1979 - 2005 (histori-

cal runs), 2021 - 2040, 2041 - 2060, 2061 - 2080 and 2081 - 2099 (RCP8.5) for NPP.

Upper column soil moisture also declines in the coming decades for the GFDL models, for most

months of the year (Figure 41, middle panels). The CanESM2 model does not indicate consistent

changes overtime in winter soil moisture but projects increased summer soil moisture. This is in

keeping with the CanESM2 models projections for enhanced NAM precipitation in future. All

three models do however indicate reductions in spring soil moisture, consistent with the spring

precipitation decline.

Consistent with the warming temperatures, snowfall decreases in the models in the SWUS in

upcoming decades (Figure 41, bottom panels). The declines in snowmelt also will enhance drying

of soil moisture in the spring, as soil moisture replenishment by spring snowmelt and gradual water

infiltration to soils is diminished (Loik et al. 2004).

4.3.3.4 Vegetation NPP is projected to increase in both growing seasons for each of the three

selected models (Figure 42). NPP increases are greater during the winter-spring growing season in

the CanESM2. The projected annual NPP increase in 2081 to 2099 is significant above historical

NPP (1980-2000) for each of the two GFDL models (using a Student’s t-test for the distribution of

months in each of the decadal periods we obtain t = 2.25, p = 0.07 for GFDL-ESM2G and α = 0.05
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and t = 3.2, p = 0.008, α =0.05 for GFDL-ESM2M). The increase is not found to be significant for

CanESM2 (t = 1.45, p = 0.32, α = 0.05).

4.3.4 Representation of bimodal region in CMIP5: simulation of the NAM

Many of the models do not adequately capture the summer NAM peak, and hence fail to sim-

ulate accurate precipitation, vegetation and soil moisture bimodality in this region. One possible

reason is the models do not extend the NAM far enough north. To investigate this, we create sea-

sonal cycles of precipitation averaged from 1979 to 2015 from the CMIP5 models for two regions

in the SWUS: a northern monsoon region, and a southern monsoon region (box outline of regions

used shown in Figure 43, top panel). We compare the CMIP5 seasonal cycles using precipitation

observations from PRISM for the same time period, and correlate the seasonal cycle with that from

the CMIP5 models for both regions (Figure 43, bottom panel).

Results indicate that a number of the CMIP5 models have high r-values for their simulation

of the monsoon in both northern and southern regions (r > 0.5), indicating that the simulated

monsoon extends sufficiently north. These high performing models include our three selected

models (CanESM2, GFDL-ESM2M and GFDL-ESM2G). In general, models that do well in the

northern region also do well in the south.

Models with a low r-value for the northern region include the GISS models (r < -0.5) and

the BCC CSM1.1(m) model (r < 0). These models also performed poorly in the southern region

where their seasonal cycle of precipitation is negatively correlated with observations. Hence they

simulate the NAM poorly across its domain, not just in the north. These models also ranked overall

poorly in our evaluation using precipitation, NPP and soil moisture (ranking 18th, 17th and 14th

for GISS-E2-H, GISS-E2-R and BCC CSM1.1(m) respectively).

125



N REGION

-0.5 0 0.5 1

S
 R

E
G

IO
N

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1
bcc-csm1-1

bcc-csm1-1-m

BNU-ESM

CanESM2

CESM1-BGC

CESM1-CAM5

GFDL-ESM2G

GFDL-ESM2M

GISS-E2-H

GISS-E2-R

HadGEM2-CC

HADGEM2-ES

IPSL-CM5A-LR

IPSL-CM5A-MR

MIROC-ESM

MIROC-ESM-CHEM

NorESM1-M

NorESM1-ME

SEASONAL CYCLE CMIP5 VS OBS [R-VALUE]

Figure 43: Top: Regions used to average i) northern monsoon, ii) southern monsoon, and average JAS

precipitation (PRISM 1979 - 2005). Bottom: Correlation of seasonal cycle of CMIP5 historical runs (1979-

205) with PRISM precipitation for the southern NAM region (y-axis) and northern region (x-axis).
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We further explore this by creating a scatter plot of the magnitude of JAS precipitation in the

northern and southern regions for each of the models (Appendix A4), and find similar results:

models with large northern monsoon values also have large magnitude southern monsoon values.

This suggests that the models which fail to simulate the monsoon in the north (for example the

GISS models), generally fail in both regions.

4.4 Discussion & Conclusions

The three models we select that best represent this bimodal region of the SWUS (CanESM2,

GFDL-ESM2M, GFDL-ESM2G) all predict significant temperature increases in the 21st century.

Temperatures are projected to increase throughout the year, with annual average increases between

4.2oC to 6.1oC for the three models. This temperature increase is also consistent in the multi model

mean for all 18 CMIP5 models.

Precipitation changes are more variable: the CanESM2 model projects larger magnitude and

earlier summer NAM onset by 2081 to 2099, and these changes exceed natural climate variability.

The GFDL models do not show increases in the magnitude of NAM. Changes in winter precipita-

tion in the CanESM2 and GFDL models are also small. However, all three models do indicate a

decline in spring precipitation by the end of the 21st century, however these declines only exceed

natural variability for the CanESM2 model. Examining the multi model mean across the 18 CMIP5

models, we find an overall decline in annual average precipitation, largely driven by declines in

spring (March-April-May).

We find that among the 18 CMIP5 models analyzed, those which perform the worst in our eval-

uation of the bimodal region (including the GISS models, BCC CSM1.1(m), BNU-ESM, MIROC-
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ESM, MIROC-ESM-CHEM), also tend to not adequately simulate the summer NAM in the north-

ern portion of the study area. Furthermore, these models do not adequately simulate the summer

NAM in the southern region either, indicating an overall poor representation of the monsoon. The

poor simulation of NAM among these models is consistent with other work evaluating NAM sim-

ulation in CMIP5 (Geil et al. 2013).

Our results indicate that despite the varied projections of precipitation, the bimodal region of

the SWUS is projected to become drier during the spring by the end of the 21st century. The

declines in spring soil moisture are likely due to reduced winter snowfall and hence less infiltration

of snowmelt into the soils, which is critical for building spring moisture supply (Loik et al. 2004).

Runoff also is reduced in magnitude and subsides earlier in the year, reducing spring moisture

availability.

Despite drying during the winter and spring, the models unanimously project NPP to increase

in future decades due to CO2 fertilization. This is consistent with other model based studies which

have found that the western United States will become, paradoxically, both drier and greener

(Mankin et al. 2017). The increased greening is particularly prominent during the first spring

peak, although the three models also project increases during the summer peak. The greening of

the SWUS will increase water drawdown and evaporative losses, further exacerbating drying dur-

ing the spring and summer. The water losses from enhanced plant growth will also lead to reduced

surface runoff, which could reduce the spring streamflow pulse, and have ramifications on water

management in the west in the 21st century.

The role of CO2 enhanced greening leading to drying has been detected in observations from

the satellite period (Ukkola et al. 2015). However, other studies comparing observations with

models have found that models overpredict vegetation growth due to CO2 fertilization (Smith
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et al. 2015), and therefore model projections of greening -but-drying must be treated with extra

skepticism. Further studies comparing the impacts of observed CO2 fertilization with fertilization

simulated by models are needed to constrain projections of future vegetation change in this region.

The impacts on summer hydroclimate is more variable, with the GFDL models indicating dry-

ing out of the secondary peak in soil moisture in later decades and the CanESM2 model instead

projecting wetting. Resolving these disagreements will rely on improving projections of precipita-

tion in the SWUS, and future analysis of CMIP6 output could help to provide new insights on the

fate of hydroclimate for the bimodal region.

Despite caveats, a number of results for this region of the bimodal region of the SWUS stand

out from our analysis of model output:

• The SWUS will become warmer by the end of the 21st century for every month of the year.

• Less precipitation will be in the form of snow.

• Runoff during the spring season will be earlier and reduced.

• The spring will be drier: the multi-model ensemble results indicate a decline in spring pre-

cipitation, P - E, and this agrees with other studies (Gao et al. 2014; Ting et al. 2018).

There are also a number of unresolved points from this model analysis, including future pro-

jections of winter and summer precipitation. The three selected models disagree in how winter and

summer precipitation will respond to warming temperatures, and many of the changes are appar-

ently due to natural climate variability. The change in the timing and magnitude of the NAM also

remains uncertain, and requires further investigation. Finally, despite robust increases in NPP in

this region, which is consistent with other studies (Mankin et al. 2017), the behavior of vegetation
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in the future is still uncertain and this is due to the divergence between observed and modeled CO2

fertilization.
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Conclusion

Main findings

The variability of hydroclimate in the SWUS determines water availability, streamflow, and

vegetation green up, and these also influence wildfire outbreak, and riparian ecosystems. The

social and economic vitality of the SWUS depends on the interaction of climate and ecosystems,

and understanding their driving mechanisms is of importance in light of the ongoing drought,

fresh water shortages, and wildfire outbreaks which afflict the region. Temperatures have also

been increasing in the SWUS throughout the twentieth and twenty-first centuries, and this trend is

expected to continue (Hoerling and Kunkel 2013). For the 9.6 million people who reside in this

region, it is critical to understand the ecohydrology, and use this understanding to inform analysis

of future projections. This thesis has used observations and model output to address these issues,

and our findings, as well future research directions are discussed below.

Streamflow

Streamflow in the SWUS is predominantly influenced by natural climate variability. The spring

streamflow peak of rivers lying further west, such as the Gila, is driven by winter precipitation

and snowmelt modulated by Pacific SST (Chapter 1). The spring peak in streamflow occurs in

February-March-April-May. On interannual timescales, spring streamflow responds to ENSO,

while on longer timescales, the Pacific Decadal Oscillation (PDO) generates extended periods of

low and high streamflow. A warm (cold) ENSO or PDO will produce anomalously high (low)

spring streamflow which arrises from the teleconnection of SST with precipitation. Spring stream-

flow experiences a lag with winter precipitation by one-two months and peaks following snowmelt,
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while summer streamflow (e.g. for the Gila) is concurrent with the North American Monsoon

(NAM). The magnitude of the summer streamflow peak depends on variability of the NAM which

is itself controlled by localized convective activity, and is not influenced by Pacific SST.

The upper Rio Grande, whose headwaters lie further to the east in the San Juan Mountains

of southern Colorado, has one peak in streamflow occurring later in the year (in spring-summer

(AMJJ)) than that of the Gila, which is consistent with its more northern location and the delayed

effects of snowmelt. It is affected by both Pacific and Atlantic SST, and the warm phases of

ENSO and PDO, and the cold phase of the Atlantic Multidecadal Oscillation (AMO), produce

above normal precipitation anomalies in the headwaters of the upper Rio Grande (Chapter 2). The

relationship on interannual timescales with ocean SST is imperfect; indeed, some of the largest

streamflow anomalies have occurred during cold tropical Pacific SST events, such as 1942, 1984

and 1985. This emphasizes that internal atmosphere variability exerts a strong control on Rio

Grande flow, sufficient to at times override the ocean influence. The relationship is more coherent

on longer timescales, with phases of the PDO with cold tropics agreeing with long term periods of

hydrological drought in the upper Rio Grande.

These findings suggest that though SWUS streamflow is influenced by natural modes of cli-

mate variability, higher predictability occurs on longer timescales while shorter time scales are

more influenced by random weather fluctuations that will not be predictable on the seasonal or

interannual timescale. These findings also indicate the importance of location in controlling SST

predictability of streamflow; more western rivers are primarily influenced by the Pacific, and rivers

further east in the SWUS are influenced by both the Pacific and Atlantic oceans. For the upper

Rio Grande basin, the more southern gages have a more coherent teleconnection with Pacific and

Atlantic SST, consistent with being closer to the center of teleconnections driven by the Pacific and

132



Atlantic SSTs.

Both annual and spring-summer streamflows have declined for the Gila and upper Rio Grande

rivers since 1998, and this region has also undergone warming during this period (Hoerling and

Kunkel 2013). When we removed the portion of annual and spring-summer flow predicted by

tropical Pacific, and in the case of the upper Rio Grande, also tropical north Atlantic SSTs, we

did not find any additional streamflow declines not explained by SST. This suggests that the recent

declines are attributed to natural decadal variability influenced by SSTs. For the Gila River, sum-

mer streamflow (August-September) constitutes a substantial portion of annual flow contributing

on average ∼15% during 1928 to 2012, and summer flow has not declined in the latest dry period,

indicating that the annual declines are driven by changes in the spring peak.

Based on the findings in this dissertation, we have found that SST in the tropical Pacific only

provides limited explanatory power in predicting Upper Rio Grande streamflow on interannual

timescales, with some of the largest streamflow events resulting from random weather. Therefore

year-to-year management of this basin can not be based on SST alone, and water management

should be conservative in water allocation even following warm tropical Pacific events.

Ecohydrology of the SWUS dual-peak precipitation region

Precipitation in the winter is the dominant control on spring soil moisture and ecosystem pro-

ductivity in the SWUS. Precipitation and subsequent snowmelt, builds up soil moisture and the

soil moisture is then used up in spring vegetation green-up and lost via ET, in agreement with

previous studies (Notaro et al. 2010; Vivoni et al. 2008). Winter-spring precipitation also controls

the severity and timing of the spring dry season in the SWUS. The shift from a wet period (1979 -

1997) to the recent period of drying (1999 - 2017) was dominated by a drop in winter-spring pre-
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cipitation and reduced snowmelt leading to drier conditions. The spring dry season also shifted to

earlier in the year due to less total winter precipitation and snowmelt, and hence a faster drying out

of available moisture. These changes were associated with the observed shift in the Pacific from

warm to cold tropical SST conditions (Zhang et al. 1997; Mantua et al. 1997) (explored in Chapter

3) and which we identified led to low streamflows in the Gila and upper Rio Grande basins.

This decadal shift in hydroclimate observed in the regional ecosystem was observed in an

analysis of GIMMS NDVI. A decline in average spring NDVI occurred during the recent dry

period (post-1999) relative to the earlier wetter decades (1981-1997). Summer vegetation activity

was not affected by the winter-spring shift to drier conditions, indicating that the NAM (which was

largely unchanged between the two periods) is the dominant control on summer green-ups, and has

a concurrent impact on vegetation productivity which agrees with previous studies (Notaro et al.

2010).

To place the recent changes in a longer term context, we also investigated a period of extended

drying in the region in the mid-century (from 1948 to 1966) that occurred in response to anoma-

lously low winter-precipitation. The decline in annual average precipitation is similar for both the

mid-century dry periods (1948-1966) and the recent dry period (1999-2017). However, the spring

drying during the recent period is more severe. Annual average temperatures are also greater during

the recent drying compared to the mid-century. Using a decomposition for the impact of precipi-

tation and potential evapotranspiration (PET) on soil moisture (Williams et al. 2017), it was found

that PET contributed 39% to drying in the recent dry period, compared to 6% in the mid-century.

This increase indicates the enhanced role of PET, and therefore temperature, on exacerbating the

severity of SWUS drying which agrees with a similar analysis for the Colorado River (Woodhouse

et al. 2016).
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Observed temperature increases in the SWUS can be attributed to human-induced climate

change. The temperatures during 2000 to 2010 are on average ∼0.8oC warmer compared to the

the average for 1900 to 2000 (Hoerling and Kunkel 2013), and studies have indicated this warm-

ing is attributed to human-induced climate change for increases in minimum and maximum daily

temperature (Bonfils et al. 2008), snowpack reduction (Pierce et al. 2008), and streamflow timing

(Hidalgo et al. 2009). Given the human contribution to temperature increases, snowpack reduction,

and streamflow timing, it is possible the enhanced spring drying of soil moisture detected in this

study is also influenced by anthropogenic warming, but future studies are required to analyze this.

CMIP5 Model projections for the SWUS

Next we investigated projected changes to the region for the 21st century by analyzing the

archive of CMIP5 models’ RCP8.5 scenario (Chapter 4). We evaluated the CMIP5 models based

on comparisons of the historical runs with observations of precipitation, net ecosystem productivity

(NEP), and land surface model output of soil moisture and leaf area index. We then ranked the per-

formance of each model, and selected three which best simulated the bimodal region: CanESM2,

GFDL-ESM2G and GFDL-ESM2M. Many of the CMIP5 models failed in simulating the bimodal

region due to a poor representation of the NAM: either the NAM did not extend sufficiently far

north, or the model entirely failed to simulate the monsoon in both the northern and southern core

region (e.g. the GISS-E2-H and GISS-E2-R models).

From the three selected models we found, in agreement with previous studies, that the SWUS

region is projected to become drier by the end of the 21st century, particularly during the spring

(Gao et al. 2014; Ting et al. 2018). By the end of the 21st century, projections indicate a decline

in winter and spring soil moisture, as well as reduced and earlier runoff and snowmelt. However

135



the three models disagree on future projections of precipitation: CanESM2 projects large increases

in NAM by the end of the 21st century above 1979 to 2005 levels, and this drives an overall

annual precipitation increase for the CanESM2 model. The GFDL models instead project overall

precipitation declines, which are driven by declines in spring precipitation.

For the most part, the precipitation changes by the end of the 21st century above 1979 to 2005

levels are found to be insignificant: the projections lie within the range of variability predicted

by sampling from the pre-industrial control runs for each model (details in Chapter 4). The only

significant changes for projected precipitation for the end of the century above 1979 to 2005 levels

occur fro the CanESM2 model in winter (JFM) and summer (JAS). The insignificant changes for

the GFDL models and CanESM2 in other seasons, indicates that for the most part, precipitation

changes by the end of the century do not exceed natural variability. Even if the precipitation

projections do not exceed natural decadal variability, they can however be of importance for the

SWUS (for example the shift to drier conditions, and reduced streamflow resulting from the post-

1998 Pacific shift as discussed in Chapters 1 to 3). The ensemble size of each of the CMIP5 models

also affects the natural variability: the CanESM2 has 5 ensemble members compared to the GFDL

models which each have 1, and the greater number of members narrows the natural variability,

which could explain why the signal is stronger for this model.

Turning to the multi-model ensemble for precipitation, the average CMIP5 model response to

CO2 emissions indicated a decline in total precipitation by the end of the century, driven by declines

in winter and particularly spring precipitation, in agreement with other studies (Gao et al. 2014;

Ting et al. 2018). The multi-model ensemble also indicates an increase in summer precipitation.

CanESM2 and the GFDL models project declines in spring precipitation by the end of the century,

and are therefore representative of the multi-model mean.
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Large increases in net primary productivity (NPP) in both growing seasons are also projected

for the end of the 21st century, due to the effects CO2 fertilization (Mankin et al. 2017). The NPP

increases are likely to cause further drying of soils and reduced streamflow by increased water

uptake during vegetation growth, and via enhanced ET.

This region is heavily dependent on winter-spring precipitation, which varies greatly due to

natural variability. The future of this region will therefore depend on how natural variability in the

tropical Pacific, and to a lesser extent the Atlantic, evolves and how these are translated into SWUS

precipitation anomalies in addition to any radiatively-forced changes in precipitation. Warming

has also exacerbated spring drying in recent decades, and this trend will continue and it can be

expected that water resources will become increasingly stressed in future. Water managers can

therefore expect exacerbation of drought conditions in the future with rising temperatures, and as

such should be conservative in water allocation.

Spring soil moisture also influences runoff due to the role of soil moisture saturation on infil-

tration. In general, more saturated soils will increase surface runoff, while unsaturated soils allow

greater infiltration and therefore reduce runoff (Penna et al. 2011). Drying of soils in the future

implies that surface runoff during spring will more readily infiltrate, and this could reduce surface

runoff during the spring, and therefore lead to a further decline in streamflow. However, the infil-

tration capacity of soils is also influenced by a number of other factors including soil permeability,

residence time of water (with longer residence events, such as snowmelt, leading to greater infil-

tration), and intensity of precipitation events (with high intensity events often leading to greater

runoff) (Loik et al. 2004). Therefore, the intensity as well as magnitude of rainfall during the

spring in the future will be of importance in predicting changes in runoff.
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Future research directions

Further work is necessary to constrain our understanding of future changes. In particular,

constraining projections of precipitation change, and the impacts of the competing effects of CO2-

fertilization versus drying on vegetation, are needed.

Precipitation The ensemble average of the CMIP5 models indicates an overall decline in SWUS

precipitation by the end of the 21st century, however the response among the models which best

simulate this particular area (CanESM2, GFDL-ESM2G, GFDL-ESM2M) is varied. The changes

in projected future precipitation for the most part are not significant at a 5% level when compared

to sampling from the pre-industrial controls, except for projected increases in JFM and JAS season

precipitation in CanESM2. Given the critical importance of winter precipitation on snowpack,

melt, soil moisture and spring vegetation greening, it is necessary to enhance the robustness of

precipitation projections for the SWUS, and we suggest this can be achieved through regional

climate modeling (discussed below).

This thesis has indicated a failure of many CMIP5 models to adequately simulate both the

seasonality and magnitude of the NAM. The SWUS vitally depends on summer rainfall for vege-

tation, summer streamflow and hence a number of aquatic species that rely on streamflow for fish

spawning (Perkin and Gido 2011; Dudley and Platania 2007), but the response of the NAM to

CO2-forcing disagrees among the three selected CMIP5 models. Other CMIP5 models also inade-

quately simulate the NAM in the bimodal SWUS region, as well as in the core NAM region entirely

(e.g. the GISS models). It is necessary to properly simulate the NAM due to its importance for

SWUS hydroclimate and ecosystems, in light of potential changes to NAM characteristics under

CO2-forcing (Cook and Seager 2013; Pascale et al. 2017).
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Studies have indicated that using regional models driven by dynamically downscaled output

from global climate models, improves the simulation of the NAM (Castro et al. 2012; Chan and

Misra 2010; Bukovsky et al. 2013). The improvement is attributed to the better simulation of daily

convective activity, which is characteristic of the NAM (Castro et al. 2012), however biases in the

driving global models may still lead to a misrepresentation of the magnitude of precipitation. Fu-

ture work using dynamically downscaled projections may improve the robustness of precipitation

changes within this region in the 21st century, and will also help constrain our understanding of

how other components of hydroclimate may respond.

Impact on vegetation of CO2 fertilization The SWUS is projected to become both “greener

and drier” by the end of the 21st century in CMIP5 models, in agreement with other studies for

the North American west (Mankin et al. 2017). The CMIP5 projections indicate large increases

in NPP in both the spring and summer green-ups, despite decreases in snowmelt, soil moisture

and run off, which suggests that CO2-fertilization offsets vegetation decline from drying. The ob-

servational analyses presented in this thesis using Ameriflux and NDVI, indicate that vegetation

growth declined in response to natural shifts to drier conditions post-1998; this indicates the im-

portance of moisture availability to changes in vegetation productivity. Studies of NDVI and leaf

area index response to CO2-fertilization during the satellite period (1981 to present) have also in-

dicated that Earth system models overpredict the effect of fertilization on plants by almost a factor

of two globally, and the divergence between models and observations is even greater in arid loca-

tions including the SWUS (Smith et al. 2015). This presents a major caveat in our interpretation

of NPP projections from CMIP5 models, and further studies comparing the observed response of

vegetation to CO2-fertilization (in i.e. NDVI) with land surface models are needed.
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Enhanced future vegetation growth is also likely to further exacerbate drying in terms of soil

moisture draw down, reduced runoff and increased ET by plants, and this mechanism has been

found in other modeling studies (Mankin et al. 2017), as well as in observations (Ukkola et al.

2015). It is of interest to quantify these shifts in how water is used for the future in both the spring

and summer green-ups. It will also be of interest to directly relate how changes in vegetation

cover influence streamflow, soil moisture, and ET. Modeling studies have indicated that the CO2-

fertilization enhancement of vegetation growth in the will lead to more water from precipitation

going to ecosystems rather than runoff in the future (Mankin et al. 2018b). However, as stated

above, the magnitude of these changes depend on the reliability of future projections of vegetation

under CO2 emissions.

Wildfire, streamflow and ecosystems Investigating the direct connection between SWUS cli-

mate dynamics and wildfire is also of value. This thesis has indicated that natural climate variability

plus human-induced warming produced a shift towards drier conditions post-1998, leading to an

earlier spring soil moisture minimum, which based on other studies implies an earlier and more

severe fire season (Westerling et al. 2006). Observational studies have also indicated that the burn

area and severity of fires has increased in the western United States during the recent dry periods

compared to earlier in the 20th century (Crockett and Westerling 2017). A quantitative assessment

using records of wildfire (and satellite imagery of burned area e.g. Williams et al. (2013)), could

provide important insights into the relationship between spring drying and wildfire outbreak in this

region. A further analysis of how annual timing and magnitude of the NAM impacts the duration

of the wildfire season in this region would also provide important information.

The direct impact of the dry season on streamflow and aquatic ecosystems is also of value. This
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thesis found a shift toward earlier and reduced runoff post-1998 in the bimodal SWUS region, as

well as declines in streamflow of the the spring peaks of the Gila and upper Rio Grande, associated

with natural decadal SST variability. Future research could use observations to relate fish popu-

lation to the magnitude of the spring and streamflow pulses, and whether interannual and decadal

variations forced by SST are reflected. The CMIP5 model projections for this region analyzed

in this thesis indicated declines in runoff by the end of the 21st century, with the implication of

increased stream fragmentation, reduced streamflow, which would therefore be detrimental for fish

populations (Dudley and Platania 2007; Perkin and Gido 2011). To constrain estimates of future

ecosystem vitality, it will be necessary to first investigate the role of climate on aquatic species

using available population records. The predictability of ecosystem vitality is of importance in

resource management for the SWUS, including efforts to protect a number of endangered species

living in the SWUS (Dahm et al. 2005).

Final remarks

This thesis has used observations, climate reconstructions, land surface model output and future

projections to investigate the mechanisms influencing the variability of hydroclimate and ecosys-

tems in the SWUS. This research enhances our knowledge of the dynamics influencing precipi-

tation, streamflow, soil moisture, and vegetation growth on interannual to decadal timescales, as

well as how these processes interact. This thesis has also presented future projections for the region

under CO2-forcing. This research therefore contributes to our understanding of climate dynamics

in the SWUS, and informs water resource management. However, significant challenges remain

for projecting changes into the 21st century, and these are due foremost to the poor representation
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of NAM and the bimodal seasonal cycle of hydroclimate and vegetation in this region, and we

suggest future work with regional models may improve the robustness of projections. In addition,

uncertainty in the effects of CO2-fertilization need to also be resolved in order to assess the role

of vegetation in further drying in the future. Finally, we also recognize the need for additional

studies which relate climate to riparian ecosystems (fish, birds) and wildfire, in order to constrain

our knowledge of how they response to climatic shifts and therefore how they may evolve.
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Appendix

FIG A1. Mid-century dry decades (1948-1966) minus wet decades (1979-97) for a) PRISM precip-

itation, b) detrended NOAA NCEP-NCAR SST, and c) NOAA NCEP-NCAR 200mb geopotential

heights. Contours are plotted at 0.25C intervals for SST, and at 20m intervals for geopotential

height.
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FIG. A2 CMIP5 multi model monthly temperature anomaly (calculated based on 1979-2005

climatology from historical runs). Shading shows value of anomaly [C].
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FIG. A3 CMIP5 multi model monthly precipitation anomaly (calculated based on 1979-2005 cli-

matology from historical runs). Shading indicates value of anomaly [mm/month].
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FIG. A4 Standardized JAS precipitation (1979 - 2015) in southern monsoon region (y-axis) corre-

lated against northern monsoon region (x-axis) for 18 CMIP5 models and PRISM observations.
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