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Abstract

Rock salt is one of the major materials used for nuclear waste geological disposal. The desired characteristics of rock salt, i.e.,
high thermal conductivity, low permeability, and self-healing are highly related to its crystalline microstructure. Conventionally,
this microstructural effect is often incorporated phenomenologically in macroscopic damage models. Nevertheless, the thermo-
mechanical behavior of a crystalline material is dictated by the nature of crystal lattice and micromechanics (i.e., the slip-system).
This paper presents a model proposed to examine these fundamental mechanisms at the grain scale level. We employ a crystal
plasticity framework in which single-crystal halite is modeled as a face-centered cubic (FCC) structure with the secondary atoms
in its octahedral holes, where a pair of Na+ and Cl− ions forms the bond basis. Utilizing the crystal plasticity framework, we
capture the existence of an elastic region in the stress space and the sequence of slip system activation of single-crystal halite under
different temperature ranges. To capture the anisotropic nature of the intragranular fracture, we couple a crystal plasticity model
with a multi-phase-field formulation that does not require high-order terms for the phase field. Numerical examples demonstrate that
the proposed model is able to capture the anisotropy of inelastic and damage behavior under various loading rates and temperature
conditions.
c⃝ 2017 Elsevier B.V. All rights reserved.
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1. Introduction

The demands for safe and permanent disposal of nuclear waste in geologic formations date back over decades.
Natural rock salt, found in domal and bedded formations and the re-consolidated counterpart formed in a high-pressure
and high-temperature environment, has been used for geological repositories of nuclear waste disposal in the United
States and Germany [1]. Two operating facilities include the Waste Isolation Pilot Plant (WIPP) in Carlsbad (New

∗ Corresponding author.
E-mail address: wsun@columbia.edu (W. Sun).

https://doi.org/10.1016/j.cma.2017.12.022
0045-7825/ c⃝ 2017 Elsevier B.V. All rights reserved.

http://crossmark.crossref.org/dialog/?doi=10.1016/j.cma.2017.12.022&domain=pdf
http://www.elsevier.com/locate/cma
https://doi.org/10.1016/j.cma.2017.12.022
http://www.elsevier.com/locate/cma
mailto:wsun@columbia.edu
https://doi.org/10.1016/j.cma.2017.12.022


658 S. Na, W. Sun / Comput. Methods Appl. Mech. Engrg. 338 (2018) 657–691

Fig. 1. Disposal operations for Transuranic (TRU) waste at the Waste Isolation Pilot Plant (WIPP).
Source: Reproduced from Hansen and Leigh [6].

Mexico, USA), and the Endlager für radioaktive Abfälle Morsleben (ERAM) site in Morsleben, Germany [2]. (See
Fig. 1.)

The decision to use salt formation for storage and disposal of radioactive wastes is attributed to its desirable
thermo-hydro-mechanical-chemical characteristics, i.e., (1) high thermal conductivity, (2) low permeability, (3) self-
healing mechanism, and (4) biologically inactivity of rock salt (as compared with clay). Firstly, the heat generated
from nuclear wastes can be dissipated to the surrounding area much faster in salt than in other materials since the host
salt rock exhibits high thermal conductivity [3]. In addition, the permeability of rock salt is sufficiently low that it
is often idealized as impermeable. Therefore, it may function as a secured barrier for radioactive wastes [4]. Finally,
the creeping property of salt enables microcracks or damage under mechanical load to be self-sealed, which may also
naturally guarantee the necessary geological barrier function (e.g., Chan et al. [5], von Berlepsch and Haverkamp
[2]).

Decades of experimental investigations for rock salt provided insight on its mechanisms of brine migration, vapor
transport, and related solution-precipitation creeps under nonisothermal conditions (e.g., Bradshaw and Sanchez [7],
Nowak and McTigue [8], Beauheim et al. [9], Schléder et al. [10], Hansen et al. [11], Kuhlman and Malama [1]).
However, the numerical modeling of crystalline rock salt remains an active research area. Analysis of complex multi-
physical responses of the natural and reconsolidated salt is an integral component of the design of short- and long-term
life cycle of a salt repository. In the repository, the facility may have various phases of operation cycles that involve
plugging, sealing, testing, and reconsolidation of the saline materials [6]. Under such conditions, the reconsolidated
salt is influenced by moisture content, brine inclusions inside halite crystals, and other materials, such as clay or
impurity, that might present in the grain boundary. Within certain temperature and confining pressure ranges (between
250 and 790 ◦C and between 0.15 and 12 MPa), the responses of salt may become even more complicated due to
re-crystallization and grain boundary migration. This generally leads to precipitation creeping [12]. A number of
previous studies, therefore, investigate the phenomenology and micro-mechanisms associated with these mechanical
behaviors of salt (e.g., Carter et al. [13], Carter and Hansen [14], Urai et al. [15], Carter et al. [16], Senseny et
al. [17], Urai et al. [18], Hansen et al. [19]). These studies have explored the dislocation, dissolution–precipitation
creep, healing behavior, and flow transport properties of natural or reconsolidated salt under a wide range of load
and temperature conditions in a phenomenological setting where microstructural attributes of the rock salt are not
explicitly modeled.

Since salt formations found in nature often contain varying amounts of impurities, minerals, and brine inclusion,
how to capture these spatial heterogeneous effects without explicitly modeling its microstructure remains a major
challenge. Various phenomenological constitutive models have been proposed to capture the macroscopic responses
of salt (e.g., Munson and Dawson [20], Senseny et al. [17], Chan et al. [21], Miao et al. [22], Munson [23], Chan
et al. [5], Aubertin et al. [24], Olivella and Gens [25], Zhu and Arson [26], Broome et al. [27], Shen et al. [28]).
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For instance, Olivella et al. [29] propose a general formulation for nonisothermal multiphase flow of gas and brine
in saline media, which was further extended into a series of works for coupled thermo-hydro-mechanical analysis of
saline materials (e.g., Olivella et al. [30,31], Olivella and Gens [32]). Although they did not explicitly incorporate the
grain boundary, damage and healing, and the microstructural information, the complicated history- and rate-dependent
behaviors of saline media as well as the multiphase interactions among constituents including gas, liquid, and solid
were addressed by linking fluid flow, permeability change, thermal gradient, and phenomenological constitutive law
for the solid skeleton.

While these phenomenological approaches inspired by micromechanics of crystals have achieved a level of success
in the past, a more physically consistent forward prediction may require stronger physical underpinnings such that the
interactions among the impurity, the precipitated brine and the anisotropy of crystalline constitutive responses can
be captured properly [6]. Yet, bridging the multiscale coupling effects from the grain scale to the field applications
remains a challenging task due to the complexity of the physical nature of rock salt. Our ultimate goal is to create
a multiscale polycrystalline material model suitable for field-scale applications. As a first step toward this goal, this
article will focus on modeling the thermo-mechanical response of single-crystal halite. In this paper, our objective is
to derive, implement, and validate an elastoplastic model for single-crystal halite subjected to different thermal and
mechanical loadings relevant to nuclear waste disposal applications. We will incorporate other important multiphysics
and multiscale polycrystalline mechanisms such as the interactions across grain boundaries, the intra-crystalline and
inter-crystalline brine inclusion, and the role of the impurity and additive on the precipitating and pressure solution of
the grain boundaries in future contributions of this series of works.

We present a unified mathematical framework that enables us to capture the anisotropic inelastic brittle and
ductile behaviors of single-crystal halite. We achieve this by combining (1) a thermal-sensitive rate-dependent crystal
plasticity formulation that captures the anisotropic plastic deformation caused by the slip of crystallographic planes
and (2) a multi-phase-field regularized fracture model that captures interactions of the anisotropic intragranular
and transgranular fractures of single-crystal halite under the temperature range relevant to nuclear waste disposal
applications (e.g., the WIPP). The intrinsic anisotropy of halite stemming from the microstructure is incorporated
into the crystal plasticity theory. This theory is a micromechanics-based constitutive law where the anisotropic plastic
flow is associated with activation(s) of the slip systems oriented according to the lattice structure of the crystalline
materials [33–37]. In this work, we use the strain energy equivalence theory such that the crystal plasticity framework
can be integrated into a phase field model capturing the evolution of damage. Because the creeping mechanisms, such
as grain boundary diffusion, dislocation creep, and thermal activated glide, are highly sensitive to temperature, the
temperature-dependent energy dissipation due to creeping is incorporated into the crystal plasticity model (cf. Cuitino
and Ortiz [38], Borja and Wren [39], Anand and Kothari [40], Miehe and Schröder [41], Borja and Rahmani [42], Tjioe
and Borja [43]). The damage and crack growth of single-crystal materials are captured via the phase field approach,
which is a sub-class of the smeared crack approach. This method allows us to capture complicated crack patterns
without introducing an embedded discontinuity (e.g., Miehe et al. [44,45], Clayton and Knap [46,47], Na et al. [48]).
It should be noted that incorporation of the phase field model is not the only feasible way to model cleavage fractures.
Other methods, such as the introduction of pseudo-slip in crystalline materials, (e.g., Aslan et al. [49], Clayton [50])
have been used to model the coupled effect of single crystal plasticity and damage.

We use a sub-class of the phase field model that employs multiple phase fields to capture damage accumulated
in different directions. The multi-phase-field approach has been very popular to model a wide spectrum of material
behaviors including anisotropic responses of regularized interfaces for planar dislocation (e.g., Koslowski and Ortiz
[51]), re-crystallization (e.g. Takaki et al. [52]), and anisotropic fracture (e.g., Oshima et al. [53], Nguyen et al.
[54,55]). See also Steinbach [56] for a comprehensive review. In the content of anisotropic phase field models,
one obvious advantage of the multi-phase-field approach is the lack of higher-order terms that are typically required
for the single-phase-field counterpart to capture non-convex anisotropic fracture energies [57,58]. As a result, the
multi-phase-field model does not require specific finite element spaces spanned by piece-wise smooth and globally
C1-continuous basis functions. Instead, a simple low-order finite element can be used. This simplicity, although offset
by the additional computational cost due to the additional degrees of freedom, motivates us to use the multi-phase-field
model in this work. The number of independent phase fields and their directional features are assumed to be consistent
with the slip planes of halite. Finally, the crystal plasticity theory and the multi-phase-field approach are incorporated
into a set of multi-physical field equations. The formulations include the balance of linear momentum, the micro-force
equations for plastic slip and multiple phase-fields, and the balance of energy. An operator-split integration scheme is
introduced to construct a feasible algorithm for numerical simulations.
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The organization of the paper is as follows. In Section 2, we first describe the kinematics of a halite grain with
multiple slip systems. Then, the application of effective stress equivalence theory on the multi-phase-field model
is discussed with respect to anisotropic fracture for crystalline materials. Within this mathematical framework, the
general governing equations including the balance of linear momentum, microforce equations, and balance of energy
are derived. The specific choice of a free energy function that combines the crystal plasticity and the multi-phase-field
approaches is provided. Subsequently, in Section 3, the stress update algorithm in effective stress space is described
followed by the description of both rate-dependent and rate-independent settings. In Section 4, the finite element
formulation, as well as solution strategies for nonlinear systems of equations, are presented. Numerical examples are
then provided in Section 6, followed by a conclusion.

As for notations and symbols, bold-faced letters denote tensors; the symbol ‘·’ denotes a single contraction of
adjacent indices of two tensors (e.g., a · b = ai bi or c · d = ci j d jk); the symbol ‘:’ denotes a double contraction of
adjacent indices of tensor of rank two or higher (e.g., C : ϵe

= Ci jklϵ
e
kl); the symbol ‘⊗’ denotes a juxtaposition of two

vectors (e.g., a⊗ b = ai b j ) or two symmetric second order tensors (e.g., (α ⊗ β) = αi jβkl). As for sign conventions,
unless specify otherwise, we consider the direction of the tensile stress and dilative pressure as positive.

2. Governing equations

In this section, we present the field equations that capture the thermo-mechanical coupling effect of single-crystal
halite. We begin by reviewing kinematics of deformation of a crystalline solid with multiple slip systems. To capture
the brittle–ductile transition and the brittle fractures that might occur under low confining pressure, a multi-phase-field
model is used. Adopting the ideas originated from Nguyen et al. [55], we introduce multiple phase fields to model
anisotropic damage such that each phase field represents the damage along a particular preferential direction. Finally,
the coupled anisotropic damage-plasticity behavior of single-crystal halite is captured via the effective stress [59,60].
The use of effective stress concept in the coupled phase field and plasticity modeling of geological materials can be
also found in Choo and Sun [61]. The total stress in a damaged configuration is then recovered based on the effective
stress and the anisotropic gradient damage computed from the phase fields. Meanwhile, the field theory for balances
of linear momentum microforce and energy is discussed.

2.1. Strain energy equivalence for coupling phase field and plasticity

In this work, an anisotropic phase field fracture framework is coupled with a crystal plasticity model to simulate
the anisotropic path-dependent behavior of single-crystal halite. Here we adopt the strain energy equivalence principle
used previously in isotropic and anisotropic damage mechanics [60,62,63]. This principle hypothesizes that there
exists a fictitious undamaged counterpart of the damaged halite such that a body composed of the fictitious undamaged
material will experience an effective stress σ̂ while the actual body will experience a stress σ . Furthermore, we assume
that despite the damage characterized by the multiple phase fields is anisotropic, the effective stress and the total stress
are co-axial. Consequentially, the degradation function g(d) becomes a scalar function of the collection of phase fields
d. The relationship between the total and effective stresses when both the fictitious and the real material exhibit the
same infinitesimal strain (i.e., ϵ = ϵ̂) is,

σ = g(d)σ̂ , (1)

and the corresponding infinitesimal stress rate is,

σ̇ =

N∑
i=1

∂g(d)
∂di

ḋi σ̂ + g(d) ˙̂σ , (2)

where di , (i = 1, 2, . . . , N ), is the phase field for each preferential direction and N is the total number of phase fields.
An important implication of (1) is that while damage and plastic processes remain coupled, the plasticity model can
be associated with the fictitious undamaged body. Hence one may use a decoupled plasticity algorithm to first obtain
the effective stress from the strain field then update the total stress using the degradation function from each material
point.
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Fig. 2. The description of the slip-system of single-crystal halite, (a) an aggregate of many atoms for the face centered cubic crystal structure
(reproduced from Callister Jr. and Rethwisch [68] — adapted from the original Moffat et al. [69], (b) a unit cell for the sodium chloride (NaCl)
crystal structure (reproduced from Callister Jr. and Rethwisch [68]), and (c) the slip-system {110}⟨11̄0⟩.

2.2. Kinematics for crystal deformation of the damaged halite

For completeness, we briefly review the kinematics of crystal deformation and restrict the formulation within the
infinitesimal range. More comprehensive treatment of this subject can be found in, for instance, Budiansky and Wu
[64], Borja and Wren [39], Miehe and Schröder [41], Borja [65]. Recall that we adopt the approach in Simo and Ju
[63] in which we assume that the actual (damaged) crystal and the fictitious counterpart undertake the same strain and
strain history.

The elastoplastic deformation of a single-crystal grain is attributed to the interactions between crystal blocks along
the predefined crystallographic planes in the slip system. A slip-system is defined by a combination of crystallographic
planes (i.e., slip planes) and the corresponding sliding directions (i.e., slip directions). The atomic arrangement of the
slip system of crystalline materials leads to a preferential direction of the plastic flow, hence the overall constitutive
response of a single crystal is anisotropic. In Face Cubic Centered (FCC) crystals, for example, the slip-systems are
defined by the densest packing planes in terms of atomic arrangement as the slip-plane {111} and slip-direction ⟨110⟩.
This dense packing causes FCC materials, such as aluminum, copper, gold, and silver to exhibit higher ductility than
the Body Cubic Center (BCC) crystals such as, iron and chromium (although packing alone is not the only factor that
influences ductility) [65]. One may view the halite structure as a FCC with secondary atoms in its octahedral holes
(cf. Williams [66]). As a result, a set of the slip-planes is known to be {110} (rather than {111} for FCC), and the
corresponding slip directions are ⟨11̄0⟩. Please see the slip-system of halite in Fig. 2. This set of planes is electrically
neutral, and the motion on these planes avoids charged layers gliding over one another (cf. Hansen et al. [19], Carter
and Norton [67]).

We consider a continuum body (B) with material points identified by the position vectors x ∈ B. The displacement
of a material point with time t can be denoted by u(x, t), and we define the strain measure (ϵ) as the symmetric part
of the displacement gradient, i.e.,

ϵ := ∇symu =
1
2

(∇u+ (∇u)T). (3)

The additive decomposition of the infinitesimal total strain leads to,

ϵ = ϵe
+ ϵ p

+ ϵθ , (4)

where ϵe and ϵ p indicate the elastic and plastic components, respectively.
Meanwhile, the thermal component is assumed to be isotropic and defined as a function of the thermal expansion

coefficient, i.e., ϵθ = α(θ − θo)I, where α is the thermal expansion coefficient; θo is a reference temperature at which
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the thermal strain ϵθ = 0 (cf. Aldakheel [70], Clayton [50], Miehe et al. [71]). In crystalline materials, the elastic
strain describes distortion of the lattice structure which vanishes when the applied stress is released. On the other hand,
the plastic strain is irreversible and evolves due to the slip on crystallographic planes. In this work, we assume the
thermal expansion as an elastic response and consider it in the elastic part of free energy functional in (41) followed
by Anand and Gurtin [72].

The α-slip system is composed of (1) mα , the unit normal to a crystallographic plane and (2) sα , the direction
of plastic slip on that plane. Therefore, the slip-system α is defined by orthonormal vectors (mα , sα) based on
the crystallographic features of crystals. We then obtain the plastic strain by summing over all crystallographic
slips,

ϵ p
=

∑
α

γ αSα, (5)

where γ α indicates the plastic slip corresponding to the slip-system α. Sα denotes the symmetric part of the Schmid
tensor (i.e., mα

⊗ sα), which can be expressed as follows,

Sα =
1
2
(mα
⊗ sα + sα ⊗mα) . (6)

Note that the summation convention is not employed in respect of indices relating to the slip systems. Furthermore,
the thermal expansion and structural heating are included by using a thermal-sensitive elastic stored energy function
for thermoelastic coupling in (40). For crystals with cubic symmetry crystals, the second-order material tensors
such as thermal expansion and conductivity are all symmetric with one independent component (cf. Clayton [73]).
For other types of crystals, the anisotropy of any symmetric second-order material tensors can be introduced via
spectral decomposition. In this case, one may assume that the principal crystallographic directions are parallel to
the eigenvectors of the material tensors (cf. Meissonnier et al. [74]). The thermal effect on the inelastic behavior of
single-crystal halite is incorporated via the temperature-dependent flow rule for the plastic slips (Section 2).

2.3. Multi-phase-field approximation for anisotropic fracture

The phase field fracture modeling can be considered as a regularized smeared approach. In this approach the
cracks are not explicitly captured via embedded discontinuities but approximated by an implicit indicator function
obtained from regularizing the strong discontinuities with a characteristic length [75–77]. Here we assume that this
characteristic length is sufficiently smaller than the grain size but larger than the finite element mesh size used for
numerical simulations. In those cases, the strongly anisotropic damage and fracture behaviors can be captured either
via a single phase field within a higher-order Cahn–Hilliard framework (e.g., Clayton and Knap [47], Li et al. [57],
Teichtmeister et al. [58]) or via multiple phase fields, each constrained by governing equation without the fourth-order
terms (e.g., Nguyen et al. [54,55]). Due to the simplicity of the latter approach, we adopt it to capture the damage and
fracture behavior in single-crystal halite.

In a regularized framework where the sharp crack topology is approximated by a diffusive representation, the phase-
field variable (d(x, t) ∈ [0, 1]) is an implicit function whose value indicates the location of the smeared crack(s). Let
T denote a set of discontinuous fractures inside a body B. Then the total area of the crack surfaces can be described
by an area integral over T . By introducing a crack density function Γl(d,∇d) the total crack area can be described by
the volume integral as,

Γ =

∫
T

d A ≈
∫
B
Γl(d,∇d) dV where Γl(d,∇d) :=

1
2l

d2
+

l
2
|∇d|2. (7)

Here l indicates a length scale that controls the width of the smooth approximation of the crack. The assigned scalar
phase-field values 0 and 1 represent the intact and completely damaged region, respectively. The phase-field value
between 0 < d < 1 indicates a partially damaged material state at the corresponding material point. The regularized
crack surface can be further extended to the anisotropic case as,

Γl(d,∇d,w) :=
1
2l

d2
+

l
2
ω : (∇d ⊗∇d), (8)
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where ω is a second-order structural tensor, which is invariant with respect to rotations for characterizing the material
anisotropy [47]. This tensor can be defined as,

ω = 1+ β(1−m⊗m), (9)

where 1 denotes the second-order identity tensor; m indicates the unit normal vector to the potentially preferred
cleavage plane; β ≫ 1 is the parameter penalizing fracture on planes not normal to the unit vector m. The isotropic
crack surface energy function in (7) can be recovered by setting β = 0.

To capture the anisotropy inherent in the crystalline materials, we associate the orientations of each slip plane as a
potential cleavage plane. Adopting the multi-phase-field technique firstly introduced by Oshima et al. [53] and further
developed in Nguyen et al. [54,55], we assign multiple phase fields d = {d1, d2, . . . , dn} to quantify the damage
accumulation on each slip plane normal to the unit vector mi . Therefore, the total crack length can be defined by the
summation of each anisotropic crack density function which is rewritten as [54,55],

Γl(d,∇d,ω) =
∑

i

[
1
2l

(di )2
+

l
2
ωi : (∇di ⊗∇di )

]
,

where ωi = 1+ β(1−mi
⊗mi ). (10)

For convenience, we use the underline to denote a set of variables. In analogy to (6), mi corresponds to mα — the unit
normal vector of each crystallographic slip plane. The length scale l and penalizing parameter β are assumed to be the
same for each slip system. These parameters may further differentiate for each slip system based on the microscopic
information of crystalline materials.

2.4. Balance of linear momentum and microforce

In this section, we derive the balance of linear momentum and microforce for single crystals with damage via
the principle of virtual power. The virtual-power formulation of the single crystal using microforce balance is well
established and has been described in the literature (cf. Gurtin et al. [36]). Based on this standard theory, De Lorenzis
et al. [78] extended the virtual power formulation by introducing an additional microforce balance associated with
a crack phase field. Our new contribution is to extend this work for the multi-phase-field formulation coupled with
crystal plasticity. We postulate the existence of multiple microforces, each microforce conjugates to a phase field for
anisotropic damage in a single crystal. Furthermore, we extend this framework to incorporate thermal diffusion such
that non-isothermal condition can be simulated. For simplicity, we limit our analysis within the small deformation
range and the small temperature difference assumption (cf. Anand and Gurtin [72]). As described in Section 2.2, the
thermal expansion effect is included in the elastic stored energy function (41) based on the standard virtual power
formulation [72]. This treatment may be sufficient for a geological disposal under the limited temperature change
condition for low-level radioactive waste materials, for example, generated by military activities (e.g., the Waste
Isolation Pilot Plant, WIPP) [6,79].

The standard derivation procedure using the principle of virtual power for phase-field modeling of fracture in a
single-crystal is described in great detail in Gurtin et al. [36], De Lorenzis et al. [78]. Here we briefly outline the
expression of virtual power formulations including macroforce (i.e., the total Cauchy stress), microforce for a single
crystal, and additional microforces for multiple phase fields associated with the resultant balance equations. In a
domain B, the internal power (I) over a subregion P ⊂ B may take the form of,

I(P) =
∫
P

σ : ϵ̇e dV +
∑
α

∫
P
πα γ̇ α dV +

∑
i

(∫
P

ξ i · ∇ḋi dV +
∫
P
πi ḋi dV

)
, (11)

where σ indicates the Cauchy stress with the power-conjugate to ϵ̇e; πα denotes the microscopic force associated with
the slip rate γ̇ α; ξ i is the microscopic stress power-conjugate to ∇ḋi ; and πi is the microscopic internal body force
(power conjugate to ḋi ). Note that the summation convention is not employed regarding indices related to multiple
phase-fields. Each phase-field variable corresponds to the direction of a crystalline slip system. As mentioned in
Section 2.1, σ is a total stress considering damage to the material obtained by (1). The calculation of the total stress
and a stress update algorithm will be explained in a later section. Now we assume that the external power (W) acting
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upon P ⊂ B has the form as,

W(P) =
∫
∂P

t(n) · u̇ d A +
∫
P

b · u̇ dV +
∑

i

(∫
∂P
χi (n) · ḋi d A +

∫
P
λi ḋi d A

)
, (12)

where t is the traction vector with outward unit normal n; b is the macroscopic body force; χi and λi are the
microscopic external traction and body force, respectively, both power-conjugate to ḋi . Note that a scalar external
virtual microscopic force power conjugate to γ̇ α is not considered [36]. An additional assumption is made such that
each field, that is u̇, ϵ̇e, γ̇ α , and ḋi , is known at some arbitrary known but at fixed time and can be independently
specified within the kinematic constraints, (3) to (5), as

∇
symũ = ϵ̃e

+

∑
α

γ̃ αSα. (13)

By denoting each virtual field by ũ, ϵ̃e, γ̃ α , and d̃i , a generalized virtual velocity V can be defined by [36,72,78] ,

V = (ũ, ϵ̃e
, γ̃ , d̃ ). (14)

Then the principle of virtual power is the requirement that, I(P,V) =W(P,V), that is,∫
P

σ : ϵ̃e dV +
∑
α

∫
P
πα γ̃ α dV +

∑
i

(∫
P

ξ i · ∇d̃i dV +
∫
P
πi d̃i dV

)
=

∫
∂P

t(n) · ũ d A +
∫
P

b · ũ dV +
∑

i

(∫
∂P
χi (n) · d̃i d A +

∫
P
λi d̃i d A

)
, (15)

for all virtual velocities V . Again, the derivation of balance equations is straightforward (e.g., Gurtin et al. [36],
De Lorenzis et al. [78], Anand and Gurtin [72]), thus resulting in the following final expressions:

∇ · σ + b = 0, (Linear momentum) (16)
t(n) = σ · n, (Macroscopic traction) (17)
πα = τ α with τ α = Sα : σ , (Microscopic force balance for each slip system) (18)
∇ · ξ i − πi + λi = 0, (Microscopic force balance for each phase field) (19)
χi (n) = ξ i · n. (Phase-field microscopic traction) (20)

Here τ α indicates the Schmid stress or the resolved shear stress, which represents the macroscopic stress σ resolved
on the slip system α. In addition, the number of (19) and (20) is consistent with the number of each phase-field
corresponding to the slip system of single-crystal halite. We further note that the macroforces and microforces are
related based on (18) such that τ α represents the force applied on the lattice of a single crystal for dislocations on
the slip system α while πα constitutes internal forces on the slip system α [36]. The multiple phase-field variables,
however, do not show clear relations associated with the macroforce and the microforce on the slip systems. This
interaction is established based on our choice of a free energy functional, which will be covered in a later section.

2.5. Energy balance equation and dissipation inequality

To capture the thermo-mechanical behavior of a single crystal, we present an energy balance equation which
includes contributions of heat conduction, mechanical dissipation, and structural heating. The first law (energy
balance) can be expressed in a local form,

ė = σ : ϵ̇ −∇ · q+ rθ , (21)

where e is internal energy per unit volume; q is the heat flux vector; rθ is the heat source term. This equation can be
rewritten in greater detail by including the dissipation of the plastic slip and the work done by the growth of phase
field (15). Recall that the rate of the phase-field change is power conjugate to the microforce (cf. Gurtin [80], Borden
[81]). The balance of energy, therefore, reads,

ė = σ : ϵ̇e
+

∑
α

πα γ̇ α +
∑

i

(
ξ i · ∇ḋi + πi ḋi

)
−∇ · q+ rθ . (22)
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Then the second law of thermodynamics (Clausius–Duhem inequality) is,

Dint = η̇ +∇ ·
(q
θ

)
−

rθ
θ
≥ 0, (23)

in which η is an entropy term, and θ is absolute temperature. Here the flux vector (q) can be expressed using Fourier’s
law for heat conduction,

q = −κ · ∇θ, (24)

where κ is the thermal conductivity tensor. In addition, we may recall the Helmholtz free energy (ψ) which shows the
relation between the internal energy (e) and entropy (η) as,

ψ = e − θη. (25)

Therefore, the dissipation inequality (Dint) can be rewritten as,

Dint = σ : ϵ̇e
+

∑
α

πα γ̇ α +
∑

i

(
ξ i · ∇ḋi + πi ḋi

)
−
(
ηθ̇ + ψ̇

)
−

1
θ

q · ∇θ ≥ 0. (26)

Now we consider the Helmholtz free energy function for thermo-elasto-plastic crystal materials of the following form,

ψ = ψ̂(ϵe, s, θ, d,∇d), (27)

where ϵe is the elastic strain; θ the temperature; d a set of crack phase-fields and its gradient ∇d; s a set of a local
scalar measure related to the plastic slip accumulation for each slip system defined by,

ṡα := γ̇ α ≥ 0 where sα(t) =
∫ t

0
γ̇ αdτ. (28)

The substitution of (27) into (26) induces the dissipation inequality as the following form,(
σ −

∂ψ̂

∂ϵe

)
: ϵ̇e +

∑
α

πα γ̇ α −
∑
α

∂ψ̂

∂sα
ṡα +

∑
i

(
πi −

∂ψ̂

∂di

)
ḋi

+

∑
i

(
ξ i −

∂ψ̂

∂∇di

)
· ∇ḋi −

(
η +

∂ψ̂

∂θ

)
θ̇ −

1
θ

q · ∇θ ≥ 0. (29)

Well-known arguments (e.g., Standard Coleman–Noll arguments) lead to the constitutive relations for the Cauchy
stress and entropy, respectively,

σ =
∂ψ̂

∂ϵe
, η = −

∂ψ̂

∂θ
. (30)

We then further derive the dissipation inequality by following the individual group terms. The inequality related to
each phase-field variable can be expressed as,∑

i

(
πi −

∂ψ̂

∂d

)
ḋi +

∑
i

(
ξ i −

∂ψ̂

∂∇di

)
· ∇ḋi ≥ 0, (31)

which leads to the phase-field microscopic constitutive equations as,

πi =
∂ψ̂

∂di
and ξ i =

∂ψ̂

∂∇di
. (32)

Substitution of (32) into (19) with the assumptions of no microscopic body force (λi = 0) leads to the multi-phase-field
equations as,

∇ ·

(
∂ψ̂

∂∇di

)
−
∂ψ̂

∂di
= 0. (33)

Note that previous phase field fracture models, such as the time-regularized viscous crack propagation mode in
Miehe et al. [44], often introduce dissipation function that depends on rate of phase field and that of the phase field
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gradient. Such an extension is out of the scope of this study but will be considered in the future. Interested readers are
referred to previous works, such as Miehe et al. [44], Mota et al. [82], Stainier and Ortiz [83], Yang et al. [84], for
a variational consistent way to introduce rate-dependence for path-dependent materials. Based on (30) and (32), the
reduced dissipation inequality becomes,∑

α

πα γ̇ α −
∑
α

∂ψ̂

∂sα
ṡα  

Dp

−
1
θ

q · ∇θ ≥ 0, (34)

where Dp denotes the plastic dissipation rate. Considering the definition of gα , the inequality (34) can be further
reduced to,∑

α

(πα γ̇ α + gα ṡα)−
1
θ

q · ∇θ ≥ 0, where gα = −
∂ψ̂

∂sα
, (35)

in which the thermodynamic force gα power-conjugate to ṡα is introduced. Finally, the balance of energy is obtained
by substituting the free energy (25) into (22):

ψ̇ + η̇θ + ηθ̇ − σ : ϵ̇e
−

∑
α

πα γ̇ α −
∑

i

(
ξ i · ∇ḋi + πi ḋi

)
+∇ · q− rθ = 0. (36)

This equation can be rewritten by combining the constitutive relations of (30) and (32) as,

− θ
∂2ψ̂

∂θ2 θ̇ =
∑
α

(πα γ̇ α + gα ṡα)+
∑
α

(
θ
∂2ψ̂

∂θ∂sα
ṡα
)
+

∑
i

(
∂2ψ̂

∂θ∂di
ḋi +

∂2ψ̂

∂θ∂∇di
· ∇ḋi

)
θ

+ θ

(
∂2ψ̂

∂θ∂ϵe
: ϵ̇e

)
−∇ · q+ rθ . (37)

Considering a choice of a free energy function in (40), we may reduce the equation as,

−θ
∂2ψ̂

∂θ2  
cv

θ̇ =
∑
α

(πα γ̇ α + gα ṡα)+ θ

(
∂2ψ̂

∂θ∂ϵe
: ϵ̇e

)
  

Dmech−Hθ

−∇ · q+ rθ , (38)

which can be written in a simplified expression by Simo and Miehe [85],

cv θ̇ = [Dmech − Hθ ]−∇ · q+ rθ . (39)

Here cv is the specific heat per unit volume at constant deformation; Dmech denotes the contribution to the dissipation
due to pure mechanical load and/or thermal flow, which may be consistent in the form of βσ : ϵ̇ p with β the Taylor–
Quinney coefficient; Hθ is the non-dissipative (latent) thermoelastic structural heat or cooling.

2.6. A specific free energy functional

We derive the explicit expressions for the balance equations by choosing the following stored free energy
functional:

ψ = ψ̂e(ϵe, θ, d)+ ψ̂ p(s, d ; θ )+ ψ̂c(d,∇d, ω)+ ψ̂θ (θ ). (40)

The elastic part ψ̂e is composed of the thermoelastic strain energy (we) considering the thermal expansion
[71,72,84,86–88], which is multiplied by the degradation function g(d) for damage evolution:

ψ̂e
= g(d)we(ϵe, θ) with we(ϵe, θ) =

1
2
ϵe
: Ce
: ϵe
− 3αK (θ − θ0) tr ϵe. (41)

Firstly, the degradation function g(d) for multiple phase-field can be assumed to have a simple form [54,55]
as,

g(d) = (1− k)
∏

i

(1− di )2
+ k. (42)



S. Na, W. Sun / Comput. Methods Appl. Mech. Engrg. 338 (2018) 657–691 667

This function has been chosen such that g′(di = 1) = 0 to guarantee that the strain energy density function takes
a finite value as the domain is locally cracked. The small parameter k ≪ 1 is introduced for maintaining the well-
posedness of the problem for partially broken part of the domain (cf. Heister et al. [89], Nguyen et al. [54,55]). Next
Ce denotes the fourth-order elasticity tensor, which may constitute the isotropic or cubic symmetry for crystalline
materials. α is the thermal expansion coefficient for isotropic behavior, K is the bulk modulus, and θ0 denotes a fixed
reference temperature. To avoid crack propagation under compression, the elastic strain can be further decomposed
into a positive part we

+
and negative part we

−
by the spectral decomposition or the volumetric and deviatoric split

[55,71,90,91].

ψ̂e
= g(d)we

+
+ we

−
, (43)

where the description of we
+

and we
−

for crystalline materials will be revisited in the following section.
We then take the contribution of plastic work for crack growth into account to simulate ductile fracture behavior.

The simple equation for the plastic work may have the form:

ψ̂ p
= g(d)p

⟨w p
− w

p
0 ⟩, where g(d)p

= g(d) and w p
=

1
2

∑
α

h(sα)2. (44)

In our formulation, the plastic work is temperature-dependence due to the incorporation of temperature-dependent
creep motion (see the viscoplastic flow rule in (60)). Nevertheless, we follow the treatment in [85] and assume that
the free energy function is temperature-independent for simplicity. As such, the thermoelastic heating contains no
latent plastic terms and is in fact identical to the Gough–Joule effect, as explained in Simo and Miehe [1992]. A more
comprehensive treatment that considers the plastic contribution in thermo-plastic solids can be found in recent work
by Aldakheel [70].

Here the degradation function for plastic work is assumed to be identical to that of the elastic work, and a plastic
work threshold w p

0 may be introduced for controlling the plastic deformation in ductile fracture (e.g., Borden et al.
[91], Miehe et al. [71]). The angle bracket operator is defined as,

⟨x⟩ =
{

0 if x < 0
x if x ≥ 0. (45)

The plastic work ωp comes from the hardening contribution, which is consistent with the Taylor hardening in (58).
Therefore, the thermodynamic force gα power-conjugate to ṡα in (35) can be explicitly described as,

gα = −
∑
α

hsα. (46)

The stored energy function ψ̂c(d,∇d, ω) describes the total anisotropic crack surface energy. The total crack
density formulation is previously defined by (10) based on the diffusive crack topology using the multi-phase-field
approximation (Section 2.3). By assuming the same fracture energy for each slip direction (or the same energy release
rate, Gc), the total crack energy function can be expressed as,

ψ̂c
= Gc

∑
i

[
1
2l

(di )2
+

l
2
ωi : (∇di ⊗∇di )

]
. (47)

The purely thermal contribution on the stored energy function ψ̂θ constitutes the heat transfer, in which the equation
of ψ̂θ may have a simple form as [71,84,86–88,92,93],

ψ̂θ
= cv

[
(θ − θ0)− θ log(θ/θ0)

]
, (48)

where cv is the specific heat defined in (37). The specific heat is assumed to be a constant for single-crystal halite
based on Urquhart and Bauer [3]. In addition, we simplify the thermal-mechanical-fracture coupling problems by
assuming that the stored thermal energy is not affected by fracture (cf., Miehe et al. [71]).

Finally, the microscopic multiple phase-field evolution equation for each phase of (33) now becomes,

2(1− di )Hi +
Gc

l
di + Gcl∇ · (ωi · ∇di ) = 0, (49)
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where Hi is the strain-history functional that governs the evolution of the irreversible crack propagation (cf. Nguyen
et al. [54, 55]). This functional may take the following form,

Hi = max
τ∈[0,t]

⎧⎨⎩∏
j ̸=i

(1− d j )2 [we
+
+ ⟨w p

− w
p
0 ⟩
]⎫⎬⎭ . (50)

3. Constitutive law

In this section, we present the constitutive law to capture the anisotropic behavior of crystalline materials. We
combine the multi-phase-field method and the single-crystal plasticity theory to replicate the damage-elasto-plastic
behavior via the effective stress theory (e.g., Lemaitre [94], Simo and Ju [95], Ju [96], de Borst et al. [97]). The
effective stress theory hypothesizes that there exists an effective stress space where local stresses are redistributed
to the effective area such as the undamaged skeleton of the body, undamaged material micro-bonds, the vicinity of
growing voids. In addition, we also employ the hypothesis of strain equivalence. This assumption states that the strain
caused by applying the total stress on the actual damaged material is the same as the strain caused by applying the
effective stress on the fictitious undamaged material. As a result, the local elastoplastic constitutive responses and the
evolution of internal variables can be resolved in a decoupled manner. While this technique is often employed for
coupling damage and plasticity models (e.g., de Borst and Verhoosel [60]), Choo and Sun [61] have recently used
this technique to couple a pressure-dependent plasticity model and the phase-field fracture framework.

Recalling the specific free energy function, (40) and (41), with the constitutive relation (30) reaches that the Cauchy
stress, or total stress, can be resolved as,

σ =
∂ψ̂

∂ϵe
= g(d)σ̂ with σ̂ = Ce

: ϵe
− 3αK (θ − θ0)1, (51)

where σ̂ denotes the effective stress or damage effective stress. It should be noted that the term effective stress of
this study is different from that of porous media, in which the effective stress indicates the stress of the solid skeleton
when saturated or partially saturated with fluid. (e.g., Coussy [98], Sun [99], Sun et al. [100], Sun [101], Wang and
Sun [102], Na and Sun [103,104], Choo and Borja [105], Choo et al. [106]). The stress update algorithm for the
multi-phase-field approach coupled to crystal plasticity is described in Algorithm 1.

3.1. Single-crystal elasticity

In this study, the elastic response of single-crystal halite is described by the fourth-order elasticity tensor Ce as in
(41) and (51). As a crystal structure having cubic symmetry, single-crystal halite can be represented by three elastic
constants, C11, C12, and C44, where the x , y, and z axes are aligned with the crystallographic axes (e.g., Hirth
and Lothe [107], Wachtman et al. [108]). Apart from the anisotropic features originated from the microstructure,
the elastic behavior of halite depends on temperature, pressure, and loading conditions (e.g., Durand [109], Bartels
and Schuele [110]). Therefore, the experimental set-up including sample preparation process is an integral part to
estimate the elastic parameters. There have been many efforts to measure the elastic constants of natural rock salt.
According to Birch [111], the ultrasonics, one of the dynamical methods, may be the best technique to estimate the
elastic properties of halite including its aggregates. One of the pioneering works was proposed by Oliver and Pharr
[112], in which the load–displacement data from indentation experiments is used for determining elastic modulus of
materials. Here we assume that the effect of elastic anisotropy is minor compared to the effect of plastic and damage
anisotropy, following the standard assumption in crystal plasticity [113]. A more accurate model may apply the Zener
anisotropy factor (cf. Clayton [73] p. 559) to estimate how severe the assumption of elastic isotropy is for halite.
The optimal estimation of material parameters via inverse problems or optimization procedure, and the calculation
of Zener anisotropy factor for halite are out of the scope but will be considered in future work. The average bulk
modulus (K ) and Poisson’s ratio (ν), obtained from single-crystal data in Carter and Norton [67], are presented in
Table 1.

The thermoelastic strain energy (we) in (41) can be rewritten in terms of volumetric and deviatoric strain
as,

we
=

1
2

K (ϵe
v)

2
+ µ

(
ϵe

d : ϵ
e
d

)
− 3αK (θ − θ0)ϵe

v, with ϵe
=

1
3
ϵe
v1+ ϵe

d , (52)
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Table 1
Material properties of the specimens for the numerical simulations.

Parameters Description Value Unit

K Bulk modulus 25.0 GPa
ν Poisson’s ratio 0.25 –
τ Critical resolved shear stress 5.0 ×10−3 GPa
h Hardening parameter 1.0 ×10−1 GPa
Gc Fracture energy 1.15 J/m2

l Length scale 1.0 ×10−5 m
β Anisotropy factor 40.0 –
Q Activation energy 14.0 kcal/mol
R Gas constant 1.986 ×10−3 kcal/mol/K
C0 Shape factor 1.0 –
p Exponent parameter 10.0 –
α Thermal expansion coefficient 11.0 ×10−6 1/K
cv Specific heat 2.0 ×106 J/m3/K
κ Thermal conductivity 2.0 W/m/K

where K and µ are the elastic bulk and shear moduli, respectively, ϵe
v = tr ϵe is the volumetric strain, and

ϵe
d is the deviatoric strain tensor. By decomposing the elastic strain into volumetric and deviatoric contributions,

we can further separate the thermoelastic strain energy as follows to prevent unrealistic crack propagation under
compression:⎧⎪⎨⎪⎩

we
+
:=

1
2

K ⟨ϵe
v⟩

2
+
+ µ

(
ϵe

d : ϵ
e
d

)
− 3αK (θ − θ0)⟨ϵe

v⟩+

we
−
:=

1
2

K ⟨ϵe
v⟩

2
−
− 3αK (θ − θ0)⟨ϵe

v⟩−

. (53)

This additive volumetric–deviatoric split is proposed by Amor et al. [114], while the split of the compressive and
tensile components via spectral decomposition can be found in Miehe et al. [45].

3.2. Single crystal plasticity

This section presents the stress update algorithm for single-crystal plasticity on effective stress space. The unified
fully implicit return algorithm for both rate-independent and rate-dependent settings is implemented based on [41].
Within this framework, a multisurface-type model with the elastic domain is used as in [38], and the power-law-
type viscoplastic slip rate is introduced for single-crystal halite. This slip-rate equation takes temperature- and rate-
dependent effects into account to describe the dislocation creep. For the rate independent limit, the pseudo-inverse
method based on the singular value decomposition (SVD) is used to obtain the pseudo-inverse of the Jacobian matrix
in the constitutive equations (e.g., Anand and Kothari [40], Miehe and Schröder [41]).

Following (4), we first denote the homogeneous strain rate ϵ̇ in a crystal and consider its additive decomposition
into elastic (ϵ̇e), plastic (ϵ̇ p), and thermal (ϵ̇θ ) parts, respectively.

ϵ̇ = ϵ̇e
+ ϵ̇ p

+ ϵ̇θ . (54)

The plastic component coming from the slips on crystallographic planes results in the following expression (cf. (5)):

ϵ̇ p
=

∑
α

γ̇ αSα. (55)

Again, γ̇ α and Sα denote the plastic slip rate and the symmetric part of the Schmid tensor on α-slip system,
respectively.

Now we present the stress update algorithm for a crystal with 2N potentially active slip systems, J :=

{1, 2, . . . , 2N }. Considering the microforce balance equation (18) for the slip system and crystal plasticity theory
(e.g., Miehe and Schröder [41], Borja and Rahmani [42], de Souza Neto et al. [37]), the yield condition can be
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expressed as a function of the Schmid resolved shear stress (τ α) and the critical resolved shear stress (τ αY ) for each
slip system. Here we set up the yield condition based on the effective stress and critical resolved shear stress (e.g., Qi
and Bertram [115], Ekh and Runesson [59]),

f α = τ α − τ αY , where τ α = σ̂ : Sα. (56)

Then a non-smooth convex elastic domain in the stress space can be defined as,

E =
{
(σ̂ , ταY ) | f α ≤ 0 for α = 1, 2, . . . , 2N

}
. (57)

The evolution of these resistances within a multislip deformation process is governed by the hardening equations,

τ̇ αY = h
2N∑
β=1

γ̇ β . (58)

The hardening of the yield surface is characterized by the simple Taylor hardening law that introduces only one
additional material parameter, i.e., the plastic modulus (h). Here we rewrite the plastic strain rate in Koiters’s form for
rate-dependent single-crystal plasticity as,

ϵ̇ p
=

2N∑
α=1

γ̇ α
∂ f α

∂σ̂
=

2N∑
α=1

γ̇ αSα, (59)

where the slip rate γ̇ α satisfies a constitutive viscoplastic form under loading conditions to incorporate plastic flow
by the dislocation creep motion in single-crystal halite as (cf. Wawersik and Zeuch [116], Miehe and Schröder [41],
Hansen et al. [19]):

γ̇ α = C0 exp
(
−

Q
Rθ

)[(
f α+

τ αY
+ 1

)p

− 1
]
. (60)

Here C0 represents a fitting parameter; Q is the activation energy; R is the universal gas constant; θ is the absolute
temperature; p is a strain-rate-sensitivity exponent. The overstress function f α+ is defined by,

f α+ :=
{

f α if f α > 0
0 otherwise . (61)

The slip rate γ̇ α takes the form of (60) such that the rate dependence can be introduced into the plastic constitutive
responses [72]. Note that the dislocation creep equation obtained from the experiments (e.g., Wawersik and Zeuch
[116]) is not originally intended for describing a microscopic slip-system response. Instead, it was used to describe
the macroscopic response of a specimen. Nevertheless, we hypothesize that the creeping equation of the slip system
takes a similar form. To minimize the discrepancy between simulated results and experimental data, we calibrate the
material parameters by solving the inverse problems [117,118]. A brief explanation of this procedure is discussed in
Appendix A.

The unified stress update algorithm on effective stress space is outlined for both rate-independent and rate-
dependent crystal plasticity frameworks. Algorithm 1 describes the elastic predictor phase on effective space, while
the plastic corrector and determination of active slip systems are performed in Algorithm 2. In the rate-dependent
case, the viscoplastic regularization of single-crystal plasticity for halite (60) is used. At the rate-independent limit,
the slip rate γ̇ α satisfies the classical Kuhn–Tucker conditions [41,42,64,119]:

γ̇ α ≥ 0, f α ≤ 0, γ̇ α f α = 0, (62)

for all α. Furthermore, the inverse of the Jacobian (D) can be obtained directly if it is non-singular. If the loading
rate is sufficiently low such that the response is approaching the rate-independent regime, the Jacobian (D) may
become singular. In this case, the Moore–Penrose pseudo-inverse, which can be determined via the singular value
decomposition (SVD), is used to compute the incremental plastic slip (cf. Anand and Kothari [40]). For brevity, we
drop the subscript n + 1 for variables pertaining to the time tn+1.

In Algorithm 1 we assemble the trial active set by checking the yield conditions for each slip system (56) under the
given temperature θ . When the trial active set is empty, the material is in the purely elastic regime. If the trial active
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Algorithm 1 Elastic predictor phase on effective stress space
1: At integration point compute strain increments ∆ϵ

2: Compute effective trial stress σ̂
tr
= σ̂ n + Ce

: ∆ϵ

3: Assemble trial active set A tr
= {α ∈ J | σ̂ tr

: Sα − τ αY,n > 0}
4: if A tr

= Ø then
Elastic response: set σ̂ = σ̂

tr, τ αY = τ
α
Y,n , A = Ø,

C = Ce, and exit
5: else

Plastic response: call Algorithm 2
Update σ̂ , τ αY , and A
C← Cep, and exit

6: end if
7: Resolve total stress σ = g(d)σ̂

set contains any element, Algorithm 2 is triggered and the Newton iteration for the plastic response is performed. In
this iteration step, the active slip system is successively checked and reassembled followed by two constraints. Firstly,
we check γ α in the trial active set whether each parameter violates the discrete loading conditions, (60) and (62), in
the sense γ α ≤ 0. If this is the case, we drop the slip system from the active set A and restart the local Newton
iteration. Secondly, we check the yield conditions again for the slip systems, not in the current trial active set. We
then reassemble the active set and restart the local Newton iteration by initializing γ α = 0 for all α ∈ A . Otherwise,
Algorithm 2 is terminated, and the updated parameters are forwarded to Algorithm 1 for the total stress calculation.

4. Variational formulation

This section describes a finite element formulation that combines the multi-phase-field and the crystal plasticity
for modeling thermo-mechanical behaviors of single-crystal halite. We first derive the variational form of thermo-
mechanical problems with multiple phase fields representing damage along preferential directions. This is followed
by the description of a staggered scheme for solving the equilibrium (momentum and energy balances) and multiple
phase-field equations in Section 5.

4.1. Galerkin form

We consider a domain B with its boundary ∂B composed of Dirichlet boundaries (solid displacement ∂Bu,
temperature ∂Bθ ) and von Neumann boundaries (solid traction ∂Bt, heat flux ∂Bq) satisfying,{

∂B = ∂Bu ∪ ∂Bt = ∂Bθ ∪ ∂Bq

∅ = ∂Bu ∩ ∂Bt = ∂Bθ ∩ ∂Bq.
(63)

The prescribed boundary conditions (Dirichlet and von Neumann boundary conditions) read,⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

u = u on ∂Bu,

σ · n = t on ∂Bt,

θ = θ on ∂Bθ ,
−n · q = q on ∂Bq,

∇d · n = 0 on ∂B,

(64)

where n is the outward unit normal on surface ∂B. For model closure, the initial conditions are imposed as,

u = u0, θ = θ0 at t = t0. (65)
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Algorithm 2 Plastic integrator and determination of active slip systems
1: Initialize active set A = An

2: Set initial values for plastic slip iteration: γ α = 0 ∀α ∈ J
3: Get current effective stress: σ̂ = σ̂

tr
− Ce

:

(∑2N
α=1 γ

αSα
)

4: Compute the residuals for active slips systems (α, β ∈ A ) and construct the Jacobian (D)

rα = σ̂ : Sα − τ αY
p

√
η

∆t
γ α + 1

Dαβ
= Sα : Ce

: Sβ + h
( η
∆t
γ α + 1

)1/p
+ τ αY δ

αβ η

p∆t

( η
∆t
γ α + 1

)1/p−1

with τ αY = τ
α
Y,n +

∑
α∈A

hγ α; η = 1/
[

C0 exp
(
−

Q
Rθ

)]
5: if D is singular then

Perform singular value decomposition on D and obtain the Moore–Penrose pseudo inverse from SVD:

D̄−1
= VΣ̄

−1UT

6: else Compute D−1 by inversing D, then set D̄−1
= D−1 based on standard inversion

7: end if
8: Update incremental plastic slip: γ α ← γ α +

∑
α∈A (D̄−1

)αβrβ

9: If
(√∑

α∈A [rα]2 > tol
)

go to 3
10: Check the minimum loaded system (I) :
11: if γ α ≤ 0 for some α ∈ A then A ← {A \ α∗} and go to 2

where γ α
∗

= min[γ α] ∀α ∈ A
12: else go to 15
13: end if
14: Check the maximum loaded system (II):
15: if f α > 0 for some α ∈ J \A then A ← {A ∪ α∗} and go to 2

where f α
∗

= max[ f α] ∀α ∈ J \A
16: else Construct the consistent tangent-moduli:

Cep
:= Ce

−

∑
α∈A

∑
β∈A

(D̄−1
)αβ(Ce

: Sα)⊗ (Sβ : Ce)

17: end if
18: Return to Algorithm 1

In addition, we consider the trial space for the weak form that reads,

Vu =
{
u : B→ R3

|u ∈ [H 1(B)],u|∂Bu = u
}
, (66)

Vθ =
{
θ : B→ R|θ ∈ H 1(B), θ |∂Bθ = θ

}
, (67)

Vd =
{
d : B→ R|d ∈ H 1(B)

}
, i.e., Vdi =

{
di : B→ R|di ∈ H 1(B)

}
. (68)

Here H 1 denotes the Sobolev space of degree one. The number of di depends on how we define preferential directions,
which is consistent with the slip systems for single-crystal halite. The corresponding admissible spaces of variations
are defined as,

Vη =
{
η : B→ R3

|η ∈ [H 1(B)], η|∂Bu = 0
}
, (69)

Vψ =
{
ψ : B→ R|ψ ∈ H 1(B), ψ |∂Bθ = 0

}
, (70)

Vφ =
{
φ : B→ R|φ ∈ H 1(B)

}
i.e., Vφi =

{
φi : B→ R|φi ∈ H 1(B)

}
. (71)
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Therefore, the weighted residual statements of the balance of linear momentum, energy, and phase-field are: Find
u ∈ Vu, θ ∈ Vθ , and d ∈ Vφ such that all η ∈ Vη, ψ ∈ Vψ , and φ ∈ Vφ ,

G(u, θ, d, η) = H (u, θ, d, ψ) = L(u, θ, d, φ) = 0. (72)

Consider the governing equations given by (16), (37), and (49). Through the standard weighted residual procedure,
we obtain the variational equations as,

G : Vu × Vθ × Vd × Vη → R,

G(u, θ, d, η) =
∫
B
∇η : σdV −

∫
∂B

η · tdΓ = 0, (73)

H : Vu × Vθ × Vd × Vψ → R,

H (u, θ, d, ψ) =
∫
B
ψcv θ̇dV −

∫
B
ψ

[∑
α

(πα γ̇ α + gα ṡα)

]
dV −

∫
B
ψ
(
3αK 1 : ϵ̇e) θdV

+

∫
B
∇ψ · κ∇θdV −

∫
∂B
ψ q̄dΓ = 0,

(74)

L : Vu × Vθ × Vd × Vφ → R,

L i (u, θ, di , φi ) =
∫
B
φi [2(1− di )Hi ] dV +

∫
B

Gc

l

[
φi di + l2

∇φi · ωi · ∇di
]

dV, (75)

where Hi is previously defined by (50).

5. Operator-split solution strategies

Due to nonlinearity and path-dependence nature of the proposed model, linearizing the system of equations is
necessary if an implicit solver is used. In this work, the system of equations is multi-physical. As a result, this
system of equations can be solved either in a monolithic or operator-split manner [120,121]. As previous numerical
experiments with single phase-field problems show that the operator splitting approach may potentially be more robust
(e.g., Miehe et al. [45], Heister et al. [89]), we propose a semi-implicit iterative strategy. In this procedure, the multiple
phase fields are advanced followed by the thermo-mechanical solver, which updates the displacement and temperature
fields together. These sub-systems are iteratively updated until all the residuals are below the tolerance.

In the proposed operator-split setting, the crack driving force Hi (50) is fixed while the multiple phase-fields
are updated. As a result, the split multi-phase-field incremental problem becomes linear. The schematic of solution
strategies is summarized as follows:

⎡⎣un

θn

dn

⎤⎦ R(u,θ )=0
−−−−−→
δd=0

⎡⎣un+1
θn+1
dn

⎤⎦
  

Iterative solver

Linear solver  
R(d)=0 with Hn+1
−−−−−−−−−−→

δu=0, δθ=0

⎡⎣un+1
θn+1
dn+1

⎤⎦, (76)

where R(u, θ) and R(d) are residuals expressed as follows:

R(u, θ) :

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

∫
B
∇η : σ n+1dV −

∫
∂B

η · tn+1dΓ ,∫
B
ψcv

(
θn+1 − θn

∆t

)
dV −

∫
B
ψ

[∑
α

(παn

(
γ αn − γ

α
n−1

∆t

)
+ gαn

(
sαn − sαn−1

∆t

)]
dV

−

∫
B
ψ

[
3αK 1 :

(
ϵe

n − ϵe
n−1

∆t

)]
θn+1dV +

∫
B
∇ψ · κ∇θn+1dV −

∫
∂B
ψ q̄n+1dΓ ,

(77)

R(di ) :
{∫

B
φi
[
2(1− din+1 )Hin+1

]
dV +

∫
B

Gc

l

[
φi din+1 + l2

∇φi · ωi · ∇din+1

]
dV . (78)
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These equations are consistent with (73) to (75), in which the backward Euler method is used for time discretization
for heat transfer. Under the iterative solver in (76), the solutions are advanced followed by Algorithm 3. This procedure
requires the consistent tangent δR of the operator-split sub-problem, which is described in the following section. To
obtain the incremental updates of the multiple phase fields, the updated Hi from the displacement and temperature
variables at time tn+1 is incorporated into the linear phase field solver. We then update the phase-field variables as in
(76). To simplify the implementation, the temporal discretization of plastic dissipation and structural heating, i.e., the
term Dmech–Hθ in (38) is treated explicitly. As shown in previous works such as Wang and Sun [122,123,77], this
semi-implicit approach can be effective if used properly. Finally, it should be noticed that one may choose other
partition strategies to solve the same system of equations. For instance, the thermo-mechanical problem can also be
solved using an isothermal or adiabatic approach. The exploration of different partition strategies and the construction
of the proper pre-conditioners are important subjects but are out of the scope of this study.

Algorithm 3 Solution strategies using iterative and linear solvers
Require: Compute un+1, θn+1, and dn+1

1: Initialize: k = 0, uk
= un , θ k

= θn , and fix dn
2: while ∥ R(u, θ) ∥≥ Tolerance do
3: Compute ∆u, ∆θ :

δR(u, θ)
[
∆u
∆θ

]
= −R(u, θ)

4: Update uk+1, θ k+1[
uk+1

θ k+1

]
=

[
uk

θ k

]
+

[
∆u
∆θ

]
5: end while
6: un+1 ← uk+1, θn+1 ← θ k+1

7: Update: Hn+1 using updated un+1 and θn+1
8: Compute dn+1 by solving the linear problems of multiple phase-field variables
9: end

5.1. Linearization for the staggered algorithm

To obtain the numerical solution of the thermo-mechanical problems implicitly, the linearization of residuals of
the governing equations is required. Due to the usage of the iterative sequential solver, the operator-split residual will
only update one set of unknowns within one split iterative step. Hence the linearization is only consistent numerically
for the staggered solver but not for the monolithic counterpart. With this in mind, we first describe the linearization of
the balance of linear momentum with respect to the displacement and temperature as follows:

δG(u, θ, d, η) =
∫
B
∇η : C : δudV −

∫
B
∇ · η

[
g(d)3αK

]
δθdV, (79)

in which C = g(d)Cep can be obtained from the constitutive laws based on the effective stress concept (Algorithms 1
and 2). Likewise, the linearization of energy balance equation can be derived as follows:

δH (u, θ, d, ψ) =
∫
B
ψcvδθdV −

∫
B
ψδ

[∑
α

(πα γ̇ α + gα ṡα)

]
dV −

∫
B
ψδ

(
3αK 1 : ϵ̇e) θdV

−

∫
B
ψ
(
3αK 1 : ϵ̇e) δθdV +

∫
B
∇ψ · κδ(∇θ )dV .

(80)

We note that the plastic dissipation and structure heating terms in the energy balance equation (38) can be considered
as a source term due to internal mechanical work. The consistent linearization of these terms for full implicit
calculations requires complicated computations unless we employ automatic differentiation tools (e.g., Albany
[124–126]). We, therefore, adopt the semi-implicit scheme for the energy balance equations by combining the
backward Euler and forward Euler schemes (77). This procedure leads to the following tangent for the energy balance
equation,

δH (u, θ, d, ψ) =
∫
B
ψcvδθdV −

∫
B
ψ
(
3αK 1 : ϵ̇e) δθdV +

∫
B
∇ψ · κδ(∇θ )dV . (81)
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For completeness, we include the linearization of the multiple phase-field equations as follows:

δL i (u, θ, di , φi ) =
∫
B
−2φiHiδdi dV +

∫
B

Gc

l

[
φiδdi + l2

∇φi · ωi · δ(∇di )
]

dV . (82)

Note again that this equation is for phase-field variable di , and other phase-field variables exhibit identical expressions.

6. Numerical examples

We present numerical examples to validate and evaluate the applicability of the proposed combined multi-phase-
field crystal plasticity model for single-crystal halite. Firstly, plane strain (2D) tests are used to investigate influence of
different orientations of the slip system on anisotropic behavior of halite. In particular, we compare the stress–strain
curves, plastic slips, and crack phase fields obtained from multiple simulations with different relative angles between
the slip-system and the loading direction. Then, we conduct additional tests with different mechanical and thermal
boundary and initial conditions to evaluate the thermo-mechanical coupling effects of halite. A two-dimensional
tension test with an existing crack is set up to examine how rate-dependence affects the onset and propagation
of anisotropic fracture. Finally, to provide an insight on how grain boundary toughness affects the macroscopic
mechanical behaviors, we conduct three tensile loading simulations on bicrystals with the same crystal properties
but with grain boundary exhibiting different critical energy release rates.

The material properties, such as stiffness, strength, thermal parameters, activation energy, of halite depend
significantly on the environmental and loading conditions. In an idealized case in which experimental data are
sufficient, a subset of material parameters can be determined from the first principle, while the rest of the material
parameters are then inferred by solving inverse problems (e.g., Wang et al. [118], Wang and Sun [127], Liu et al.
[117]). However, due to the complexity of the inverse problems that involve both crystal plasticity and anisotropic
fracture, such an approach is not used but will consider in the future study. As an alternative, the material parameters
used in this study are obtained from the various sources in the literature. Firstly, the elastic moduli and fracture energy
of single-crystal halite are obtained from the previous study by Tromans and Meech [128]. The length scale l in
Table 1 is on the order of mesh size and is used as a regularization parameter [55,114,129]. Meanwhile, the critical
resolved stress, hardening parameter, and creep parameters are obtained from Wenk et al. [130], Wawersik and Zeuch
[116]. The thermal parameters including the specific heat, thermal conductivity, and thermal expansion coefficients of
halite were studied by Urquhart and Bauer [3]. The material properties used in this study are summarized in Table 1.
Note that some of these material parameters, such as thermal conductivity, heat capacity, hardening parameter, and
activation energy, are strictly speaking temperature dependent [70]. For instance, experimental data in Urquhart and
Bauer [3], Birch and Clark [131], Smith [132] have shown that the thermal conductivity of single-crystal halite may
be reduced by half from −75 to 100 ◦C whereas the specific heat remains close to 2.0 MJ/m3/K. Nevertheless, these
measurements are highly dependent on the experimental settings and the discrepancies among different data sets are
large compared to the statistical noise. As a result, due to the fact that the geological disposal for nuclear waste is
expected to operate in a higher temperature range [1], and the lack of sufficient experimental data to incorporating the
temperature dependence of all the aforementioned material parameters, the temperature dependence of these material
parameters is not considered in this work.

The implementation of the numerical model leverages Geocentric, a massively parallel finite element code for
geomechanics, which is built on the open-source finite element library deal.II [133,134] interfaced with the p4est
mesh handling library [135], and the Trilinos project [136]. This code base has been widely used in previous studies
including multiphysics problems (e.g., Choo and Borja [105], White et al. [121], White and Borja [137,138], Na and
Sun [104], Na et al. [48], Borja and Choo [139]).

6.1. Effect of crystal orientations

In this section, numerical examples are presented to investigate the anisotropic mechanical behavior of single-
crystal halite when subjected to loadings under different orientations of the slip system. Fig. 3 depicts the boundary
conditions and the definition of Euler angles for rotating the slip system. For boundary conditions, the horizontal
directions are constrained on both top and bottom surfaces of the sample. The bottom surface is further constraint
along the vertical direction, and the displacement boundary condition is applied at the top surface to compress the
sample. Note that the influence of confining pressure is not considered, but its effect considering the grain boundary
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Fig. 3. Analysis of material anisotropy by changing the orientation of the slip system, (a) the set-up for plane strain compression test, (b) the
definition of Euler angles (φ, ψ) in the three-dimensional plane (reproduced from Borja [65]) including the slip system of single-crystal halite (see
each slip system in Fig. 2).

simulation will be covered in future study. As can be seen from Figs. 2 and 3, two cleavage planes (or slip planes)
projected onto the 2D plane are used for directional information of multi-phase-field calculations. To be specific,
unless changing orientations of the slip systems, each cleavage plane aligns to 45◦ and 135◦ directions onto 2D
(x-horizontal, y-vertical) plane, respectively. While such a simplified treatment can be physically reasonable in a plane
strain idealized setting, a more comprehensive modeling effort should consider the non-coaxial cases. For instance,
fracture planes that are more likely to fail, such as {100} (cf. Wenk et al. [130]), can be associated with one of the phase
fields. This improvement will be considered in future studies. We note that the full set of {110}⟨11̄0⟩ slip systems is
considered for dislocation slip in crystal plasticity calculations, while the two slip planes are assumed to be aligned
with the fracture planes.

For halite or other FCC crystals undergoing plane deformation, it is not essential to consider the whole set of the
slip systems in the crystal plasticity model if the planar double-slip model is used [37,140]. This simplified model has
been introduced in the pioneering study reported in Rashid and Nemat-Nasser [140] where only two “effective” slip
systems whose slip and normal directions lie on the plane of loading. In this work, we follow the notation in Borja and
Wren [39], Borja and Rahmani [42], Borja [65] and use two Euler angles, (φ,ψ), to describe the orientation of the
crystal axes relative to the fixed reference system. We firstly use the default orientation (i.e., the slip orientations as in
Fig. 2), and then set φ to 10◦ and 30◦, respectively, to rotate the slip system on the x–y plane. Due to the constraint
at the top and bottom surfaces, we obtain the localized plastic and damage zones without adding other conditions
(e.g., geometric or material defects).

Four thousand bilinear quadrilateral finite elements are used to discretize the domain with the height H = 1.0 mm.
The displacement, temperature, and multiple phase fields are interpolated by the same basis functions. As a result,
there are 12,423 displacement degree of freedoms (DOFs), 41,141 temperature DOFs and 8282 phase-field DOFs
(4141 for each phase-field) before applying the essential boundary conditions. Under three different orientations, (ψ
is fixed at 0◦; with φ = 0◦, 10◦, and 30◦, respectively), we observe the significant influence of material anisotropy
on the mechanical responses without introducing any defects or inhomogeneity. The constraint boundary condition
with material anisotropy facilitates the different responses and patterns of plastic and damage behaviors. In these
simulations, the reference temperature, or the initial temperature condition is set to 25 ◦C for all three test cases. The
top boundary is moving downward during the simulation with the strain rate of 1.0 × 10−5/s.

To analyze the mechanical responses under plane strain tests, the differential stress (the difference between the most
and least compressive principal stresses) vs. axial strain curves obtained from specimens of different orientations are
presented in Fig. 4. Although little difference is observed in the stress–strain curves obtained from φ = 0 and φ =
10◦ cases, the resultant plastic slip patterns in Fig. 5 clearly show the anisotropy of the plastic and damage responses.
When Euler angle φ is within the range from 0 to around 10◦, the damage is localized at the boundaries. In the case
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Fig. 4. Stress–strain curve of single-crystal halite with different orientations of the slip-system (the Euler angle ψ is fixed 0◦ while changing φ =
0◦, 10◦, and 30◦, respectively).

of φ = 30◦, however, we observe the localized damage zone in the center of the domain, not the edges. Furthermore,
the plastic slip is also concentrated in accordance with the damaged zone. These patterns are consistent with the
stress–strain curve in Fig. 4, which suggests the brittle fracture behavior. The temperature field for the effect of energy
dissipation converging to heat is not presented, which has a minor role to influence the mechanical behavior of halite.

6.2. Thermal effect on anisotropic creeping

We conduct the plane strain compression tests with different boundary conditions to analyze the thermal effect
on halite. Firstly we design the boundary conditions as depicted in Fig. 6. The left boundary is fixed along the
horizontal direction, and the bottom surface is fixed against the vertical direction. The moving boundary with a
constant strain rate (1.0 × 10−5/s) applies the loading on the top surface as in the previous numerical example. Under
the same mechanical loading condition, we set three different initial reference temperatures on the sample domain:
25 ◦C, 50 ◦C, and 90 ◦C, respectively. In these cases the same Euler angles ψ = 0◦ and φ = 70◦ are used. Under
different equilibrium temperature conditions, the mechanical responses including fracture and plastic behavior are
evaluated.

First of all, we compare the mechanical responses under different temperature conditions using the differential
stress and vertical strain curves in Fig. 6. In these cases the ductile fracture behaviors are observed while the plastic
behaviors differ due to the difference in initial temperatures. Our crystal plasticity model adopts the creep behavior of
halite that constitutes the temperature, which is essential in analyzing salt problems. Although the calibration has not
been completed for temperature dependence and the fracture initiated on the sample, the influence of temperature on
the mechanical behavior of halite is clearly identified. Furthermore, we present the damage and plastic patterns at the
same vertical strain, 0.23% in Fig. 7. Followed by the stress–strain curves in Fig. 6, the clear fracture initiated from
the top left edge is observed when the temperature is 25 ◦C. The plastic zones including the localized region can be
further identified. As the initial temperature increases, the less damage is observed at the same displacement, which
can be easily expected from the stress–strain curves. Interestingly, the more plastic slip is concentrated at the right
bottom area of the domain as the temperature increases. This indicates that the temperature may further influence the
patterns of plastic zones under the same mechanical loading condition.

We then design another boundary value problem to mimic the condition of a storage room in a geological repository
subjected to temperature gradient due to the decay of the heat-generating nuclear waste. This problem is adopted from
the facility of the Waste Isolation Pilot Plant (WIPP) report that investigates the room closure (cf. Reedlunn [141]).
Because the field problem requires the modeling of large volume of domains composed of polycrystalline salt and
other impurities, the single-crystal model is not directly applicable. Instead, we introduce a highly simplified problem
which focuses on capturing the thermal-induced deformation of a single crystal on the wall of a room in the repository
facilities as shown in Fig. 8(a). This room resembles a tunnel with a square shape section as depicted in Fig. 8(b).
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Fig. 5. Phase-field values (top) and plastic slip results patterns (bottom) with different orientations of the slip-system to investigate the material
anisotropy under plane strain compression test condition. The patterns are captured at the last numerical step of each case. Euler angle ψ = 0◦ is
fixed while φ varies 0, 10, and 30◦, respectively.

(a) Test set-up. (b) Stress–strain curve.

Fig. 6. Analysis of temperature effect on mechanical responses, (a) the set-up for plane strain compression test, (b) stress–strain curves for each
temperature condition (θ0 = 25 ◦C, 50 ◦C, and 90 ◦C, respectively).

Once the construction of the room is completed, the disposed wastes fill the space. During the life cycle of the disposal
facility, various amount of heat would generate as the radionuclides are decaying. Therefore, we consider an idealized
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Fig. 7. Phase-field values (top) and plastic slip results (bottom) patterns with different initial temperature conditions at the same vertical strain,
0.23%. The constant displacement loading is applied at the top, and the Euler angles are fixed with ψ = 0◦ and φ = 70◦.

Fig. 8. The conceptual boundary value problem set-up for evaluating thermal influence on single-crystal halite, (a) a photo of room B (captured
from Reedlunn, Munson et al. [141,142]), (b) the sections of rooms in WIPP (reproduced from Reedlunn [141]), and (c) the problem set-up.
The dimension of a room section (Lv and Lh ) varies on each room in the WIPP. The top, bottom, and right surfaces are insulated, and the initial
temperature θ0 is set to 25 ◦C. The whole domain temperature is increased to 100 ◦C by applying constant heat flux q . The Euler angle is set to ψ
= 0◦ and φ = 70◦.

situation in which single-crystal halite on the room surface is subjected to a heat source. As a result, the single-crystal
halite is subjected to the boundary condition illustrated in Fig. 8(c). The Euler angles of the halite are set to ψ = 0◦

and φ = 70◦. The top, bottom, and right surfaces are constrained and thermally insulated. Meanwhile, a heat flux is
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Fig. 9. The resultant patterns of (a) phase field for damages, (b) the plastic lip, and (c) the x direction displacement (scaled by ×10) are illustrated
when the overall temperature domain is increased up to 100 ◦C.

prescribed on the left surface. Initially, we set the temperature of the entire halite at 25 ◦C. Then, the heat flux leads
to the temperature of the domain increases to 100 ◦C. As the single-crystal halite is subjected to heat flux, we observe
the thermal induced damage-plastic responses.

Fig. 9 shows the phase field value, plastic slip, and the horizontal displacement in the deformed configuration.
Due to the heat flux, the halite specimen deforms while accumulating plastic deformation and damage as in Fig. 9.
While the deformation gradient is higher near the surface where the heat flux is prescribed, the phase field and plastic
slip exhibit a very different pattern. Although the thermal expansion coefficient is isotropic, the existence of the slip
system and cleavage planes leads to an anisotropic constitutive responses.

6.3. Loading rate effect

In this section, we conduct a simple tensile test on a halite specimen with a pre-existing crack. By changing the
prescribed loading rates, we examine how the loading rate affects the interplays between the plastic deformation and
the crack growth. The size of the square domain L is 1 mm, and the initial crack length is 0.5 mm. The bottom
surface of the specimen is constrained along both horizontal and vertical directions while the top surface is stretched
vertically under a constant loading rate in each simulation. As demonstrated in Fig. 10(b), the ductile–brittle transition
of halite under different loading rate is captured. Increasing the loading rate leads to higher peak differential stress
and the material also behaves more ductile in the softening regime. This is consistent with the behavior of crystalline
rock [143]. A closer look at the crack pattern and the distribution of the plastic strain also reveals that the loading rate
affects the macroscopic responses as well as the anisotropic fracture and plastic deformation.

In particular, when the loading rate is slow (ϵ̇ = 1.0 × 10−7/s), the main crack tends to follow the cleavage plane
directions (see the right figure in Fig. 11). As the strain rate is increased to ϵ̇ = 1.0 × 10−6/s, (the 10ϵ̇ case in
Fig. 11), a slight zig-zag pattern is observed. It appears that initially the crack follows the cleave plane but diverts
the propagation direction due to loading conditions. This crack then follows another cleavage plane at the left edge
of the domain. Finally, when the loading rate further increases (see the left figure in Fig. 11), the crack propagation
appears to be straight and the damaged zone is also more diffusive than the low-strain-rate counterpart. This result is
perhaps attributed to the different amount of energy dissipation due to creeping deformation. As the plastic flow of
each slip system is highly sensitive to the loading rate (cf. (60)), the changes of loading rate may affect the magnitude
and direction of the overall plastic flow. In the low strain rate case where the results resemble closely to the rate-
independent crystal plasticity, the plastic flow is likely to be dominated by the fewer slip system, which causes plastic
deformation appears to be more anisotropic. This in return changes the distribution of the driving force for each
multiple phase field system in (50). As the multiple phase fields and plastic slip both evolve differently under different
loading rates, this leads to the crack pattern appears to be more anisotropic in the low-strain-rate case.
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(a) Test set-up. (b) Stress–strain curve.

Fig. 10. Analysis of the loading rate effect under two-dimensional tension test, (a) the set-up for boundary value problem, (b) stress–strain curve
with different loading rates (ϵ̇ = 1.0e−7/s). The initial temperature θ0 is set to 25 ◦C, and the Euler angles are set to ψ = 0◦ and φ = 0◦.

Fig. 11. Phase-field values (top) and plastic slip results (bottom) patterns with different loading rates are illustrated. The results are captured at the
last numerical step of each simulation with the loading rate ϵ̇ = 1.0e−7/s.

6.4. Crack propagation in a bicrystal halite

In this final example, we simulate a tensile test conducted on a bicrystal domain to investigate the interaction
between grain and grain boundary. Similar boundary value problems have been used previously in Oshima et al. [53]
and Nguyen et al. [55] to model intragrain and grain boundary fractures. In this study, our major point of departure
is (1) the introduction of crystal plasticity model to capture the plastic flow of the slip system inside the crystal
and (2) the modeling of plastic slip of the grain boundary. To simplify the modeling effort, the grain boundary is
approximated using a crystalline material with a finite thickness that has a single-cleavage plane of which the slip
direction is aligned to the longitudinal direction of the grain boundary. The upshot of this treatment on grain boundary
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Fig. 12. The numerical set-up for a bicrystal is depicted to analyze the impact of the grain boundary fracture energy on crack propagations
(reproduced from Oshima et al. [53]). The Euler angles φ are set to 30◦ and 60◦, respectively to left and right side grains. The single cleavage plane
is assumed to the grain boundary with the direction of 45◦ along the diagonal. The initial temperature is set to 25 ◦C, and the fracture energies of
the grain boundary are adopted 86%, 75%, and 50% of the grain fracture energy, respectively.

leads to a much simpler numerical model in which there is no need to capture the embedded discontinuities via the
cohesive element or enrichment function. However, as explained previously in Wei and Anand [144], one must be
cautious that representing strong discontinuities with regularized interfaces might lead to an unrealistic large volume
of a fraction of grain-boundary regions if the thickness of the regularized interface is too large. The setup of the
boundary value problem is depicted in Fig. 12, the grain boundary locates on the diagonal of the domain, which is
separated into two grains having different orientations (30◦ and 60◦). This pre-existing crack is purposely put inside
the gain such that the intragrain crack may propagate toward the grain boundary.

We adopt the numerical values of fracture energies reported by Tromans and Meech [128], which estimates ideal
fracture energies of both grain and grain boundary of a variety of minerals including halite. In this paper, the grain
boundary fracture energy was estimated to 86% of the grain fracture energy: 1.155 J/m2 for the grain, and 0.993
J/m2 for the grain boundary, respectively. We further assume the critical resolved stress (τY = 7.5 MPa), hardening
parameter (h = 5 GPa), and activation energy (Q = 10.0 kcal/mol/K). To analyze the relationship between the crack
patterns and the grain boundary fracture energy, we conduct multiple simulations where the fracture energy of the grain
boundary is assumed to be 86%, 75%, and 50% of the intra-grain counterpart. Other material properties of the grain
boundary, that may differ from the grain due to diverse reasons, such as impurity, solid mass exchange, precipitation
creep, etc., are out of the scope in this study but will be considered in the future. The material parameters used in
the simulations can be found in Table 1. As discussed in Appendix A, the material parameters of halite are highly
sensitive to thermal and mechanical conditions. The well-designed experiments, therefore, need to be conducted to
calibrate the numerical models for particular engineering application purposes.

The simulated crack patterns of a bicrystal with three different grain-boundary fracture energies (86%, 75%, and
50% of intragrain fracture energy), are shown in Fig. 13. In particular, the damage represented by the combined phase
field (the left figures) and the magnitude of the plastic slip (the right figures) for the cases where the grain-boundary
fracture energy is 86%, 75% and 50% are (a) and (b), (c) and (d), and (e) and (f) accordingly. In the 86% case, the
crack initiates from the pre-existing crack tip and propagates through the grain boundary until reaching the right end of
the domain. In other words, the grain boundary causes the refraction of the crack, a phenomenon commonly observed
in materials with inter-layer(s) [145].

When the grain-boundary fracture energy is reduced to 70% of the grain fracture energy, as shown in Fig. 13(c)
and (d), the main fracture behavior is similar to the previous case before reaching the grain boundary. However, when
the crack reaches the grain boundary, it grows along the grain boundary before the crack refraction occurs. In the last
case where the grain-boundary fracture energy is further reduced to 50% of the grain fracture energy, the crack simply
propagates along the grain boundary once reaching it. One interesting implication of this result is that the assumption
that cracks only occur along the grain boundary may only be valid when the interface is sufficiently weak. Otherwise,
it is possible that the grain boundary may lead to crack refraction, which may in return lead to damage and even
fragmentation of crystal grains. Although this example is significantly simplified set-up, this result is an indicator that
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Fig. 13. Phase-field values (left) and plastic slip results (right) patterns with different fracture energies of the grain boundary are illustrated. Case
1 (a) and (b) assumes the fracture energy of the grain boundary with 86% of grain fracture energy; Case 2 (c) and (d) with 75%; Case 3 (e) and (f)
with 50% of the grain fracture energy, respectively.

the intragrain fractures could be significant in polycrystalline materials in certain circumstance. In those cases, the
phase field approach may provide a convenient means to capture the interactions of intragrain and grain-boundary
fractures.

7. Conclusions

In this work, we develop a framework that combines the multi-phase-field method and the crystal plasticity theory
under non-isothermal conditions for modeling single-crystal halite. This work is a starting point for modeling coupled
thermo-hydro-mechanical behavior of polycrystalline rock salt. Under the postulation of microforces associated with
plastic and fracture behaviors, the microstructure information coming from its slip system is incorporated into the
governing equations. Both rate-dependent and rate-independent features are captured via the crystal plasticity stress
update algorithm. Besides, the multi-phase-field method presents anisotropic damage of which each directional crack
phase-field is associated with the slip planes. The energy balance equation is further encapsulated into the numerical
framework to address the heat conduction, plastic dissipation, and thermoelastic structural heating. The numerical
examples for single crystals demonstrate that, under the mechanical loading, the proposed numerical framework well
captures the material anisotropy by rotating the slip-system orientations and the variation of inelastic to fracture
behavior under different temperature conditions. Furthermore, the thermal loading by heat flux in a single crystal
exhibits the anisotropic deformation, or distortion due to temperature increase. The tension test by changing the
loading rate indicates the brittle-to-ductile transition along with the change of fracture patterns. Finally, the numerical
example using a bicrystal presents the impact of fracture energy of the grain boundary on the inter- and intra-granular
fracture, in which the grain boundary is simplified using a single cleavage crystal material. Although this framework
for single-crystal halite is a starting point to be utilized as field scale simulations for polycrystalline rock salt, the
results presented here indicate that this contribution provides qualitatively compatible physical behaviors of halite and
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potential applicability for practical engineering applications, e.g., a geologic repository for heating generating nuclear
waste.
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Appendix A. Stress-point simulations for model calibration

In this section, we perform the material parameter calibration using the previous experimental data for single-
crystal halite (e.g., Carter and Heard [146]). Furthermore, we identify the significant sensitivity of material parameters
for halite and indicate the limitation of the proposed numerical model and future direction toward modeling of
polycrystalline rock salt.

As stated previously, the material properties of halite or rock salt significantly depend on the environmental
(e.g., temperature) and loading conditions (e.g., loading rate). As such, identifying the material properties of halite
itself is an integral part of engineering applications. Furthermore, calibrating numerical models to capture a wide
spectrum of behaviors of halite under different conditions is a challenging task. As a first step toward calibration
for polycrystalline rock salt, we used the previously conducted experimental works by Carter and Heard [146]
to investigate how the proposed model captures the actual experimental work and evaluate the identified material
properties of single-crystal halite. The calibration leverages the open source software toolkit Dakota [147], in which
the gradient-based least square algorithm (NL2SOL) is used. This method minimizes the residual function, and
here we chose differential stress at each loading step to constitute the objective function, and use a gradient-based
optimization algorithm to identify the material parameters. The parameters for calibration include the bulk modulus
(K ), critical resolved shear strength (τY ), hardening parameter (h), activation energy (Q), shape factor (C0), and stress
exponent (p). Note that Carter and Heard [146] used artificially grown single-crystal halite, but the preparation of the
sample lacked the details such as the amount of the impurity, which may significantly influence the material properties.
The further information can be found from Carter and Heard [146]. Furthermore, the information for elastic behavior
within the small deformation regime was not clearly reported. However, the experimential data of single-crystal halite
is adopted for a preliminary calibration testing.

We first choose 8 sets of test results, which include two loading rates (1.0 ×10−4/s and 1.0 ×10−7/s) with four
temperature conditions (25, 100, 200, and 300 ◦C) with the vertical strain up to 10%. Note that the proposed numerical
model for stress point simulations may not be acceptable to capture these ranges of test conditions including large
strain loading. However, we believe this process leads us to check the potential applicability of the proposed model
and its limitation. As can be seen in Fig. 14, the overall behavior of the proposed model is observed to be similar
to the mechanical behavior of halite obtained from the experiment. However, the calibration analysis did not reach
its (relative) tolerance, which was set to 1.0×10−6. This indicates limitations of the proposed model under these
wide ranges of test conditions. Due to insufficient experimental information and severe nonlinearity within the small
deformation range (<1%), the significant errors within this region are observed, especially when the temperature was
set to 25 ◦C. Therefore, we reduce the experimental set for calibration and focus on the limited conditions of testing.
The calibrated material parameters are presented as Case 1 in Table 2.

We next streamline the experimental results and use them for stress–strain curves with two loading rates
(1.0×10−4/s and 1.0×10−7/s) with two temperature conditions (25 ◦C, 100 ◦C). Furthermore, we analyze the inverse
problem within the small deformation regime (<2.0%). As a result, we observe the improved calibration results as in
Fig. 15 for the small deformation with temperature conditions of 25 and 100 ◦C. The initial strain region, less than
0.2% of vertical strain, is still not calibrated enough due to the lack of information, whereas the calibrated behavior
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(a) Strain rate 1.0×10−4/s. (b) Strain rate 1.0×10−7/s.

Fig. 14. Comparison of stress–strain curves from the experiment [146] and current study under different temperature (25, 100, 200, and 300◦C)
and strain rate conditions, (a) with the strain rate 1.0×10−4/s, (b) the strain rate 1.0×10−7/s.

Table 2
Two sets of calibrated material parameters obtained from the inverse problem using stress-point simulations.

K (GPa) τY (GPa) h (GPa) Q (kcal/mol) C0 p

Case 1 25.0 0.9 6.6 24.0 0.1 15.0
Case 2 1.1 1.9 80.1 8.0 1.0 10.0

of halite is well matched with the experimental results. The calibrated material parameters are presented as Case 2 in
Table 2. Compared to Case 1, the values of calibrated parameters are significantly changed including the bulk modulus
K , hardening parameter h, and activation energy Q.

This analysis further indicates that, although the proposed model may not be suitable for a wide range of testing
conditions, we can still utilize this for a specific purpose. This conclusion not only leaves us room to improve the
numerical model but indicates the future direction of our research for polycrystalline rock salt which includes very
complicated thermo-hydro-mechanical couplings. By combining the well designed experimental work for a geological
repository stability, we may utilize material identification and calibration process to better capture the actual stability
analysis. Note that the current calibration did not include the effect of damage. The calibration will be further expanded
to actual sample considering damage in future study.

Appendix B. Benchmark: multiple phase-field method for anisotropic crack propagation

This section describes how the multi-phase-field method captures the anisotropic crack propagation. The approach
for anisotropic fracture using the elastic material has been proposed by Nguyen et al. [54,55], in which the
derivation and the applications are well explained. Here we adopted this idea from Nguyen et al. [54,55] and
conducted a benchmark simulation to check the implementation and ensure the ability to replicate the anisotropic
crack propagation in the absence of crystal plasticity. Therefore, the boundary value problem from Nguyen et al. [54]
is reused as a benchmark. For more details on other alternative higher-order single-phase-field approaches that model
the anisotropic fracture with strong anisotropic surface energy, we refer readers to Li et al. [57], Teichtmeister et al.
[58].

The test set-up for a guided crack propagation is described in Fig. 16(a). The square domain with the length L
is 1.0 mm. Note that the higher fracture toughness is assigned to the top and bottom parts of the domain outside
the guided line to prevent any crack propagation outside the guided line. For directional fracture, two phase-field
variables are used with the cleavage planes having normal vectors 135◦ and 45◦ directions, respectively. Note that
the material is assumed to be elastic with the bulk modulus of 175 GPa, Poisson’s ratio of 0.3, fracture energy of
2.7 kJ/m2, the length scale of 0.01 mm, and the anisotropy factor β of 50. As can be seen in Fig. 16(c) and (d), the
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(a) Strain rate 1.0×10−4/s. (b) Strain rate 1.0×10−7/s.

Fig. 15. Comparison of stress–strain curves from the experiment [146] and current study under different temperature (25 and 100 ◦C) and strain
rate conditions, (a) with the strain rate 1.0×10−4/s, (b) the strain rate 1.0×10−7/s.

Fig. 16. The concept of multiple phase-field method for anisotropic crack propagation, (a) test set-up for guided crack propagation (the top and
bottom parts of the domain outside the guided line have higher fracture toughness not to initiate cracks, (b) the combined crack phase field using
the equation suggested by Nguyen et al. [54,55], (c) the crack propagation of phase-field 1, (d) the crack propagation of phase-field 2.

phase field 1 starts to grow from the edge of the existing crack while the phase field 2 does not grow until the crack
hits the guided line. Then, the crack captured by phase field 2 begins to propagate until it hits the bottom guided line.
This process continues and the crack represented by the combined phase fields exhibits a zig-zag pattern as shown in
Fig. 16. The combined crack phase field, or the equivalent phase field, is calculated using the given equation which is
closely related to the degradation function for multiple phase-field method. The detailed theoretical bases, derivations
of the anisotropic surface energy plots can be further found in Nguyen et al. [54,55]. Our new contribution is twofold.
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First, we combine this multi-phase-field method with the crystal plasticity constitutive models for single-crystal grain.
Second, we extend this damage-plasticity model for capturing the thermo-mechanics of crystalline rock.
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