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ABSTRACT

The Hull-Strominger System in Complex Geometry

Sébastien Picard

In this work, we study the Hull-Strominger system. New solutions are found on hyperkähler

fibrations over a Riemann surface. This class of solutions is the first which admits infinitely many

topological types. Next, we study the Fu-Yau solutions of the Hull-Strominger system and their

generalizations to higher dimensions. We solve the Fu-Yau equation in higher dimensions, and

in fact, solve a new class of fully nonlinear elliptic PDE which contains the Fu-Yau equation as

a special case. Lastly, we introduce a geometric flow to study the Hull-Strominger system and

non-Kähler Calabi-Yau threefolds. Basic properties are established, and we study this flow in the

geometric settings of fibrations over a Riemann surface and fibrations over a K3 surface. In both

cases, the flow descends to a nonlinear evolution equation for a scalar function on the base, and we

study the dynamical behavior of these evolution equations.
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CHAPTER 1. INTRODUCTION

Chapter 1

Introduction

The central theme of this thesis is to study metrics on manifolds which satisfy an optimal curvature

condition. The principle that metrics can be used to characterize the underlying space is rooted

in tradition, beginning with the Uniformization Theorem of complex analysis. This philosophy

is closely related to theoretical physics, where the principle of least action leads to minimizing

functionals and obtaining an optimality condition.

Since optimal metrics on manifolds are described by a partial differential equation, differential

geometry, and complex geometry in particular, produces interesting examples of nonlinear equa-

tions. Some of the equations arising in this research, such as the Fu-Yau equation and the Anomaly

flow, do not fit into any standard framework or theory of partial differential equations. We are

thus lead to develop new techniques in the field of elliptic and parabolic nonlinear partial differ-

ential equations. The interplay between analytic questions in differential equations and problems

emerging from geometry is at the core of this research.

More specifically, this thesis centers around the Hull-Strominger system of theoretical physics.

This system of differential equations was introduced independently by C. Hull [67, 68] and A.

Strominger [100] as a model for the heterotic string with torsion. From the point of view of

complex geometry, it provides a candidate for canonical metrics in non-Kähler complex geometry

with a rich underlying structure.

Let X be a compact complex manifold X of dimension three, and let E → X be a holomorphic

vector bundle. Suppose X has trivial canonical bundle, so that it admits a nowhere vanishing

1



CHAPTER 1. INTRODUCTION

holomorphic (3, 0) form Ω. We also fix a constant α′ ∈ R which we call the slope parameter. The

Hull-Strominger system seeks a pair of metrics (E,H)→ (X,ω) solving

FH ∧ ω2 = 0, (1.1)

i∂∂̄ω =
α′

4
(TrRm(ω) ∧Rm(ω)− TrFH ∧ FH), (1.2)

d(‖Ω‖ω ω2) = 0. (1.3)

Here Rm(ω), FH are the endomorphism-valued curvature (1, 1) forms associated to the Chern con-

nection of ω, H. The first equation (1.1) is the Hermitian-Yang-Mills equation [22, 117], which

is well-known in complex geometry. The second equation (1.2) is called the anomaly cancellation

equation, and it arises as the Green-Schwarz cancellation mechanism in string theory. As a cur-

vature condition, it is particularly interesting as it is quadratic in the curvature tensor. The third

equation (1.3) is the conformally balanced equation, which we view as an analog of the Kähler con-

dition for Ricci-flat metrics in this non-Kähler setting, and we will dedicate Chapter 2 to studying

the properties of such metrics.

The Hull-Strominger system generalizes Kähler Ricci-flat metrics if we take E = T 1,0(X).

A well-known conjecture in algebraic geometry expects that there should only be finitely many

topological types of Calabi-Yau threefolds. Physicists conjectured that the same should be true for

threefolds with torsion admitting solutions to the Hull-Strominger system.

In Chapter 3, we introduce new solutions to the Hull-Strominger system in joint work with

T. Fei and Z. Huang [29]. This class of solutions is the first to admit infinitely many different

topological types, and gives a negative answer to the conjecture mentioned above.

Theorem 1. (Fei-Huang-Picard [29]) Let (Σ, ϕ) be a vanishing spinorial pair with the hemisphere

condition satisfied. Then we may construct explicit solutions to the Strominger system on the

associated generalized Calabi-Gray manifold X. As a consequence, for every genus g ≥ 3, there

exist smooth solutions to the Strominger system on genus g generalized Calabi-Gray manifolds.

They have infinitely many distinct topological types and sets of Hodge numbers.

Another important class of solutions to the Hull-Strominger system are the solutions of Fu and

Yau [42, 43] on torus fibrations over a K3 surface. These were historically the first solutions on

compact threefolds not admitting any Kähler metric. Fu and Yau introduced an ansatz metric on a

2



CHAPTER 1. INTRODUCTION

manifold constructed of Calabi-Eckmann-Goldstein-Prokushkin [13, 55] which reduced the system

to a single fully nonlinear PDE for a scalar function on the base K3 surface. The Fu-Yau equation

is

i∂∂̄(euω̂ − α′e−uρ) + α′i∂∂̄u ∧ i∂∂̄u+ µ ω̂2 = 0. (1.4)

Here ω̂ is a Kähler Ricci-flat metric on the K3 surface, ρ is a given (1, 1) form, and µ is a given

function which integrates to zero.

In Chapter 4, we study the Fu-Yau equation in higher dimensions, which corresponds to a

version of the Hull-Strominger system on torus fibrations over Calabi-Yau manifolds of general

dimension. Let (Z, ω̂) denote a compact Kähler manifold of any dimension n. We will use the

notation C`n = n!
`!(n−`)! and σ̂`(i∂∂̄u) ω̂n = C`n (i∂∂̄u)` ∧ ω̂n−`. Given ρ ∈ Ω1,1(Z,R), we define the

differential operator Lρ acting on functions by

Lρf ω̂
n = ni∂∂̄(fρ) ∧ ω̂n−2. (1.5)

Let α′ ∈ R be a fixed slope parameter and µ : Z → R be such that
∫
Z µ ω̂

n = 0. For each fixed

k ∈ {1, 2, 3, . . . , n− 1} and a real number γ > 0, the Fu-Yau Hessian equation is

1

k
∆ĝe

ku + α′
{
Lρe

(k−γ)u + σ̂k+1(i∂∂̄u)

}
= µ. (1.6)

This equation with k = 1 and γ = 2 was proposed by Fu and Yau [43]. In joint work with D.H.

Phong and X.-W. Zhang, we obtain solutions to this equation.

Theorem 2. (Phong-Picard-Zhang [90]) Let α′ ∈ R, ρ ∈ Ω1,1(Z,R), and µ : Z → R be a smooth

function such that
∫
Z µ ω̂

n = 0. Define the set Υk by

Υk =
{
u ∈ C2(Z,R) : e−γu < δ, |α′||e−ui∂∂̄u|kω̂ < τ

}
, (1.7)

where 0 < δ, τ � 1 are explicit fixed constants depending only on (Z, ω̂), α′, ρ, µ, n, k, γ, whose

expressions are given in Chapter 4. Then there exists M0 � 1 depending on (Z, ω̂), α′, n, k, γ, µ

and ρ, such that for each M ≥M0, there exists a unique smooth function u ∈ Υk with normalization∫
Z e

u ω̂n = M solving the Fu-Yau Hessian equation (1.6).

Next, in Chapter 5, we introduce a geometric flow to study Calabi-Yau threefolds with torsion.

Let ω0 be a Hermitian metric on a Calabi-Yau threefold X with Calabi-Yau form Ω, and H0 a

3
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Hermitian metric on a holomorphic vector bundle E → X. We will study the following flow, which

we call the Anomaly flow, for the pair of metrics (ω(t), H(t))

∂t(‖Ω‖ωω2) = i∂∂̄ω − α′

4
(Tr(Rm(ω) ∧Rm(ω))− Tr(F (H) ∧ F (H)))

H−1 ∂tH = −ΛωF (H) (1.8)

with initial condition ω(0) = ω0, H(0) = H0. The Anomaly flow was introduced in joint work [89]

with D.H. Phong and X.-W. Zhang.

If we start the flow from a conformally balanced metric, then the metric remains conformally

balanced along the flow, and stationary points are solutions to the Hull-Strominger system. For

fixed ω, the flow of metrics H is the Donaldson heat flow [22]. As the Anomaly flow is a flow of

(2, 2) forms, it is not immediately clear that these equations give a well-defined flow of the metric

ω. We [89, 84] proved that this is indeed the case, and that the Anomaly flow exists for a short

time, provided that |α′Rm(ω)| is small initially. The metric tensor g associated to the (1, 1) form

ω evolves according to

∂tgp̄q =
1

2‖Ω‖ω

[
− R̃p̄q + gαβ̄gsr̄Tβ̄sqT̄αr̄p̄ − α′gsr̄(R[p̄s

α
βRr̄q]

β
α − (TrFH ∧ FH)p̄sr̄q)

]
(1.9)

where R̃k̄j is the Ricci tensor −∂k̄(gp
¯̀
∂jg¯̀p) and Tk̄ij is the torsion tensor T = i∂ω. We note that

this evolution equation for the metric is a non-Kähler analog of the Kähler-Ricci flow with quadratic

curvature corrections proportional to α′.

In this thesis, we study the Anomaly flow in two special geometric settings, where the flow can

be reduced to a single parabolic PDE for a scalar function. This leads to new nonlinear evolution

equations arising naturally from geometry and physics.

The first equation that we will consider was studied in joint work [28] with T. Fei and Z. Huang.

In Chapter 6, we study the Anomaly flow on certain hyperkähler fibrations over a Riemann surface

Σ. We call these threefolds generalized Calabi-Gray manifolds. We construct a reference metric

ω̂ = iĝz̄zdz ∧ dz̄ on Σ such that the Anomaly flow reduces to the following single scalar PDE on

the Riemann surface

∂te
f = ĝzz̄∂z∂z̄(e

f +
α′

2
κe−f )− κ(ef +

α′

2
κe−f ), (1.10)

where κ ∈ C∞(Σ,R) is a given function such that κ ≤ 0 and −
∫

Σ κ ω̂ = 4π(g− 1). In fact, κ is the

Gauss curvature of the metric ω̂. Our theorem is the following.

4
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Theorem 3. (Fei-Huang-Picard [28]) Start the Anomaly flow on a generalized Calabi-Gray man-

ifold p : X → Σ with initial metric ωf = e2f ω̂ + efω′ satisfying |α′Rm(ωf )| � 1. Then the flow

exists for all time and as t→∞,

ωf
1
3!

∫
X ‖Ω‖ωf ω

3
f

→ p∗ωΣ,

smoothly, where ωΣ = q2
1 ω̂ is a smooth metric on Σ. Here q1 > 0 is the first eigenfunction of the

operator −∆ω̂+2κ. Furthermore,

(
X,

ωf
1
3!

∫
X ‖Ω‖ωf ω

3
f

)
converges to (Σ, ωΣ) in the Gromov-Hausdorff

topology.

In Chapter 7, we study the Anomaly flow in another geometric situation where the full system

reduces to a single nonlinear scalar PDE. We consider here torus fibrations over a K3 surface with

the Fu-Yau ansatz [42, 43]. In this case, the Anomaly flow can be reduced to

∂tu =
1

2

(
∆ω̂u+ α′e−uσ̂2(i∂∂̄u)− 2α′e−u

i∂∂̄(e−uρ)

ω̂2
+ |Du|2ω̂ + e−uµ

)
. (1.11)

Here ω̂ is a Kähler-Ricci flat reference metric on the K3 surface, ρ is a given (1, 1) form on the K3

surface, and µ is a given function on the K3 surface which integrates to zero.

From the point of view of nonlinear evolution equations, equation (1.11) is very interesting as

it is not concave as a function of the second derivatives of u. The starting point for our study of

this equation is the conservation law
d

dt

∫
Z
euω̂n = 0. (1.12)

This suggests to start with large initial data and try to show that solutions stay large in the L∞

norm along the flow via integral estimates. Furthermore, we are able to show that the estimate

|α′e−ui∂∂̄u|ω̂ � 1 stays preserved along the flow. This is analogous to the condition |α′Rm(ω)| � 1

mentioned in Theorem 3.

Using these ideas, together with D.H. Phong and X.-W. Zhang, we prove the following long-time

existence and convergence result.

Theorem 4. (Phong-Picard-Zhang [83]) Consider the flow (1.11), with an initial metric given by

u(0) = logM , where M is a constant. Then there exists M0 large enough so that for all M ≥M0,

the flow (1.11) exists for all time, and converges exponentially fast to a function u∞ solving the

Fu-Yau equation (1.4) with normalization
∫
X e

u = M .

5
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Chapter 2

Conformally Balanced Calabi-Yau

Manifolds

The role of this chapter is to review conformally balanced Calabi-Yau manifolds. Along the way we

will establish conventions and provide the necessary background needed for subsequent sections.

2.1 Conventions and notation

In this section, we establish notation which will be used through this thesis. Manifolds will always

be assumed to be connected, compact, and without boundary.

2.1.1 Holomorphic vector bundles

We start by reviewing connections on vector bundles. Let ϕ be a (p, q)-form on a complex manifold

X. We define its components ϕk̄1···k̄qj1···jp by

ϕ =
1

p!q!

∑
ϕk̄1···k̄qj1···jp dz

jp ∧ · · · ∧ dzj1 ∧ dz̄kq ∧ · · · ∧ dz̄k1 . (2.1)

A vector bundle E → X can be defined by a covering X =
⋃
µ Uµ of local coordinate charts Uµ

and transition functions tµν
α
β(x) defined on Uµ ∩ Uν satisfying

tµµ
α
β = δαβ, tµν

α
β(x)tνρ

β
γ(x) = tµρ

α
γ(x), x ∈ Uµ ∩ Uν ∩ Uρ. (2.2)

The vector bundle is holomorphic if all transition functions tµν
α
β are holomorphic. A section

ϕ ∈ Γ(X,E) is given by vector-valued functions ϕµ
α on each chart Uµ satisfying the glueing

6
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condition

ϕµ
α(xµ) = tµν

α
β(xν)ϕν

β(xν) on Uµ ∩ Uν . (2.3)

A section of the dual bundle ϕ ∈ Γ(X,E∗) transforms as

(ϕµ)α = tνµ
β
α(ϕν)β. (2.4)

A connection on E can be specified by a collection {U, (AU )αiγ} which transform in the following

way

(Aµ)j = tµν (Aν)j t
−1
µν − (∂jtµν)t−1

µν . (2.5)

Given a section V of a vector bundle E, a connection allows us to define ∇ZV ∈ Γ(X,E) for each

vector field Z. Locally

∇iV α = ∂iV
α +AαiγV

γ . (2.6)

We can induce connections on various bundles constructed from E by imposing product and chain

rules. The induced connection on E∗ satisfies

∇iVα = ∂iVα −AγiαVγ . (2.7)

This is equivalent to the Leibniz rule

∂i(ϕ
αψα) = ∇iϕαψα + ϕα∇iψα, (2.8)

for ϕ ∈ Γ(X,E) and ψ ∈ Γ(X,E∗). Similarly, the induced connection on End(E) = E ⊗ E∗ is

given by

∇iWα
β = ∂iW

α
β +AαiγW

γ
β −AγiβWα

γ , (2.9)

which is equivalent to the Leibniz rule

∂i(W
α
βϕ

β) = ∇iWα
βϕ

β +Wα
β∇iϕβ, (2.10)

for W ∈ Γ(X,End(E)) and ϕ ∈ Γ(X,E). The curvature form F of (E,∇) is an End(E)-valued

2-form defined by

F = dA+A ∧A. (2.11)

Using our conventions, the components of the curvature are given by

F =
1

2
Fkj

α
β dz

j ∧ dzk +
1

2
Fk̄j̄

α
β dz̄

j ∧ dz̄k + Fk̄j
α
β dz

j ∧ dz̄k, (2.12)

7



CHAPTER 2. CONFORMALLY BALANCED CALABI-YAU MANIFOLDS

where

Fkj
α
β = ∂jA

α
kβ − ∂kAαjβ +AαjγA

γ
kβ −AαkγAγjβ, (2.13)

Fk̄j̄
α
β = ∂j̄A

α
k̄β − ∂k̄Aαj̄β +Aαj̄γA

γ
k̄β −Aαk̄γAγ j̄β, (2.14)

Fk̄j
α
β = ∂jA

α
k̄β − ∂k̄Aαjβ +AαjγA

γ
k̄β −Aαk̄γAγjβ. (2.15)

2.1.2 Hermitian metrics

A Hermitian metric gk̄j is a smooth section of (T 1,0(X))∗⊗ (T 0,1(X))∗ such that gk̄j(p) is a positive

definite Hermitian matrix at each point p ∈ X. We will identify the metric with the positive (1, 1)

form ω = igk̄jdz
j ∧ dz̄k. We define its torsion tensor T and T̄ by

T = i∂ω, T̄ = −i∂̄ω (2.16)

which are respectively (2, 1) and (1, 2) forms. A Hermitian metric ω is said to be Kähler if dω = 0,

and hence the torsion T is 0 if and only if ω is Kähler. We define the coefficients Tk̄jm and T̄jp̄q̄ by

T =
1

2
Tk̄jmdz

m ∧ dzj ∧ dz̄k, T̄ =
1

2
T̄kj̄m̄dz̄

m ∧ dz̄j ∧ dzk, (2.17)

and thus

Tk̄jm = ∂jgk̄m − ∂mgk̄j , T̄kj̄m̄ = ∂j̄gm̄k − ∂m̄gj̄k. (2.18)

We will also use the notation

T kjm = gk
¯̀
T¯̀jm, (2.19)

and

Tm = gjk̄Tk̄jm, T̄m̄ = gj̄kT̄kj̄m̄. (2.20)

2.1.3 Chern connection

In this section, we focus on the tangent bundle E = T 1,0(X). Unless specified otherwise, in this

thesis we will use ∇ to denote the Chern connection of the Hermitian metric ω = igk̄jdz
j ∧ dz̄k,

defined by the expression

∇k̄V i = ∂k̄V
i, ∇kV i = ∂kV

i + gip̄∂kgp̄qV
q, (2.21)

8
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for any section V of T 1,0(X). The connection forms Akj̄m vanish in this case and Akjm will be

denoted Γkjm.

Γkjm = gk
¯̀
∂jg¯̀m. (2.22)

We note that

T kjm = gk
¯̀
T¯̀jm = Γkjm − Γkmj . (2.23)

We induce the Chern connection on (T 1,0(X))∗ as usual by

∇k̄Wi = ∂k̄Wi, ∇kWi = ∂kWi − ΓqkiWq. (2.24)

for W ∈ Γ(X,T 1,0(X)∗). We also induce the connection on conjugate bundles by taking conjugates;

for example, for V ∈ Γ(X,T 0,1(X)) we define ∇k̄V ī = ∇kV i. It can be verified directly that

∇gk̄j = 0. The curvature of ∇ is given by

Rk̄j
p
i = −∂k̄(gpq̄∂jgq̄i), Rm = Rk̄j

α
β dz

j ∧ dz̄k. (2.25)

This leads to the commutation relations

[∇j ,∇k̄]Wi = −Rk̄jpiWp, (2.26)

and

[∇j ,∇k]Wi = T λkj∇λWi, (2.27)

for any section W of (T 1,0(X))∗. Applying these rules gives the following formulas for commuting

three and four covariant derivatives

∇j∇p∇q̄u = ∇p∇q̄∇ju+ Tmpj∇m∇q̄u, (2.28)

∇k̄∇j∇p∇q̄u = ∇p∇q̄∇j∇k̄u−Rq̄pk̄m̄∇m̄∇ju+Rk̄j
m
p∇m∇q̄u

+T̄ m̄q̄k̄∇p∇m̄∇ju+ Tmpj∇k̄∇m∇q̄u. (2.29)

For general Hermitian metrics, the Bianchi identities are

R¯̀mk̄j = R¯̀jk̄m +∇¯̀Tk̄jm

R¯̀mk̄j = Rk̄m¯̀j +∇mT̄jk̄ ¯̀ (2.30)

and

∇mRk̄jpq = ∇jRk̄mpq + T rjmRk̄r
p
q, ∇mRk̄j p̄q = ∇jRk̄mp̄q + T rjmRk̄rp̄q

∇m̄Rk̄jpq = ∇k̄Rm̄jpq + T̄ r̄ k̄m̄Rr̄j
p
q, ∇m̄Rk̄jp̄q = ∇k̄Rm̄jp̄q + T̄ r̄ k̄m̄Rr̄jp̄q. (2.31)

9
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2.1.4 The adjoint d†

Next, we work out the operators ∂̄† and ∂† on the space Ω1,1(X) of (1, 1)-forms. For this, we will

need the following divergence theorem for Hermitian metrics ω. Let V be a section of T 1,0(X).

Then ∫
X
∇iV i ωn =

∫
X
TiV

i ωn. (2.32)

Consider the operator ∂̄ : Ω1,0(X)→ Ω1,1(X). Explicitly,

∂̄(αjdz
j) = ∂k̄αjdz̄

k ∧ dzj = −∂k̄αjdzj ∧ dz̄k. (2.33)

Therefore,

(∂̄α)k̄j = −∂k̄αj . (2.34)

Let Φ = Φp̄qdz
q ∧ dz̄p be a (1, 1)-form. The adjoint ∂̄† is characterized by the equation

〈∂̄α,Φ〉 = 〈α, ∂̄†Φ〉, (2.35)

which is equivalent to ∫
X

(−∂k̄αj)Φp̄qg
pk̄gjq̄

ωn

n!
=

∫
X
αj(∂̄†Φ)qg

jq̄ω
n

n!
. (2.36)

Raising and lowering indices using the metric, this can be rewritten as

−
∫
X
∇k̄(αq̄Φk

q) +

∫
X
αq̄∇kΦk

q =

∫
X
αq̄(∂̄†Φ)q

ωn

n!
. (2.37)

Integrating by parts, we find

(∂̄†Φ)q = gkp̄(∇kΦp̄q − TkΦp̄q). (2.38)

Similarly, we work out ∂†. For α = αk̄dz̄
k, we have ∂α = ∂jαk̄dz

j ∧ dz̄k, so that (∂α)k̄j = ∂jαk̄.

Thus, the equation 〈∂α,Φ〉 = 〈α, ∂†Φ〉 becomes∫
X
∂jαk̄Φp̄qg

pk̄gjq̄
ωn

n!
=

∫
X
αk̄(∂

†Φ)p̄g
pk̄ω

n

n!
. (2.39)

This leads to

(∂†Φ)q̄ = −gpj̄(∇j̄Φq̄p − T̄j̄Φq̄p). (2.40)

10
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2.2 Conformally balanced manifolds

In this section, we study the geometry of conformally balanced Calabi-Yau manifolds. Let X be a

complex manifold of dimension m equipped with a nowhere vanishing holomorphic (m, 0) form Ω.

Stated differently, X is a complex manifold with trivial canonical bundle, and we will take this to

be our definition of a Calabi-Yau manifold. Given a Hermitian metric ω, we may take the norm of

Ω by

‖Ω‖2ω
ωn

n!
= (−1)

n(n−1)
2 inΩ ∧ Ω̄. (2.41)

In a local trivialization, where Ω is now treated as a section of a line bundle rather than an (m, 0)

form, we have

‖Ω‖2ω = ΩΩ̄(det gk̄j)
−1. (2.42)

We say that ω is conformally balanced if

d(‖Ω‖ωωn−1) = 0. (2.43)

This allows us to define a cohomology class

[‖Ω‖ωωn−1] ∈ Hn−1,n−1(X,R). (2.44)

We will call this the conformally balanced class of ω.

The conformally balanced condition originates from theoretical physics. It is sometimes called

the dilatino equation, and was originally proposed as an equation of the form d†ω = i(∂̄−∂) log ‖Ω‖ω

by C. Hull and A. Strominger [67, 68, 100] in heterotic string theory with non-zero fluxes. It was

shown by Li-Yau [74] that this equation is equivalent to (2.43). We will discuss various characteri-

zations of the conformally balanced equation in this section, which is contained in joint work with

D.H. Phong and X.-W. Zhang [84].

2.2.1 The (n− 1)-th root of an (n− 1, n− 1)-form

Since study of conformally balanced metrics involves the quantity ‖Ω‖ωωn−1, it is natural to ask

whether any positive (n− 1, n− 1) form Ψ can be written as

Ψ = ‖Ω‖ωωn−1, (2.45)

11
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for some Hermitian metric ω. Michelsohn [78] has given a positive answer to this question, and in

this subsection we will discuss taking the (n− 1)-root of a (n− 1, n− 1) form.

Let Φ be a (n− 1, n− 1)-form which is positive definite, in the sense that

Φ ∧ i η ∧ η̄

is a positive (n, n)-form for any non-zero (1, 0)-form η and which equals 0 if and only if η = 0.

Michelsohn [78] has shown that there exists a unique positive (1, 1)-form ω with

ωn−1 = Φ. (2.46)

A formula for ω can be obtained as follows. Let Φ be expressed as in [78] by

Φ = in−1(n− 1)!
∑
k,j

(sgn(k, j)) Φkj̄dz1 ∧ dz̄1 ∧ · · · ∧ d̂zk ∧ dz̄k ∧ · · · (2.47)

∧ dzj ∧ d̂z̄j ∧ · · · ∧ dzn ∧ dz̄n

where sgn(k, j) = −1 if k > j and sgn(k, j) = 1 otherwise. We note that this is different from our

convention on components of an (n − 1, n − 1) form, and one advantage for this representation is

that Φkj̄ is a Hermitian matrix. Then the (n− 1)-th root ω = i gj̄kdz
k ∧ dz̄j of Φ is given by

gj̄k = (det g) (Φ−1)j̄k, (2.48)

where (Φ−1)j̄k is the inverse matrix of Φkj̄ , i.e., Φkj̄(Φ−1)j̄` = δk`. From this formula, we see that

detωn−1 = (detω)n−1.

Recall that ‖Ω‖2ω = ΩΩ(det g)−1. If Ψ is any positive (n− 1, n− 1)-form, we claim that there

is a unique positive (1, 1)-form ω so that Ψ = ‖Ω‖ωωn−1.

Indeed, this equation determines the norm ‖Ω‖ω, since taking determinants gives

det Ψ =

(
ΩΩ̄

det g

)n/2
(det g)n−1. (2.49)

We may thus solve and obtain

(det g)
1
2 =

(
det Ψ

(ΩΩ̄)n/2

)1/(n−2)

. (2.50)

The (n− 1)-th root formula (2.48) gives

gj̄k = (det g)‖Ω‖ω (Ψ−1)j̄k = (det g)1/2(ΩΩ̄)1/2(Ψ−1)j̄k. (2.51)

12
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Therefore

gj̄k =

(
det Ψ

ΩΩ̄

)1/(n−2)

Ψ−1
j̄k
. (2.52)

It follows that ω = igk̄jdz
j ∧ dz̄k solves Ψ = ‖Ω‖ωωn−1.

2.2.2 Torsion constraints

We prove that the conformally balanced condition is equivalent to a constraint on the torsion of

the metric, as observed by Li and Yau [74].

Proposition 1. Let (X,ω) be a m dimensional Hermitian manifold equipped with a nowhere van-

ishing holomorphic (m, 0)-form Ω. Then the following conditions are equivalent:

(i) The metric ω satisfies the conformally balanced condition d(‖Ω‖ωωm−1) = 0;

(ii) d†ω = i(∂̄ − ∂) log ‖Ω‖;

(iii) Tq = ∂q log ‖Ω‖ω, T̄q̄ = ∂q̄ log ‖Ω‖ω.

Proof. The conformally balanced condition can be written as

∂ log ‖Ω‖ω ∧ ωm−1 + (m− 1)∂ω ∧ ωm−2 = 0. (2.53)

We compute the term ∂ω∧ωm−2. Fix a point and choose coordinates such that ω =
∑

k i dz
k∧dz̄k,

and denote ej = idzj ∧ dz̄j . Then

∂ω ∧ ωn−2 = ∂`gk̄j dz
` ∧ idzj ∧ dz̄k ∧ (e1 + · · ·+ en)m−2

= (m− 2)! ∂`gk̄j dz
` ∧ idzj ∧ dz̄k ∧ (e1 ∧ · · · ∧ êp ∧ · · · ∧ êq ∧ · · · ∧ en)

= (m− 2)! (
∑
k

∂pgk̄k −
∑
k

∂kgk̄p) dz
p ∧ (e1 ∧ · · · ∧ êp ∧ · · · ∧ en)

= −(m− 2)!Tp dz
p ∧ (e1 ∧ · · · ∧ êp ∧ · · · ∧ en). (2.54)

Hence we have proved the identity

∂ω ∧ ωn−2 = −Tp dzp ∧
ωn−1

(m− 1)
. (2.55)

Using the previous equation gives

(∂ log ‖Ω‖aω − Tpdzp) ∧ ωm−1 = 0. (2.56)

13
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This implies ∂ log ‖Ω‖ω − Tpdzp = 0 and proves the equivalence between (i) and (iii). For (ii), we

use (2.38) and (2.40) to obtain expressions for the adjoints of ∂ and ∂̄.

(∂̄†Φ)q = gkp̄(∇kΦp̄q − Tk Φp̄q), (∂†Φ)q̄ = −gpj̄(∇j̄Φq̄p − T̄j̄Φq̄p). (2.57)

If we let Φ = ω and Φp̄q = igp̄q, we obtain

(∂̄†ω)q = −iTq, (∂†ω)q̄ = iT̄q̄. (2.58)

This implies the equivalence between (ii) and (iii). Q.E.D.

2.2.3 Curvature identities

Though the curvature tensor of a Kähler metric has several symmetry properties, the curvature of

an arbitrary Hermitian metric has little structure. We will see in this section that the conformally

balanced condition implies several identities for the curvature tensor of the Chern connection.

Furthermore, if we use the Bismut connection instead, we will see that the Bismut-Ricci tensor

vanishes identically for conformally balanced metrics.

In Hermitian geometry there are four different notions of Ricci curvature, and we will use the

following notation

Rk̄j = Rk̄j
p
p, R̃k̄j = Rppk̄j , R′k̄j = Rk̄

p
pj , R′′k̄j = Rpjk̄p. (2.59)

The tensor

Rk̄j = −∂j∂k̄ logωm = ∂j∂k̄ log ‖Ω‖2ω, (2.60)

is sometimes called the Chern-Ricci curvature. Corresponding to these 4 notions of Ricci curvature

are 4 notions of scalar curvature

R = gjk̄Rk̄j , R̃ = gjk̄R̃k̄j , R′ = gjk̄R′k̄j , R′′ = gjk̄R′′k̄j . (2.61)

We note that R = R̃ and R′ = R′′ for any Hermitian metric. The curvature of a conformally

balanced metric satisfies several useful identities, which we summarize in the following proposition.

Proposition 2. Assume that ω is a conformally balanced metric on an m-fold X. Then

(i) ∇k̄Tj = ∇j T̄k̄ = 1
2Rk̄j.

(ii) R′
k̄j

= R′′
k̄j

= 1
2Rk̄j.
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(iii) R̃k̄j = 1
2Rk̄j +∇mTk̄jm.

(iv) R = R̃ and R′ = R′′ = 1
2R.

Proof. By definition, Rk̄j = −∂j∂k̄ logωm = ∂j∂k̄ log ‖Ω‖2ω, so (i) follows from (iii) in Lemma 1.

Next, by the Bianchi identity, we have

R′k̄j = Rk̄p
p
j = Rk̄j +∇k̄Tmjm = Rk̄j −∇k̄Tj =

1

2
Rk̄j , (2.62)

and

R′′k̄j = Rk̄j
p
p +∇j T̄ q̄ k̄q̄ =

1

2
Rk̄j . (2.63)

This establishes (ii). Next, we compute

R̃k̄j = Rk̄j +∇j T̄ p̄k̄p̄ +∇p̄Tk̄jmgmp̄ =
1

2
Rk̄j +∇mTk̄jm, (2.64)

which proves (iii). Contracting these identities with gk̄j proves (iv). Q.E.D.

Though for most applications we will only be using the Chern connection of ω, the conformally

balanced condition has a nice interpretation in terms of its Bismut connection [119, 7, 49]. The

Bismut connection ∇B of an arbitrary Hermitian metric ω is defined to act on vector fields W by

∇Bj W p = ∇Cj W p − T pjkW
k, ∇Bj̄ W

p = ∇Cj̄ W
p + gpq̄gm̄rT̄

m̄
j̄q̄W

r. (2.65)

Here, to avoid confusion, we use ∇C to denote the Chern connection. Therefore ∇B = d+A, where

Aαjβ = Γαjβ − Tαjβ, Aαj̄β = gαγ̄ T̄βj̄γ̄ . (2.66)

Combining this explicit expression for the connection with (2.13) allows us to compute all com-

ponents of the curvature of the Bismut connection. For our purposes, we will only compute the

following Ricci curvature RB
k̄j

= RB
k̄j
α
α.

(RB)kj = ∂j(Γ
α
kα − Tαkα)− ∂k(Γαjα − Tαjα), (2.67)

(RB)k̄j̄ = ∂j̄(g
αγ̄ T̄αk̄γ̄)− ∂k̄(gαγ̄ T̄αj̄γ̄), (2.68)

(RB)k̄j = ∂j(g
αγ̄ T̄αk̄γ̄) + (RC)k̄j

α
α + ∂k̄T

α
jα. (2.69)
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Simplifying and using the notation Tk, we obtain

(RB)kj = ∂jTk − ∂kTj , (RB)k̄j̄ = ∂k̄T̄j̄ − ∂j̄ T̄k̄, (2.70)

(RB)k̄j = −∂k̄Tj − ∂j T̄k̄ + ∂j∂k̄ log ‖Ω‖2ω. (2.71)

We define the Bismut-Ricci form of ω as

RicBω =
1

2
(RB)kj dz

j ∧ dzk +
1

2
(RB)k̄j̄ dz̄

j ∧ dz̄k + (RB)k̄j dz
j ∧ dz̄k. (2.72)

Our reason for introducing the Bismut-Ricci form is the following characterization of conformally

balanced metrics, which is due to Fino and Grantcharov [34].

Proposition 3. Let (X,ω) be a m dimensional Hermitian manifold equipped with a nowhere van-

ishing holomorphic (m, 0)-form Ω. Then the following conditions are equivalent:

(i) The metric ω satisfies the conformally balanced condition d(‖Ω‖ωωm−1) = 0;

(ii) The Ricci curvature of the Bismut connection of RicBω vanishes identically.

Proof: Let ω = igk̄jdz
j ∧ dz̄k be a Hermitian metric. Following [34], we let χ = ‖Ω‖1/(m−1)

ω ω.

The torsion Tχ of the Hermitian metric χ is readily computed.

Tχm = ‖Ω‖−1/(m−1)
ω gjk̄{∂j(‖Ω‖1/(m−1)

ω gk̄m)− ∂m(‖Ω‖1/(m−1)
ω gk̄j)}

= Tm − ∂m log ‖Ω‖ω. (2.73)

By part (ii) of Proposition 1, we know that (∂̄†χ)m = −iTχm and (∂†χ)m̄ = iT̄χm̄, where ∂̄† and ∂†

are with respect to the metric χ. Then

(∂̄†χ)m = −iTm + i∂m log ‖Ω‖ω, (∂†χ)m̄ = iT̄m̄ − i∂m̄ log ‖Ω‖ω. (2.74)

By our computation of the Ricci curvature of the Bismut connection of ω, (2.70), we have

dd†χ = RicBω . (2.75)

We see that by part (iii) of Proposition 1, if ω is conformally balanced then d†χ = 0 and hence

RicBω = 0. On the other hand, suppose RicBω ≡ 0. Then

0 = 〈dd†χ, χ〉 = 〈d†χ, d†χ〉, (2.76)
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hence d†χ = 0, which implies Tm = ∂m log ‖Ω‖ω. By part (iii) of Proposition 1, ω is conformally

balanced. Q.E.D.

Lastly, we note that this condition can also be interpreted in terms of restricted holonomy. In-

deed, a Hermitian metric is conformally balanced if and only if its Bismut connection has holonomy

contained in SU(n). A discussion of holonomy and conformally balanced metrics can be found in

the survey of M. Garcia-Fernandez [44].

2.2.4 Relation to pluriclosed metrics

The conformally balanced condition is one of many conditions appearing in Hermitian geometry.

Another is the pluriclosed condition, which requires

i∂∂̄ω = 0. (2.77)

It was noticed by Ivanov-Papadopoulos [69] that a Hermitian metric satisfying both i∂∂̄ω = 0 and

d(‖Ω‖ωωm−1) = 0 must be Kähler. Indeed, we compute

i∂∂̄ω =
1

22

{
∂k̄(∂jg¯̀m − ∂mg¯̀j)− ∂¯̀(∂jgk̄m − ∂mg¯̀j)

}
dz̄` ∧ dzj ∧ dzm ∧ dz̄k (2.78)

and hence

(i∂∂̄ω)k̄j ¯̀m = ∂¯̀(∂jgk̄m − ∂mgk̄j)− ∂k̄(∂jg¯̀m − ∂mg¯̀j). (2.79)

On the other hand, the Riemann curvature tensor is given by

Rk̄j
`
m = −∂k̄(g`p̄∂jgp̄m) = −g`p̄∂k̄∂jgp̄m + g`r̄∂k̄gr̄sg

sq̄∂jgq̄m, (2.80)

or, equivalently,

Rk̄j ¯̀m = −∂k̄∂jg¯̀m + ∂k̄g¯̀sg
sr̄∂jgr̄m. (2.81)

Thus we obtain

(i∂∂̄ω)k̄j ¯̀m = Rk̄j ¯̀m −Rk̄m¯̀j +R¯̀mk̄j −R¯̀jk̄m + gsr̄ Tr̄mj T̄sk̄ ¯̀. (2.82)

Applying Lemma 2 on the torsion and Ricci curvatures of conformally balanced metrics gives

gm
¯̀
(i∂∂̄ω)k̄j ¯̀m = R̃k̄j − gsr̄gm

¯̀
Tr̄mjT̄s ¯̀̄k. (2.83)
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Suppose i∂∂̄ω = 0. Then taking the trace again gives

R̃ = |T |2. (2.84)

By the definition of R̃, we have

gjk̄∂j∂k̄ log ‖Ω‖2ω = |T |2. (2.85)

By the maximum principle, ‖Ω‖ω is constant and |T |2 = 0. It follows that ω is Kähler and Ricci-flat.

More generally, there is a conjecture in Hermitian geometry [35] which states that if X admits

a Hermitian metric ω1 which is pluriclosed and another (possibly different) metric ω2 which is

conformally balanced, then X must be Kähler.

2.3 Examples

In this section, we exhibit various examples of conformally balanced Calabi-Yau manifolds. Since it

will turn out to be the most important case in future sections, we only consider manifolds of complex

dimension m = 3. This list is far from comprehensive, and we mainly focus on examples which will

be used again later in this thesis. In particular, we do not discuss the example of Fu-Li-Yau [38] of

connected sums of S3 × S3 or nilmanifolds and solvmanifolds [34, 32, 33, 115, 116, 82].

2.3.1 Kähler Calabi-Yau manifolds

First, we note that any Kähler manifold with trivial canonical bundle is conformally balanced.

Indeed, by Yau’s theorem [120], there exists a Ricci flat metric ω = igk̄jdz
j ∧ dz̄k on X. Then for

any non-vanishing holomorphic (n, 0) form Ω, we have

i∂∂̄ log ‖Ω‖2ω = i∂∂̄ log(ΩΩ̄)− i∂∂̄ log det gk̄j = iRicω = 0. (2.86)

Since gjk̄∂j∂k̄ log ‖Ω‖2ω = 0, by the maximum principle we conclude that ‖Ω‖ω is constant. Therefore

d(‖Ω‖ωωn−1) = 0 (2.87)

since dω = 0.
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2.3.2 Complex Lie groups

Let (X,ω) be a complex Lie group of complex dimension three with left-invariant metric ω. Let

e1, e2, e3 ∈ g be an orthonormal frame of left-invariant holomorphic vector fields on X. The

structure constants of the Lie algebra g in this basis will be denoted

[ea, eb] = cdabed. (2.88)

The structure constants satisfy the Jacobi identity

cqirc
r
jk + cqkrc

r
ij + cqjrc

r
ki = 0. (2.89)

Let e1, e2, e3 be the dual frame of holomorphic 1-forms. By Cartan’s formula for the exterior

derivative,

∂ea =
1

2
cabd e

d ∧ eb. (2.90)

This identity is known as the Maurer-Cartan equation. In the frame e1, e2, e3, the left-invariant

metric ω can be written as

ω = i
∑
a

ea ∧ ēa. (2.91)

Taking the exterior derivative of ω and applying (2.90) gives

i∂ω = −1

2

∑
cdab e

b ∧ ea ∧ ēd. (2.92)

Therefore

(i∂ω)d̄ab = −cdab. (2.93)

We take the Calabi-Yau form to be

Ω = e1 ∧ e2 ∧ e3. (2.94)

We see that ‖Ω‖ω is a constant, and hence to verify that ‖Ω‖ωω2 is closed it suffices to show that

dω2 = 0. For this, we need to add an extra assumption on the complex Lie group X, namely that

it is unimodular. A Lie group whose structure constants satisfy

∑
p

cppa = 0 (2.95)

is said to be unimodular. It can be verified that this condition is independent of the choice of frame.
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Using (2.90), we compute

∂ω2 =
∑
a,b,c,d

2cdab e
a ∧ eb ∧ ec ∧ ēc ∧ ēd. (2.96)

By examining each of the three components of ∂ω2, we find

∂ω2 = −4(c1
13 + c2

23)e1 ∧ e2 ∧ e3 ∧ ē1 ∧ ē2 + 4(c1
12 + c3

32)e1 ∧ e2 ∧ e3 ∧ ē1 ∧ ē3

−4(c2
21 + c3

31)e1 ∧ e2 ∧ e3 ∧ ē2 ∧ ē3. (2.97)

The computation of ∂̄ω2 is similar, and we can see that dω2 = 0 is equivalent to the condition∑
p c

p
pa = 0.

Thus we see that unimodularity is equivalent to dω2 = 0 for any left-invariant metric. This

statement is well-known and to our knowledge first appeared in [1].

Fei-Yau ([30], Proposition 3.7) classify complex unimodular Lie algebras of dimension 3 and

study the Hull-Strominger system in each case. There are 4 different types, corresponding to

whether the Lie algebra is abelian, nilpotent, solvable, or semisimple. We exhibit here a Lie group

in the semisimple case, namely SL(2,C), to give a concrete example.

SL(2,C) = {A ∈ Mat2×2(C) : detA = 1} . (2.98)

Consider the paths γi(t) ∈ SL(2,C) going through the identity matrix I at t = 0.

γ1(t) =

 1− t2 it

it 1

 , γ2(t) =
1

2

 1− t2 t

−t 1

 , γ3(t) =
1

2

 1− it it2

it2 1 + it− t2 − it3

 .

(2.99)

Differentiating these paths at t = 0 gives the following tangent vectors at the identity.

σ1 =
1

2

 0 i

i 0

 , σ2 =
1

2

 0 1

−1 0

 , σ3 =
1

2

 −i 0

0 i

 . (2.100)

Similarly, we can get the following tangent vectors

Σ1 =
1

2

 0 1

1 0

 , Σ2 =
1

2

 0 −i

i 0

 , Σ3 =
1

2

 −1 0

0 1

 . (2.101)

The matrices {σ1, σ2, σ3,Σ1,Σ2,Σ3} form a basis for the tangent space at the identity. They satisfy

the following commutation relations

[σi, σj ] = εijkσk, [σi,Σj ] = εijkΣk, [Σi,Σj ] = −εijkσk. (2.102)
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Here εijk is the Levi-Civita symbol. We define an almost-complex structure J on SL(2,C) by

defining

J(σk) = Σk, J(Σk) = −σk. (2.103)

The space of (1, 0) vector fields is spanned by

ek =
1√
2

(σk − iΣk). (2.104)

We may compute

[ei, ej ] =
1

2
[σi − iΣi, σj − iΣj ]

=
1

2
{[σi, σj ]− i[σi,Σj ]− i[Σi, σj ]− [Σi,Σj ]}

=
1

2
{εijkσk − iεijkΣk + εjikΣk + εijkσk}

= εijkek. (2.105)

Therefore the almost-complex structure is integrable, and we may apply the Newlander-Nirenberg

theorem. Thus SL(2,C) is a complex Lie group with structure constants cijk = εijk. Since∑
p c

p
pa = 0, we see that SL(2,C) is unimodular. To obtain a compact threefold, we may quotient

out by a discrete group X = SL(2,C)/Λ.

2.3.3 Fei twistor spaces

The next construction is a hyperkähler fibration over a Riemann surface. This construction is due

to Fei [25, 26] and it generalizes previous constructions of Calabi [12] and Gray [57].

We start by considering T 4 = R4/Λ with basis e1, e2, e3, e4. We define the complex structures

I(e1) = e2, I(e3) = e4, I
2 = −1, (2.106)

J(e1) = e3, J(e4) = e2, J
2 = −1 (2.107)

K(e1) = e4, K(e2) = e3, K
2 = −1. (2.108)

This is a hyperkähler structure, and IJ = K, I2 = J2 = K2 = −1. Let

ωI = e1 ∧ e2 + e3 ∧ e4, ωI(v, w) = g(Iv, w), (2.109)

ωJ = e1 ∧ e3 + e4 ∧ e2, ωJ(v, w) = g(Jv,w), (2.110)
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ωK = e1 ∧ e4 + e2 ∧ e3, ωK(v, w) = g(Kv,w). (2.111)

We have that

dωI = dωJ = dωK = 0. (2.112)

The forms ωI , ωJ , ωK are all closed positive (1, 1) forms in their respective complex structure.

Next, we consider a Riemann surface Σ and a holomorphic map ϕ : Σ→ P1 such that ϕ∗O(2) =

KΣ. We call (Σ, ϕ) a vanishing spinorial pair. Vanishing spinorial pairs provide a square root of

the canonical bundle L = ϕ∗O(1), which is known as a theta characteristic in algebraic geometry.

Conversely, sections of a theta characteristic with no common zeroes can be used to construct a

map ϕ. Vanishing spinorial pairs exist for each genus g ≥ 3, and they can be constructed by using

the Gauss map of a minimal surface in T 3 [29]. Such minimal surfaces were constructed by Meeks

[77] and Traizet [112].

For ζ ∈ P1, we will use the following convention for the stereographic projection

(α, β, γ) =

(
1− |ζ|2

1 + |ζ|2
,
ζ + ζ̄

1 + |ζ|2
,
i(ζ̄ − ζ)

1 + |ζ|2

)
∈ S2. (2.113)

We will study X = Σ× T 4 with the complex structure (jΣ, I),

I = α(ϕ)I + β(ϕ)J + γ(ϕ)K. (2.114)

It can be shown that I2 = −1 is an almost-complex structure, and in fact it is integrable so that

X is a complex manifold. The space X can be understood as a pullback twistor space [65]. It was

shown in [25, 26] that the condition ϕ∗O(2) = KΣ implies that X has trivial canonical bundle.

Indeed, we define the following 3-form

Ω = µ1 ∧ ωI + µ2 ∧ ωJ + µ3 ∧ ωK , (2.115)

where µi is the pullback via ϕ of ϕi,

[ϕ1 : ϕ2 : ϕ3] = [2z1z2 : z2
2 − z2

1 : −i(z2
1 + z2

2)] ⊂ P2. (2.116)

Let us write the ϕi explicitly as holomorphic vector fields on P1. Writing ζ = z2/z1 on U1 = {z1 6=

0}, we have the local expressions

ϕ1 = 2ζ, ϕ2 = ζ2 − 1, ϕ3 = −i(1 + ζ2). (2.117)
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Write ξ = z1/z2 on U2 = {z2 6= 0}, we have the local expressions

ϕ1 = −2ξ, ϕ2 = ξ2 − 1, ϕ3 = i(1 + ξ2). (2.118)

Since ∂ζ
∂ξ = −1/ξ2 we have the transformation laws

ϕi(ζ) =
∂ζ

∂ξ
ϕi(ξ), (2.119)

hence the ϕi are holomorphic vector fields on P1. The line bundle of holomorphic vector fields on

P1 is isomorphic to O(2). Since ϕ∗O(2) = KΣ, it follows that µ1 = ϕ∗ϕ1, µ2 = ϕ∗ϕ2, µ3 = ϕ∗ϕ3

are holomorphic 1 forms on Σ.

Proposition 4. (Fei [26]) The form Ω (2.115) is a non-vanishing holomorphic (3, 0) form.

Proof: We compute in coordinates to determine the type of Ω. On ϕ∗U1, we write

Ω = 2ϕdz ∧ ωI + (ϕ2 − 1) dz ∧ ωJ − i(1 + ϕ2) dz ∧ ωK . (2.120)

For any x, v in the tangent space of the T 4 fiber direction,

Ω(∂z, v, x+ iIx) = 2ϕg(Iv, x+ iIx) + (ϕ2 − 1)g(Jv, x+ iIx)− i(1 + ϕ2)g(Kv, x+ iIx)

= {2iϕα+ i(ϕ2 − 1)β + (1 + ϕ2)γ}g(v, x)

+{2ϕ+ i(ϕ2 − 1)γ − (1 + ϕ2)β}g(Iv, x)

+{(ϕ2 − 1)− 2iγϕ+ (1 + ϕ2)α}g(Jv, x)

+{2iβϕ− iα(ϕ2 − 1)− i(1 + ϕ2)}g(Kv, x). (2.121)

Substituting the definition of α, β, γ,

α =
1− |ϕ|2

1 + |ϕ|2
, β =

ϕ+ ϕ̄

1 + |ϕ|2
, γ =

i(ϕ̄− ϕ)

1 + |ϕ|2
, (2.122)

we obtain

{2iϕα+ i(ϕ2 − 1)β + (1 + ϕ2)γ} = 0, (2.123)

{2ϕ+ i(ϕ2 − 1)γ − (1 + ϕ2)β} = 0, (2.124)

{(ϕ2 − 1)− 2iγϕ+ (1 + ϕ2)α} = 0, (2.125)

{2iβϕ− iα(ϕ2 − 1)− i(1 + ϕ2)} = 0. (2.126)
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Therefore

Ω(∂z, v, x+ iIx) = 0, (2.127)

for any v, x in the tangent space of T 4. Therefore Ω(∂z, ·, ·) is a (2, 0) form on T 4 since it vanishes

upon receiving x+ iIx ∈ T 0,1T 4. Recall that in general we always have

T 1,0N = {x− iIx : x ∈ TN}, T 0,1N = {x+ iIx : x ∈ TN}. (2.128)

It follows that Ω is a (3, 0) form on X since it will vanish if given any vector in T 0,1X.

Next, we need ∂̄Ω = 0 for Ω to be a holomorphic (3, 0) form. Since ωI , ωJ , ωK are closed, and

µi is a holomorphic 1-form on a manifold of complex dimension 1 hence is also closed,

dΩ = 0. (2.129)

Therefore ∂̄Ω = 0. We will compute Ω∧Ω̄ in the next section and show that it is nowhere vanishing.

Hence Ω is a holomorphic non-vanishing (3, 0) form. Q.E.D.

Next, we will construct a family of conformally balanced metrics on X. Define

ω̂ = i
∑

µk ∧ µ̄k. (2.130)

We claim ω̂ is a metric on Σ. Indeed, let z be a local coordinate such that ϕ∗∂ζ = dz. By definition

of µk, locally on ϕ∗U1 we have,

ω̂ = (4|ϕ|2 + |ϕ2 − 1|2 + |1 + ϕ2|2) idz ∧ dz̄

= 2(1 + |ϕ|2)2 idz ∧ dz̄. (2.131)

A similar computation holds on ϕ∗U2.

Next, for a given value of ϕ = (α, β, γ), define the following 2-form on T 4

ω′ = αωI + βωJ + γωK . (2.132)

We note that ω′ is positive and type (1, 1) on (T 4, I) since

ω′(x, y) = αg(Ix, y) + βg(Jx, y) + γg(Kx, y) = g(Ix, y). (2.133)
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Proposition 5. (Fei [26]) X is a conformally balanced Calabi-Yau threefold. In fact, for any

f : Σ→ R, the metric

ωf = e2f ω̂ + efω′ (2.134)

is conformally balanced.

Proof: We will use the following relations

ωI ∧ ωJ = ωI ∧ ωK = ωJ ∧ ωK = 0, ω2
I = ω2

J = ω2
K = 2volN . (2.135)

First, we compute

ω′2 = (α2 + β2 + γ2)ω2
I = 2volN , (2.136)

which implies

ω3
f = 3e4f ω̂ ∧ ω′2 = 6e4f ω̂ ∧ volN . (2.137)

By definition

iΩ ∧ Ω̄ = ‖Ω‖2ωf
ω3
f

3!
, (2.138)

and we may compute

iΩ ∧ Ω̄ = i(µ1 ∧ µ̄1 + µ2 ∧ µ̄2 + µ3 ∧ µ̄3) ∧ ω2
I = 2ω̂ ∧ volN . (2.139)

Therefore

‖Ω‖ωf = (
√

2)−1e−2f , (2.140)

and

‖Ω‖ωfω
2
f = (

√
2)−1e−2f (2e3f ω̂ ∧ ω′ + e2fω′2) = (

√
2)−1(2ef ω̂ ∧ ω′ + ω′2). (2.141)

It follows that

‖Ω‖ωfω
2
f = (

√
2)−1(2ef ω̂ ∧ (αωI + βωJ + γωK) + ω2

I ). (2.142)

Since ef ω̂ is a 2-form on a manifold of dimension 2 and ω2
I is a 4-form on a manifold of dimension

4, we have

d(‖Ω‖ωfω
2
f ) = 0. (2.143)

Q.E.D.

Lastly, we will show that X does not admit a Kähler metric. In fact,
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Proposition 6. (Fei [26]) There is no Hermitian metric ω on X such that i∂∂̄ω = 0.

Proof: We will compute the following exterior derivatives of the form ω′ on X:

∂ω′, ∂̄ω′, i∂∂̄ω′. (2.144)

These quantities, as well as generalizations, are computed in [20]. First, write

dω′ = ∂α ∧ ωI + ∂β ∧ ωJ + ∂γ ∧ ωK + ∂̄α ∧ ωI + ∂̄β ∧ ωJ + ∂̄γ ∧ ωK . (2.145)

Since ω′ is (1, 1), then dω′ has a (2, 1) and (1, 2) part. We have to identify this decomposition. If

η is a (2, 1) form, then

(Iη)(x, y, z) := η(Ix, Iy, Iz) = i2(−i)η(x, y, z). (2.146)

If η is a (1, 2) form, then

(Iη)(x, y, z) := η(Ix, Iy, Iz) = i(−i)2η(x, y, z). (2.147)

So we can detect the decomposition of dω′ by acting with the complex structure. We compute I

acting on ωI , ωJ , ωK . For example, a computation gives

ωI(Ix, Iy) = g(I(αIx+ βJx+ γKx), αIy + βJy + γKy)

= g(−αx+ βKx− γJx, αIy + βJy + γKy)

= (α2 − β2 − γ2)ωI(x, y) + 2αβωJ(x, y) + 2αγωK(x, y)

= (2α2 − 1)ωI(x, y) + 2αβωJ(x, y) + 2αγωK(x, y). (2.148)

Similarly

ωJ(Ix, Iy) = (2β2 − 1)ωJ(x, y) + 2βαωI(x, y) + 2βγωK(x, y), (2.149)

ωK(Ix, Iy) = (2γ2 − 1)ωK(x, y) + 2γαωI(x, y) + 2γβωJ(x, y). (2.150)
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Using these formulas

I(∂̄α ∧ ωI + ∂̄β ∧ ωJ + ∂̄γ ∧ ωK)

= −i∂̄α ∧ ((2α2 − 1)ωI + 2αβωJ + 2αγωK)

−i∂̄β ∧ ((2β2 − 1)ωJ + 2βαωI + 2βγωK)

−i∂̄γ ∧ ((2γ2 − 1)ωK + 2γαωI + 2γβωJ)

= i(∂̄α ∧ ωI + ∂̄β ∧ ωJ + ∂̄γ ∧ ωK)

−2iα(α∂̄α+ β∂̄β + γ∂̄γ)ωI

−2iβ(α∂̄α+ β∂̄β + γ∂̄γ)ωJ

−2iγ(α∂̄α+ β∂̄β + γ∂̄γ)ωK . (2.151)

Differentiating α2 + β2 + γ2 = 1 gives

α∂z̄α+ β∂z̄β + γ∂z̄γ = 0. (2.152)

Therefore

I(∂̄α ∧ ωI + ∂̄β ∧ ωJ + ∂̄γ ∧ ωK) = i(∂̄α ∧ ωI + ∂̄β ∧ ωJ + ∂̄γ ∧ ωK), (2.153)

which identifies the type as (2, 1). A similar computation identifies

∂̄ω′ = ∂α ∧ ωI + ∂β ∧ ωJ + ∂γ ∧ ωK . (2.154)

We may now compute i∂∂̄ω′ by taking the exterior derivative

i∂∂̄ω′ = id∂̄ω′ = i∂̄∂α ∧ ωI + i∂̄∂β ∧ ωJ + i∂̄∂γ ∧ ωK . (2.155)

It can be verified directly that α, β, γ satisfy the PDE

ĝzz̄∂z∂z̄v +
‖∇ϕ‖2

2
v = 0, (2.156)

where ‖∇ϕ‖2 is taken using ω̂ on Σ and ωFS the Fubini-Study metric on P1. Substituting this

relation into i∂∂̄ω′ gives

i∂∂̄ω′ =
‖∇ϕ‖2

2
ω̂ ∧ (αωI + βωJ + γωK)

=
‖∇ϕ‖2

2
ω̂ ∧ ω′. (2.157)
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With this identity, we can rule out the existence of Hermitian metrics ω satisfying i∂∂̄ω = 0.

Indeed, for any positive form ω we have∫
X
i∂∂̄ω′ ∧ ω =

1

2

∫
X
‖∇ϕ‖2ω̂ ∧ ω′ ∧ ω > 0. (2.158)

Integrating by parts shows that it is impossible to have i∂∂̄ω = 0. Q.E.D.

2.3.4 Goldstein-Prokushkin fibrations

The next construction will give us a threefold X which is a T 2 torus fibration over a compact Kähler

Calabi-Yau surface. This construction is due to Goldstein-Prokushkin [55], building on earlier ideas

of Calabi-Eckmann [13]. In this section, we will follow the presentation of Fu-Yau [43], who solved

the Hull-Strominger system on these manifolds.

Let (S, ω̂,ΩS) be a compact Kähler surface with nowhere vanishing holomorphic (2, 0) form ΩS

and Kähler-Ricci flat metric ω̂. Let ω1, ω2 ∈ 2πH2(S,Z) be anti-self-dual (1, 1) forms, so that

ω1 ∧ ω̂ = ω2 ∧ ω̂ = 0. (2.159)

We will use line bundles L1 → S, L2 → S with curvature forms ω1, ω2 to make circle bundles which

will form the T 2 fibers of our manifold X, and use the connection 1-forms of L1, L2 to construct a

(1, 0) form θ on X satisfying

∂θ = 0, ∂̄θ = ω1 + iω2. (2.160)

We will see that Ω = ΩS ∧ θ is a non-vanishing holomorphic (3, 0) form on X and ω0 = ω̂+ iθ∧ θ̄ is

a conformally balanced Hermitian metric. Furthermore, X is non-Kähler if ω1, ω2 are non-trivial.

We now go through the details of the construction. Since ω1 and ω2 are in 2πH2(S,Z), there

exists holomorphic line bundles L1, L2 → S equipped with connections a1, a2 such that Fa1 = iω1

and Fa2 = iω2. It will be convenient to work with the local forms A1 = −ia1 and A2 = −ia2. Then

dA1 = ω1, dA2 = ω2. (2.161)

Let S =
⋃
Uλ be a cover of S trivializing L1. This equips us with transition functions tµν on

Uµ ∩ Uν satisfying the cocycle condition (2.2) and local connection forms Aµ on Uµ satisfying

the transformation law (2.5). On each trivialization Uµ, we define the S1 fiber by introducing a

coordinate eixµ satisfying the relation on Uµ ∩ Uν

eixµ = tµνe
ixν . (2.162)
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The same construction using L2 gives another S1 fiber with local coordinate eiyµ . Using the local

coordinates (zµ)1, (zµ)2, xµ, yµ on Uµ, we form a six dimensional manifold X which is a T 2 fibration

over S.

We assume the transition functions of L1 are in U(1) and write tµν = eiτµν . Then the local

coordinates xµ satisfy

xµ = xν + τµν + 2πk, (2.163)

for some integer k ∈ Z on Uµ ∩ Uν . The transformation law (2.5) is simplified in our case to

(A1)µ = (A1)ν − dτµν . (2.164)

It follows that

dxµ + (A1)µ = dxν + (A1)ν , (2.165)

and hence dx + A1 is a well-defined 1-form on X. Similarly, dy + A2 is also a well-defined 1-form

on X. We define

θ = dx+A1 + i(dy +A2). (2.166)

By (2.161), we have

dθ = ω1 + iω2. (2.167)

We must now equip X with a complex structure. Let Uµ be an open set in S with complex

coordinates zk = uk + ivk with k = 1, 2. Then we have a corresponding open set in X with local

coordinates w = (u1, u2, v1, v2, xµ, yµ). First, we note that on X we have two global vertical vector

fields
∂

∂x
,

∂

∂y
. (2.168)

Though ∂
∂uk

and ∂
∂vk

are local vector fields on S, to obtain local vector fields on X we must take

their horizontal lifts. It can be checked by changing coordinates w to w̃ = (ũ1, ũ2, ṽ1, ṽ2, xν , yν) and

using (2.164) and (2.163) that the following expressions transform correctly to define local vector

fields on X

Xk =
∂

∂uk
−A1

(
∂

∂uk

)
∂

∂x
−A2

(
∂

∂uk

)
∂

∂y
, (2.169)

Yk =
∂

∂vk
−A1

(
∂

∂vk

)
∂

∂x
−A2

(
∂

∂vk

)
∂

∂y
. (2.170)
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We let H = span{X1, X2, Y1, Y2} be the horizontal subspace of TX. Indeed, by noting that H =

ker θ, we see that H is well-defined and TX = span{ ∂∂x ,
∂
∂y} ⊕ H. The horizontal subspace H

is isomorphic to TS and we may identify ∂
∂uk

with Xk and ∂
∂vk

with Yk. Therefore the complex

structure jS on S gives rise to a linear map JH on H such that J2
H = −1. We let I be the usual

almost complex structure on span{ ∂∂x ,
∂
∂y}. Then J = I ⊕ JH defines an almost complex structure

on X. Concretely, we have

J
∂

∂x
=

∂

∂y
, J

∂

∂y
= − ∂

∂x
, JXk = Yk, JYk = −Xk. (2.171)

The space T 1,0(X) is spanned by

U0 =
1

2

(
∂

∂x
− i ∂

∂y

)
, Uk =

1

2
(Xk − iYk). (2.172)

The space T 0,1(X) is spanned by

W0 =
∂

∂x
+ i

∂

∂y
, Wk = Xk + iYk. (2.173)

We note that θ (2.166) is of type (1, 0) since θ(Wi) = 0. Also, since ΩS is a (2, 0) form on S it

remains a (2, 0) form on X. Therefore

Ω = ΩS ∧ θ, (2.174)

is a (3, 0) form. By (2.167)

dΩ = ΩS ∧ dθ = ΩS ∧ (ω1 + iω2) = 0. (2.175)

The last equality vanishes because it is a 5-form on S.

We show that I is integrable by showing that for any (1, 0) form β, then dβ has no (0, 2) part.

Indeed, since β ∧ Ω = 0 and Ω is closed, then

dβ ∧ Ω = 0, (2.176)

which implies dβ has no (0, 2) part. Thus I is integrable, and by the Newlander-Nirenberg theorem,

X is a complex manifold.

To summarize, the complex manifold X admits a (1, 0) form θ satisfying

∂θ = 0, ∂̄θ = ω1 + iω2, (2.177)

and furthermore, Ω = ΩS ∧ θ is a non-vanishing holomorphic (3, 0) form.

30



CHAPTER 2. CONFORMALLY BALANCED CALABI-YAU MANIFOLDS

Proposition 7. ([55],[43]) Let u be a smooth function on S. Consider the family of (1, 1) forms

ωu = euω̂ + iθ ∧ θ̄. (2.178)

Then ωu is a conformally balanced Hermitian metric on X.

Proof: Recall that ω̂ = iĝk̄jdz
j ∧ dz̄k is a Kähler metric on S. We compute

θ(U0) = 1, θ(U1) = θ(U2) = 0 (2.179)

ωu(Ūk̄, Uj) =

 1 0

0 euĝk̄j

 , (2.180)

hence ωu is a Hermitian metric. By definition,

iΩ ∧ Ω̄ = ‖Ω‖2ωu
ω3
u

3!
, ΩS ∧ Ω̄S = ‖ΩS‖2ω̂

ω̂2

2!
, (2.181)

and so

iΩ ∧ Ω̄ = iΩS ∧ Ω̄S ∧ θ ∧ θ̄ = 2‖ΩS‖2ω̂ ω̂2 ∧ iθ ∧ θ̄. (2.182)

On the other hand,

ω2
u = e2uω̂2 + 2euω̂ ∧ iθ ∧ θ̄, (2.183)

ω3
u = 3e2uω̂2 ∧ iθ ∧ θ̄. (2.184)

Therefore ‖Ω‖2ωu = 4‖ΩS‖2ω̂e−2u. Since ω̂ is Ricci-flat Kähler, it follows that ‖ΩS‖2ω̂ is constant.

We may normalize ΩS such that

‖Ω‖ωu = e−u. (2.185)

It follows that

‖Ω‖ωuω2
u = euω̂2 + 2ω̂ ∧ iθ ∧ θ̄. (2.186)

Taking the exterior derivative, the first term vanishes as it is a top form on S. For the second term,

we compute

d(‖Ω‖ωuω2
u) = 2ω̂ ∧ idθ ∧ θ̄ − 2ω̂ ∧ iθ ∧ dθ̄

= 2ω̂ ∧ i(ω1 + iω2) ∧ θ̄ − 2ω̂ ∧ iθ ∧ (ω1 − iω2)

= 0, (2.187)
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since ω1 and ω2 are anti-self-dual (2.159).

Remark: X is non-Kähler unless ω1 and ω2 are trivial. Indeed, if there existed a metric α such

that i∂∂̄α = 0, then

0 =

∫
X
i∂∂̄ω0 ∧ α =

1

4

∫
X

(‖ω1‖2ω̂ + ‖ω2‖2ω̂) ω̂2 ∧ α, (2.188)

which is a contradiction unless ‖ω1‖2 + ‖ω2‖2 = 0. Here we used that ω1 and ω2 are anti-self-dual,

hence

i∂∂̄ω0 = −∂̄θ ∧ ∂θ̄ = −(ω1 + iω2)(ω1 − iω2) = −(ω2
1 + ω2

2), (2.189)

and

ω2
j = −ωj ∧ ?ωj = −‖ωj‖2ω̂

ω̂2

2
. (2.190)
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Chapter 3

Hull-Strominger System

3.1 Motivation

One of the first breakthroughs in the study of nonlinear partial differential equations in geome-

try was Yau’s solution [120] to the Calabi conjecture. The existence of Kähler Ricci-flat metrics

on Calabi-Yau manifolds has since resonated through mathematics. Furthermore, less than a

decade later, these metrics emerged in work by Candelas-Horowitz-Strominger-Witten in theoreti-

cal physics [14] as configurations of heterotic string theory, bringing together the fields of theoretical

physics and canonical metrics in complex geometry.

In 1986, Hull [67, 68] and Strominger [100] considered configurations of heterotic string theory

with torsion, and proposed a system of equations generalizing the ansatz of Candelas-Horowitz-

Strominger-Witten. Given a complex manifold X of dimension three with nonzero holomorphic

(3, 0) form Ω, and a holomorphic vector bundle E → X, the Hull-Strominger system seeks a pair

of metrics (E,H)→ (X,ω) solving

FH ∧ ω2 = 0, (3.1)

i∂∂̄ω =
α′

4
(TrRm(ω) ∧Rm(ω)− TrFH ∧ FH), (3.2)

d(‖Ω‖ω ω2) = 0. (3.3)

Here Rm(ω), FH are the endomorphism-valued curvature forms associated to the Chern connection

of ω, H (see §2.1 for conventions), and α′ ∈ R is a given constant.
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The first equation and third equations have appeared before in complex geometry; the first equa-

tion (3.1) is the Hermitian-Yang-Mills equation, and the third equation (3.3) is, up to a conformal

factor, the balanced condition from Hermitian geometry [78]. Conformally balanced Hermitian

metrics, though generally non-Kähler, still retain many nice structural properties compared to

arbitrary Hermitian metrics (see Chapter 2). The second equation (3.2) is called the anomaly

cancellation equation, and though it is well-known to physicists as the Green-Schwarz cancellation

mechanism [58] in string theory, we are currently lacking in the analytic tools needed to study

its solutions. As a partial differential equation, equation (3.2) is particularly interesting as it is

quadratic in the Riemann curvature tensor, and is thus fully-nonlinear in second derivatives of the

metric tensor.

Threefolds equipped with a Kähler Ricci-flat metric ω solve the Hull-Strominger system if we

take the gauge bundle E to be the holomorphic tangent bundle with FH = Rm(ω). Indeed, in

this case (3.1) is the Ricci-flat condition, and (3.2) is trivial. The conformally balanced condition

(3.2) also holds, as was discussed in §2.3.1. Thus the Hull-Strominger system is a unification of the

Calabi-Yau equation and the Hermitian-Yang-Mills equation.

The Hull-Strominger system is still interesting if we take E to be trivial and FH = 0, in which

case the system reduces to

i∂∂̄ω =
α′

4
TrRm(ω) ∧Rm(ω), d(‖Ω‖ωω2) = 0, (3.4)

which is a quadratic curvature equation on (2, 2) forms coupled to a conformally balanced condition.

In analogy with the Kähler-Einstein equation, we see that the Hull-Strominger system is interesting

from the point of view of canonical metrics in non-Kähler complex geometry. There has been much

activity concerning metrics in non-Kähler complex geometry recently, see e.g. [47, 48, 76, 103,

109, 107, 110, 98, 4, 40, 41] and references therein. Part of the motivation for studying non-

Kähler Calabi-Yau threefolds comes from Reid’s fantasy [95], which conjectures that all Calabi-

Yau threefolds can be connected by conifold transitions, as long as one allows the passage through

non-Kähler threefolds.

There are by now several examples of solutions to the Hull-Strominger system on compact

non-Kähler threefolds; there is the Fu-Yau solution described in §3.3, parallelizable examples (see

[32, 56, 31, 30] and references therein), and in the following section, we will describe a new class of
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examples in joint work with T. Fei and Z. Huang [29]. There are also solutions on compact Kähler

manifolds [3, 2, 74, 79] and local models [39, 24, 31, 62].

On a general balanced threefold with trivial canonical bundle, it is currently not known under

which condition a solution to the Hull-Strominger system will exist. By the Donaldson-Uhlenbeck-

Yau theorem [22, 117], the holomorphic vector bundle E should have degree zero and be stable with

respect to ω. There is also the topological condition ch2(X) = ch2(E). Given these conditions, it is

a conjecture of Yau [121, 44] that solutions to the Hull-Strominger system exist. It is also possible

that another notion of stability may be needed, as is the case for constant scalar curvature Kähler

metrics (see [92] for a survey on stability and canonical metrics in Kähler geometry).

In summary, our motivation for studying the Hull-Strominger system comes from three sources.

The first is its origins in theoretical physics as a proposed theory of quantum gravity. From the

point of view of analysis and the mathematical study of partial differential equations, this system

is of interest as a fully nonlinear system which is quadratic in the Riemannian curvature tensor.

Lastly, we view the Hull-Strominger system as a promising candidate for finding canonical metrics

on compact complex threefolds with trivial canonical bundle.

3.2 Fibrations over a Riemann surface

In algebraic geometry, it is conjectured that there are only finitely many topological types of

Kähler Calabi-Yau threefolds. A similar conjecture was made by physicists for solutions to the

Hull-Strominger system. In joint work with T. Fei and Z. Huang, we gave a negative answer to

this conjecture.

Theorem 5. (Fei-Huang-Picard [29]) Let Σ be a compact Riemann surface of genus g ≥ 3 with

a basepoint-free theta characteristic. Let M be a compact hyperkähler 4-manifold. The generalized

Calabi-Gray construction gives rise to a compact non-Kähler Calabi-Yau 3-fold X, which is the

total space of a fibration p : X → Σ with fiber M , admitting explicit smooth solutions to the Hull-

Strominger system with gauge bundle E = ΩX/Σ taken to be the relative cotangent bundle of the

fibration. If M = T 4, we may also take E to be any flat vector bundle.

Since such examples admit any genus g ≥ 3, this class of examples contains manifolds of

infinitely many different topological types.
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For simplicity, we will only treat the case when M = T 4, in which case we will simply take the

gauge bundle E to be trivial with FH ≡ 0. A theta characteristic D on Σ is a line bundle such that

D2 = KΣ. Given a basepoint free theta characteristic D, we may choose s1, s2 ∈ H0(Σ, D) such

that s1 and s2 do not both vanish at any point. Then ζ = s1/s2 is a meromorphic function which

defines a holomorphic map ϕ : Σ→ P1 such that ϕ∗O(2) = KΣ.

Given a such pair (Σ, ϕ), in §2.3.3 of Chapter 2 we constructed a metric ω̂ =
∑
iµk ∧ µ̄k on Σ

using pullback sections µk of O(2). Using local coordinates z on Σ with ϕ∗∂ζ = dz and ζ = z2/z1

on P1, we have

ω̂ = 2(1 + ϕϕ)2 idz ∧ dz̄. (3.5)

As usual, we will use the notation ω̂ = iĝz̄zdz ∧ dz̄. The Gauss curvature κ of ω̂ can be worked out

to be

− κω̂ = ϕ∗ωFS =
‖∇ϕ‖2

2
ω̂. (3.6)

Therefore

‖∇ϕ‖2 = −2κ, (3.7)

hence ω̂ has non-positive Gauss curvature.

Next, on T 4 we define ω′ = αωI +βωJ +γωK , where ϕ = (α, β, γ) in stereographic coordinates,

and ωI , ωJ , ωK are the Kähler metrics associated to the hyperkähler structure I,J ,K. Explicitly,

using the coordinate ζ on P1 to express ϕ, we have

α =
1− |ϕ|2

1 + |ϕ|2
, β =

ϕ+ ϕ̄

1 + |ϕ|2
, γ =

i(ϕ̄− ϕ)

1 + |ϕ|2
. (3.8)

The construction of the threefold p : X → Σ with fiber T 4 was given in §2.3.3 of Chapter 2. For

any f ∈ C∞(Σ,R), we recall the ansatz metric

ωf = e2f ω̂ + efω′ (3.9)

on the threefold X, which has the property that

d(‖Ω‖ωfω
2
f ) = 0. (3.10)

To solve the Hull-Strominger system, we will substitute the ansatz metric ωf into the anomaly

cancellation equation (3.2). The surprising fact is that the equation reduces to a single scalar PDE

on the Riemann surface Σ for the function f in this case.

36



CHAPTER 3. HULL-STROMINGER SYSTEM

The calculation of the curvature of ωf was done by T. Fei in [24]. The result is

Tr (Rm(ωf ) ∧Rm(ωf )) = i∂∂̄

(
‖∇ϕ‖2

ef
ω′
)
, (3.11)

where ‖∇ϕ‖2 = −2κ. Therefore the anomaly cancelation equation (3.2) with FH = 0 becomes

i∂∂̄

{(
ef +

α′κ

2ef

)
ω′
}

= 0. (3.12)

Let

u = ef +
α′κ

2ef
. (3.13)

The equation can be rewritten as

i∂∂̄(uω′) = i∂∂̄u ∧ ω′ + i∂u ∧ ∂ω′ − i∂u ∧ ∂ω′ + u · i∂∂̄ω′ = 0. (3.14)

The decomposition of dω′ into its (2, 1) and (1, 2) parts can be seen by acting with the complex

structure J0. This computation was carried out in (2.155) of Chapter 2. The result is

∂ω′ = ∂α ∧ ωI + ∂β ∧ ωJ + ∂γ ∧ ωK ,

∂ω′ = ∂α ∧ ωI + ∂β ∧ ωJ + ∂γ ∧ ωK ,

i∂∂̄ω′ = −i∂∂̄α ∧ ωI − i∂∂̄β ∧ ωJ − i∂∂̄γ ∧ ωK .

Next, it can be verified directly that α, β, γ all satisfy the PDE

i∂∂̄v − κvω̂ = 0. (3.15)

Therefore

i∂∂̄ω′ = −κω̂ ∧ ω′. (3.16)

The anomaly cancellation equation (3.2) thus descends to the base of the fibration and has reduced

to the following scalar equation

ĝzz̄uz̄z − κu = 0. (3.17)

Therefore, after substituting the ansatz (3.9) with trivial gauge bundle into the Hull-Strominger

system, we are left with 
ef +

α′κ

2ef
= u,

ĝzz̄uz̄z − κu = 0.

(3.18)
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To solve this system, we must find a function u in the kernel of ĝzz̄∂z∂z̄ − κ which is positive at all

ramification points of ϕ. We note that there are no solutions under this ansatz with α′ ≤ 0.

As we remarked previously, the functions α, β and γ are in the kernel of ĝzz̄∂z∂z̄−κ. We will try

to use these functions to obtain a solution. However, it may not be true that a combination of these

functions is positive at all ramification points of ϕ. This condition is equivalent to all branched

points of ϕ on P1 lying in an open hemisphere, and we call this the “hemisphere condition”.

To make sure the hemisphere condition holds, we may compose ϕ with an automorphism of P1.

Indeed, we can use a Möbius transformation such as ζ+B for B � 1 to push all branched points to

the upper hemisphere. After this composition, we obtain a new pair (Σ, ϕ̃) where the hemisphere

condition holds, and we may thus use the functions α, β, γ to solve the Hull-Strominger system.

3.3 Fibrations over a Calabi-Yau surface

In this section, we describe the solutions to the Hull-Strominger system obtained by Fu and Yau

[42, 43] in 2008. These were the first solutions obtained on non-Kähler manifolds, and they still

remain the most interesting from the point of view of fully nonlinear PDE.

Let π : Y → X be a Goldstein-Prokushkin fibration, as described in Chapter 2, constructed from

a Calabi-Yau surface (X, ω̂,Ω) equipped with two anti-self-dual (1, 1)-forms ω1, ω2 ∈ 2πH2(X,Z).

Let EX → X be a stable holomorphic vector bundle over X with slope
∫
X c1(EX) ∧ ω̂ = 0. Then

by the Donaldson-Uhlenbeck-Yau [22, 117] theorem, EX admits a metric HX with respect to ω̂

satisfying the Hermitian-Yang-Mills equation FHX ∧ ω̂ = 0.

Recall that, as discussed in Chapter 2, X admits a (1, 0) form θ such that the Fu-Yau ansatz

ωu = euω̂ + iθ ∧ θ̄ (3.19)

is a conformally balanced metric for any scalar function u ∈ C∞(X,R) (Proposition 7).

We will take E = π∗(EX) → Y as our gauge bundle, with metric H = π∗(HX). Direct

computation gives

ω2
u ∧ FH = FHX ∧ ω̂ ∧ (e2uω̂ + 2euiθ ∧ θ̄) = 0. (3.20)

Therefore H is Hermitian-Yang-Mills with respect to any metric ωu.
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The strategy is to substitute the ansatz (H,ωu) into the Hull-Strominger system and hope

that the system reduces to a single equation for the potential function u. Since the Hermitian-

Yang-Mills equation (3.1) and the conformally balanced condition (3.3) are already satisfied by the

Fu-Yau ansatz metric (H,ωu), it remains to study the anomaly cancellation equation (3.2). First,

we compute using (2.189)

i∂∂̄ωu = i∂∂̄(euω̂)− (ω2
1 + ω2

2). (3.21)

In [43], Fu and Yau computed the curvature of the metric ωu. Fixing a point p ∈ Y , they constructed

a frame of holomorphic vector fields such that at p,

gu =

 euĝ 0

0 1

 , Rm =

 R11 R12

R21 R22

 , (3.22)

where the entries Rjk are given by

R11 = Rm(ω̂)− ∂∂̄u I + e−u∂̄B ∧ ∂B∗ ĝ−1 (3.23)

R12 = −∇∂̄B + ∂u ∧ ∂̄B (3.24)

R21 = ∂̄(e−u∂B∗ ĝ−1) (3.25)

R22 = e−u(∂B∗ ĝ−1) ∧ ∂̄B. (3.26)

Here B = (ϕ1, ϕ2)T is a column vector of locally defined functions ϕi on X, where ϕi is constructed

from ω1, ω2, and ∂̄B is globally defined on X. Using this expression, Fu and Yau computed

(Proposition 8 in [43])

Tr(Rm(ωu) ∧Rm(ωu)) = Tr(Rm(ω̂) ∧Rm(ω̂)) + 2∂∂̄u ∧ ∂∂̄u+ ∂∂̄(e−uρ). (3.27)

Here ρ is a real (1, 1)-form on X depending on the data (ω̂, ω1, ω2). Explicitly,

ρ = − i
2

Tr(∂̄B ∧ ∂B∗ ĝ−1). (3.28)

Putting everything together, we see that the Green-Schwarz anomaly cancellation equation (3.2)

descends to a single scalar equation on the base manifold X. The equation is

0 = i∂∂̄(euω̂ − α′e−uρ)− α′

2
(∂∂̄u) ∧ (∂∂̄u) + µ ω̂2 (3.29)
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where

µ ω̂2 = −(ω2
1 + ω2

2)− α′

4
Tr(Rm(ω̂) ∧Rm(ω̂)) +

α′

4
Tr(FHX ∧ FHX ). (3.30)

The equation (3.29) is the Fu-Yau equation. By integrating both sides, we see that a necessary

condition for the existence of solutions is∫
X
µ ω̂2 = 0. (3.31)

This topological condition admits plenty of examples; indeed, fibrations π : Y → X and vector

bundles EX → X satisfying
∫
X µ = 0 are exhibited in [42, 43]. We now come to the main

theorem of Fu and Yau which establishes the existence of solutions to the Hull-Strominger system

on Goldstein-Prokushkin fibrations.

Theorem 6. (Fu-Yau [42, 43]) Let α′ ∈ R, ρ ∈ Ω1,1(X,R), and µ : X → R be a smooth function

such that
∫
X µ ω̂

2 = 0. Then equation (3.29) admits smooth solutions.

There are by now several alternate proofs of this theorem using various PDE techniques [85,

86, 88, 83, 90, 17]. In Chapter 4, we will give proof of this theorem from [90], which is joint work

with D.H. Phong and X.-W Zhang. In fact, we will consider a generalization of (3.29) to higher

dimensions. More precisely, let (X, ω̂) be a compact Kähler manifold of dimension n, ρ ∈ Ω1,1(X,R),

µ : X → R, and α′ ∈ R. For each fixed integer k, 1 ≤ k ≤ n − 1 and each real number γ > 0, we

consider the equation

i∂∂̄
{
ekuω̂ − α′e(k−γ)uρ

}
∧ ω̂n−2 + α′(i∂∂̄u)k+1 ∧ ω̂n−k−1 + µ ω̂n = 0. (3.32)

When k = 1 and γ = 2, this equation was proposed by Fu and Yau [43] with applications to a

version of the Hull-Strominger system in higher dimensions. Solutions with α′ < 0, k = 1, γ = 2

were obtained in [88], and solutions for k = 1, γ = 2 and arbitrary slope parameter α′ were obtained

independently in [90] and [17]. We shall refer to (3.32) as Fu-Yau Hessian equations. Our main

result is then the following:

Theorem 7. (Phong-Picard-Zhang [90]) Let α′ ∈ R, ρ ∈ Ω1,1(X,R), and µ : X → R be a smooth

function such that
∫
X µ ω̂

n = 0. There exists M0 � 1 depending on (X, ω̂), α′, n, k, γ, µ and ρ,

such that for each M ≥ M0, there exists a smooth function u with normalization
∫
X e

u ω̂n = M

solving the Fu-Yau Hessian equation (3.32).
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Uniqueness holds within a certain class of functions u ∈ Υk, and this will be discussed in detail

in Chapter 4.

Let us interpret this result on a threefold π : Y → X over a Calabi-Yau surface (X, ω̂) with Fu-

Yau ansatz ωu. The normalization condition on
∫
X e

u ω̂2 can be interpreted as a parametrization

of the conformally balanced class of ωu. Indeed, from (2.186) we see that

[‖Ω‖ωuω2
u] = [euω̂2] + 2[ω̂ ∧ iθ ∧ θ̄]. (3.33)

Since [euω̂2] is a top cohomology class on X, it is determined by its integral. Therefore
∫
X e

uω̂2 = M

parametrizes the conformally balanced class of ωu. We may thus prescribe a conformally balanced

class for our solution to the Hull-Strominger system by choosing a normalization M .

By Theorem 8 discussed in Chapter 4, uniqueness of solutions ωu in a given balanced class

holds for u ∈ Υk. Roughly speaking, the condition u ∈ Υk can be understood as e−u � 1

and |α′e−ui∂∂̄u|ω̂ � 1. From (2.185) and (3.22), we see that on the threefold X, the conditions

‖Ω‖ωu � 1 and ‖α′Rm(ωu)‖ωu � 1 imply u ∈ Υk. Thus solutions to the Hull-Strominger system

with Fu-Yau ansatz satisfying ‖Ω‖ωu � 1 and |α′Rm(ωu)| � 1 are unique in each conformally

balanced class. In general, the uniqueness problem for the Hull-Strominger system is still widely

open; see [44, 46, 45] for recent developments.
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Chapter 4

Fu-Yau Hessian Equations

Let (X, ω̂) be a compact Kähler manifold of dimension n. We identify the Kähler form with the

metric via ω = igk̄jdz
j ∧ dz̄k, and use ∆ĝ = ĝjk̄∂j∂k̄ for the Laplacian. We will use the notation

C`n = n!
`!(n−`)! and σ̂`(i∂∂̄u) ω̂n = C`n (i∂∂̄u)`∧ ω̂n−`. Given ρ ∈ Ω1,1(X,R), we define the differential

operator Lρ acting on functions by

Lρf ω̂
n = ni∂∂̄(fρ) ∧ ω̂n−2. (4.1)

For each fixed k ∈ {1, 2, 3, . . . , n− 1} and a real number γ > 0, the Fu-Yau Hessian equation (3.32)

can be rewritten as
1

k
∆ĝe

ku + α′
{
Lρe

(k−γ)u + σ̂k+1(i∂∂̄u)

}
= µ. (4.2)

In our study of this equation, we will assume that Vol(X, ω̂) = 1, which can be achieved by scaling

ω̂ 7→ λω̂, α′ 7→ λkα′, ρ 7→ λ−k+1ρ, µ 7→ λ−1µ. Since the equation reduces to the Laplace equation

when α′ = 0, we assume from now on that α′ 6= 0. We remark that this equation is already of

interest in the case when ρ ≡ 0, in which case the term Lρe
(k−γ)u vanishes.

We can also write Lρ as

Lρ = ajk̄∂j∂k̄ + bi∂i + bī∂ī + c, (4.3)

where ajk̄ is a Hermitian section of (T 1,0X)∗⊗ (T 0,1X)∗, bi is a section of (T 1,0X)∗, and c is a real

function. All these coefficients are characterized by the following equations

ni∂∂̄f ∧ ρ ∧ ω̂n−2 = ajk̄∂j∂k̄f ω̂
n, ni∂f ∧ ∂̄ρ ∧ ω̂n−2 = bi∂if ω̂

n, ni∂∂̄ρ ∧ ω̂n−2 = cω̂n, (4.4)

for an arbitrary function f , and can be expressed explicitly in terms of ρ and ω̂ if desired.
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This chapter is contained in joint work [90] with D.H. Phong and X.-W. Zhang. Our main

result is the following theorem.

Theorem 8. (Phong-Picard-Zhang [90]) Let α′ ∈ R, ρ ∈ Ω1,1(X,R), and µ : X → R be a smooth

function such that
∫
X µ ω̂

n = 0. Define the set Υk by

Υk =
{
u ∈ C2(X,R) : e−γu < δ, |α′||e−ui∂∂̄u|kω̂ < τ

}
, (4.5)

where 0 < δ, τ � 1 are explicit fixed constants depending only on (X, ω̂), α′, ρ, µ, n, k, γ, whose

expressions are given in (4.7, 4.8) below. Then there exists M0 � 1 depending on (X, ω̂), α′, n,

k, γ, µ and ρ, such that for each M ≥ M0, there exists a unique smooth function u ∈ Υk with

normalization
∫
X e

u ω̂n = M solving the Fu-Yau Hessian equation (4.2).

This theorem generalizes the theorem of Fu and Yau [42, 43] when k = 1 and n = 2. For k = 1,

α′ < 0 and arbitrary dimension n, solutions were previously found in [88]. Solutions in the case

k = 1 were obtained independently by Chu-Huang-Zhu [17].

4.1 Continuity method

We will use the constant Λ depending on ρ defined by

− Λĝjk̄ ≤ ajk̄ ≤ Λĝjk̄, ω̂ = ĝk̄jidz
j ∧ dz̄k, ĝjk̄ = (ĝk̄j)

−1. (4.6)

We will look for solutions in the region

Υk =
{
u ∈ C2(X,R) : e−γu < δ, |α′||e−ui∂∂̄u|kω̂ < τ

}
, τ =

2−7

Ckn−1

, (4.7)

where 0 < δ � 1 is a fixed small constant depending only on (X, ω̂), α′, ρ, µ, k, n, γ. More precisely,

it suffices for δ to satisfy the inequality

δ ≤ min

{
1,

2−13

|α′|(k + γ)3Λ
,

(
θ

2CX (‖µ‖L∞ + ‖α′c‖L∞)

)γ/γ′}
, (4.8)

where

θ =
1

2C1 − 1
, γ′ = min{k, γ}, C1 = {2(CX + 1)(γ + k)}n

(
n

n− 1

)n2

. (4.9)

Here CX is the maximum of the constants appearing in the Poincaré inequality and Sobolev in-

equality on (X, ω̂). The proof of Theorem 8 is based on the following a priori estimates:
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Theorem 9. Let u ∈ Υk be a C5,β(X) function with normalization
∫
X e

u ω̂n = M solving the k-th

Fu-Yau Hessian equation (4.2). Then

C−1M ≤ eu ≤ CM, e−u|i∂∂̄u|ω̂ ≤ CM−1/2, e−3u|∇̂∇̂∇̂u|2ω̂ ≤ C, (4.10)

where C > 1 only depends on (X, ω̂), α′, k, γ, n, ρ, and µ.

Assuming Theorem 9, we can prove Theorem 8. Both the existence and uniqueness statements

will be proved by the continuity method. We begin with the existence. Fix α′ ∈ R\{0}, γ > 0,

1 ≤ k ≤ (n − 1), ρ ∈ Ω1,1(X,R) and µ : X → R such that
∫
X µ ω̂

n = 0, and define the set Υk as

above. For a real parameter t, we consider the family of equations

1

k
∆ĝe

kut + α′
{
tLρe

(k−γ)ut + σ̂k+1(i∂∂̄ut)
}

= tµ. (4.11)

As equations of differential forms, this family can be expressed as

i∂∂̄

{
eku

k
ω̂ + α′te(k−γ)uρ

}
∧ ω̂n−2 + α′

Ckn−1

k + 1
(i∂∂̄u)k+1 ∧ ω̂n−k−1 − tµ

n
ω̂n = 0. (4.12)

We introduce the following spaces

BM = {u ∈ C5,β(X,R) :

∫
X
eu ω̂n = M}, (4.13)

B1 = {(t, u) ∈ [0, 1]×BM : u ∈ Υk}, (4.14)

B2 = {ψ ∈ C3,β(X,R) :

∫
X
ψ ω̂n = 0} (4.15)

and define the map Ψ : B1 → B2 by

Ψ(t, u) =
1

k
∆ĝe

kut + α′tLρe
(k−γ)ut + α′σ̂k+1(i∂∂̄ut)− tµ. (4.16)

We consider

I = {t ∈ [0, 1] : there exists u ∈ BM such that (t, u) ∈ B1 and Ψ(t, u) = 0}. (4.17)

First, 0 ∈ I: indeed the constant function u0 = logM − log
∫
X ω̂

n is in Υk when M � 1, and

u0 solves the equation at t = 0. In particular I is non-empty.

Next, we show that I is open. Let (t0, u0) ∈ B1, and let L = (DuΨ)(t0,u0) be the linearized

operator at (t0, u0),

L :

{
h ∈ C5,β(X,R) :

∫
X
heu0 ω̂n = 0

}
→
{
ψ ∈ C3,β(X,R) :

∫
X
ψ ω̂n = 0

}
, (4.18)
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defined by

L(h)ω̂n = i∂∂̄{eku0h ω̂ + α′(k − γ)t0e
(k−γ)u0h ρ} ∧ ω̂n−2

+α′Ckn−1i∂∂̄h ∧ (i∂∂̄u0)k ∧ ω̂n−k−1. (4.19)

The leading order terms are

L(h)ω̂n = eku0χ(t0,u0) ∧ ω̂n−k−1 ∧ i∂∂̄h+ · · · (4.20)

where

χ(t,u) = ω̂k + α′(k − γ)te−γu ρ ∧ ω̂k−1 + α′Ckn−1(e−ui∂∂̄u)k. (4.21)

Since u0 ∈ Υk, we see from the conditions (4.7) that χ(t0,u0) > 0 as a (k, k) form and hence L is

elliptic. The L2 adjoint L∗ is readily computed by integrating by parts:∫
X
ψL(h) ω̂n =

∫
X
h eku0χ(t0,u0) ∧ ω̂n−k−1 ∧ i∂∂̄ψ

=

∫
X
hL∗(ψ) ω̂n. (4.22)

Since L∗ is an elliptic operator with no zeroth order terms, by the strong maximum principle the

kernel of L∗ consists of constant functions. An index theory argument (see e.g. [88] or [43] for

full details) shows that the kernel of L is spanned by a function of constant sign. It follows that

L is an isomorphism. By the implicit function theorem, there exists a unique solution (t, ut) for t

sufficiently close to t0, with ut ∈ Υk since Υk is open. We conclude that I is open.

Finally, we apply Theorem 9 to show that I is closed. Consider a sequence ti ∈ I such that

ti → t∞, and denote uti ∈ Υk ∩ BM the associated C5,β functions such that Ψ(ti, uti) = 0. By

differentating the equation e−kutiΨ(ti, uti) = 0 with the Chern connection ∇̂ of the Kähler metric

ω̂, we obtain

0 =
χ(ti,uti )

∧ ω̂n−k−1 ∧ i∂∂̄(∂`uti)

ω̂n/n

+∇̂`{α′tie−γuti ((k − γ)2apq̄∂puti ∂q̄uti + (k − γ)bk∂kuti + (k − γ)bk̄∂k̄uti + c)}

+∇̂`(α′tie−γu(k − γ)apq̄)∂p∂q̄uti

+k∂`|∇uti |2ĝ − α′ke−kuti σ̂k+1(i∂∂̄uti)∂`uti − ti∂`{e−kutiµ}. (4.23)

Since the equations (4.11) are of the form (4.2) with uniformly bounded coefficients ρ and µ,

Theorem 9 applies to give uniform control of |uti | and |∂∂̄∂uti |ω̂ along this sequence. Therefore
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∆̂uti is uniformly controlled in Cβ(X) for any 0 < β < 1. By Schauder estimates, we have

‖uti‖C2,β ≤ C.

Thus the differentiated equation (4.23) is a linear elliptic equation for ∂`uti with Cβ coefficients.

This equation is uniformly elliptic along the sequence, since χ(ti,uti )
≥ 1

2 ω̂
k by (4.10) when M � 1.

By Schauder estimates, we have uniform control of ‖∇uti‖C2,β . A bootstrap argument shows that

we have uniform control of ‖uti‖C6,β , hence we may extract a subsequence converging to u∞ ∈ C5,β.

Furthermore, for M ≥M0 � 1 large enough, we see from (4.10) that

e−u∞ � 1, |e−ui∂∂̄u∞|ω̂ � 1, (4.24)

hence u∞ ∈ Υk. Thus I is closed.

Hence I = [0, 1] and consequently there exists a C5,β function u ∈ Υk with normalization∫
X e

u ω̂n = M solving the Fu-Yau equation (4.2). By applying Schauder estimates and a bootstrap

argument to the differentiated equation (4.23), we see that u is smooth.

We complete now the proof of Theorem 8 with the proof of uniqueness.

First, we show that the only solutions of the equation

1

k
i∂∂̄eku ∧ ω̂n−1 + α′

Ckn−1

k + 1
(i∂∂̄u)k+1 ∧ ω̂n−k−1 = 0 (4.25)

with |α′|Ckn−1|e−ui∂∂̄u|kω̂ < 2−7 are constant functions. Multiplying by u and integrating, we see

that

0 =

∫
X
i∂u ∧ ∂̄u ∧

{
ekuω̂k + α′

Ckn−1

k + 1
(i∂∂̄u)k

}
∧ ω̂n−k−1, (4.26)

and hence u must be constant since ekuω̂k + α′
Ckn−1

k+1 (i∂∂̄u)k > 0 as a (k, k) form.

Now suppose there are two distinct solutions u ∈ Υk and v ∈ Υk satisfying (4.2) under the

normalization
∫
X e

u ω̂n =
∫
X e

v ω̂n = M with M ≥M0. For t ∈ [0, 1], define

Φ(t, u) = i∂∂̄

{
eku

k
ω̂ + α′(1− t)e(k−γ)uρ

}
∧ ω̂n−2

+α′
Ckn−1

k + 1
(i∂∂̄u)k+1 ∧ ω̂n−k−1 − (1− t)µ

n
ω̂n, (4.27)

and consider the path t 7→ ut satisfying Φ(t, ut) = 0, ut ∈ Υk,
∫
X e

utω̂n = M with initial condition

u0 = u.
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The same argument which shows that I is open also shows that the path ut exists for a short-

time: there exists ε > 0 such that ut is defined on [0, ε). By our estimates (4.10), we may extend

the path to be defined for t ∈ [0, 1]. By uniqueness of the equation with t = 1, we know that

u1 = logM − log
∫
X ω̂

n. The same argument gives a path t 7→ vt satisfying Φ(t, vt) = 0, vt ∈ Υk,∫
X e

vtω̂n = M with v0 = v and v1 = logM − log
∫
X ω̂

n. But then at the first time 0 < t0 ≤ 1 when

ut0 = vt0 , we contradict the local uniqueness of Φ(t, ut) = 0 given by the implicit function theorem.

It follows from our discussion that in order to prove Theorem 8, it remains to establish the a

priori estimates (4.10).

4.2 The uniform estimate

Theorem 10. Suppose u ∈ Υk solves (4.2) subject to the normalization
∫
X e

u ω̂n = M . Then

C−1M ≤ eu ≤ CM, (4.28)

where C only depends on (X, ω̂), k, and γ.

We first note the following general identity which holds for any function u.

0 = α′(p− k)

∫
X
e(p−k)ui∂u ∧ ∂̄u ∧ (i∂∂̄u)k ∧ ω̂n−k−1 + α′

∫
X
e(p−k)u (i∂∂̄u)k+1 ∧ ω̂n−k−1. (4.29)

Substituting the Fu-Yau Hessian equation (4.12) with t = 1, we obtain

0 = α′
Ckn−1

k + 1
(p− k)

∫
X
e(p−k)ui∂u ∧ ∂̄u ∧ (i∂∂̄u)k ∧ ω̂n−k−1

+

∫
X
e(p−k)uµ

ω̂n

n
−
∫
X
e(p−k)ui∂∂̄

{
eku

k
ω̂ + α′e(k−γ)uρ

}
∧ ω̂n−2. (4.30)

We integrate by parts to derive

0 = α′
Ckn−1

k + 1
(p− k)

∫
X
e(p−k)ui∂u ∧ ∂̄u ∧ (i∂∂̄u)k ∧ ω̂n−k−1

+

∫
X
e(p−k)uµ

ω̂n

n
+ (p− k)

∫
X
epu i∂u ∧ i∂̄u ∧ ω̂n−1

+(p− k)α′
∫
X
e(p−k)u i∂u ∧ i∂̄(e(k−γ)uρ) ∧ ω̂n−2. (4.31)
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Integrating by parts again gives

(p− k)

∫
X
epui∂u ∧ ∂̄u ∧ ω̂n−k−1 ∧ χ′

= −
∫
X
e(p−k)uµ

ω̂n

n
+
p− k
p− γ

α′
∫
X
e(p−γ)u ∧ i∂∂̄ρ ∧ ω̂n−2, (4.32)

where we now assume p > γ and we define

χ′ = ω̂k + α′(k − γ)e−γuρ ∧ ω̂k−1 + α′
Ckn−1

k + 1
(e−ui∂∂̄u)k. (4.33)

Next, we estimate

i∂u ∧ ∂̄u ∧ ω̂n−k−1 ∧ χ′ =
|∇u|2ω̂
n

ω̂n + α′(k − γ)e−γu
aij̄uiuj̄
n

ω̂n

+α′
Ckn−1

k + 1
i∂u ∧ ∂̄u ∧ (e−ui∂∂̄u)k ∧ ω̂n−k−1

≥
|∇u|2ω̂
n

ω̂n − |α′Λ(k − γ)|δ
|∇u|2ω̂
n

ω̂n

−|α′|
Ckn−1

k + 1
|e−ui∂∂̄u|kω̂

|∇u|2ω̂
n

ω̂n. (4.34)

Since u ∈ Υk, by (4.7) and (4.8) the positive term dominates the expression and we can conclude

i∂u ∧ ∂̄u ∧ ω̂n−k−1 ∧ χ′ ≥ 1

2

|∇u|2ω̂
n

ω̂n. (4.35)

The proof of Theorem 10 will be divided into three propositions. We note that in the following

arguments we will omit the background volume form ω̂n when integrating scalar functions.

Proposition 8. Suppose u ∈ Υk solves (4.2) subject to normalization
∫
X e

u = M . There exists

C1 > 0 such that

eu ≤ C1M, (4.36)

where C1 only depends on (X, ω̂), n, k and γ. In fact, C1 is given by (4.9).

Combining (4.32) and (4.35) gives

1

2
(p− k)

∫
X
epu|∇u|2ω̂

≤ −
∫
X
e(p−k)uµ+

p− k
p− γ

nα′
∫
X
e(p−γ)u ∧ i∂∂̄ρ ∧ ω̂n−2. (4.37)

We estimate ∫
X
|∇e

p
2
u|2ω̂ ≤

p2

2(p− k)

{
‖µ‖L∞

∫
X
e(p−k)u +

p− k
p− γ

‖α′c‖L∞
∫
X
e(p−γ)u

}
. (4.38)
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For any p ≥ 2 max{γ, k}, there holds p2

2(p−k) ≤ p and p−k
p−γ ≤ 2. Using e−γu ≤ δ ≤ 1 and (4.8), we

conclude that ∫
X
|∇e

p
2
u|2ω̂ ≤ 2(‖µ‖L∞ + ‖α′c‖L∞)δ

min{k,γ}
γ p

∫
X
epu

≤ θ

CX
p

∫
X
epu ≤ p

CX

∫
X
epu, (4.39)

for any p ≥ 2(γ + k). Let β = n
n−1 . The Sobolev inequality gives us(∫
X
eβpu

)1/β

≤ CX
(∫

X
|∇e

p
2
u|2ω̂ +

∫
X
epu
)
. (4.40)

Therefore for all p ≥ 2(γ + k),

‖eu‖Lpβ ≤ (CX + 1)1/pp1/p‖eu‖Lp . (4.41)

Iterating this inequality gives

‖eu‖
Lpβ

(k+1) ≤ {(CX + 1)p}
1
p

∑k
i=0

1

βi · β
1
p

∑k
i=1

i

βi ‖eu‖Lp . (4.42)

Letting k →∞, we obtain

sup
X
eu ≤ C ′1‖eu‖L2(γ+k) , C ′1 = {2(CX + 1)(γ + k)}

1
2(γ+k)

∑∞
i=0

1

βi · β
1

2(γ+k)

∑∞
i=1

i

βi . (4.43)

It follows that

sup
X
eu ≤ C ′1(sup

X
eu)1−(2(γ+k))−1

(∫
X
eu
)1/2(γ+k)

, (4.44)

and we conclude that

sup
X
eu ≤ C1

∫
X
eu, C1 = (C ′1)2(γ+k). (4.45)

This proves the estimate. As it will be needed in the future, we note that the precise form of C1

agrees with the definition given in (4.9).

Proposition 9. Suppose u ∈ Υk solves (4.2) subject to normalization
∫
X e

u = M . There exists a

constant C only depending on (X, ω̂), n, k and γ such that∫
X
e−u ≤ CM−1. (4.46)
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Setting p = −1 in (4.32) gives

(k + 1)

∫
X
e−ui∂u ∧ ∂̄u ∧ ω̂n−k−1 ∧ χ′ (4.47)

=

∫
X
e−(1+k)uµ

ω̂n

n
− 1 + k

1 + γ

∫
X
e−(1−γ)ui∂∂̄ρ ∧ ω̂n−2

≤ 1

n
‖µ‖L∞

∫
X
e−(1+k)u +

1 + k

(1 + γ)n
‖α′c‖L∞

∫
X
e−(1+γ)u. (4.48)

Since u ∈ Υk, we may use (4.35) and e−γu ≤ δ ≤ 1 to obtain∫
X
e−u|∇u|2ω̂ ≤ 2δ

min{k,γ}
γ

(
‖µ‖L∞ + ‖α′c‖L∞

) ∫
X
e−u. (4.49)

By the Poincaré inequality ∫
X
e−u −

(∫
X
e−u/2

)2

≤ CX
∫
X
|∇e−u/2|2ω̂. (4.50)

After using the definition of δ (4.8), it follows that∫
X
e−u ≤ 1

1− θ
4

(∫
X
e−u/2

)2

. (4.51)

Let U = {x ∈ X : eu ≥ M
2 }. From Proposition 8, and using Vol(X, ω̂) = 1,

M =

∫
X
eu ≤ C1M |U |+ (1− |U |)M

2
. (4.52)

Hence |U | ≥ θ > 0, where we recall that θ was defined in (4.8). Using |U | ≥ θ and (4.51), it was

shown in [88] that the estimate∫
X
e−u ≤ 1

1− θ
4

(
1 +

2

θ

)(
2

θ2

)
M−1 (4.53)

follows.

Proposition 10. Suppose u ∈ Υk solves (4.2) subject to the normalization
∫
X e

u = M . There

exists C such that

sup
X
e−u ≤ CM−1, (4.54)

where C only depends on (X, ω̂), n, k and γ.

Exchanging p for −p in (4.32) and using (4.35) gives

(p+ k)

∫
X
e−pui∂u ∧ ∂̄u ∧ ω̂n−1 (4.55)

≤ 2

∫
X
e−(p+k)uµ

ω̂n

n
− 2α′

p+ k

p+ γ

∫
X
e−(p+γ)ui∂∂̄ρ ∧ ω̂n−2.
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By using eγu ≤ δ ≤ 1, we obtain∫
X
|∇e−

p
2
u|2ω̂ ≤

p2

2(p+ k)
δ

min{k,γ}
γ (‖µ‖L∞ +

p+ k

p+ γ
‖α′c‖L∞)

∫
X
e−pu. (4.56)

We may use (4.8) to obtain a constant C depending on (X, ω̂), n, k, and γ such that∫
X
|∇e−

p
2
u|2ω̂ ≤ Cp

∫
X
e−pu. (4.57)

for any p ≥ 1. Using the Sobolev inequality and iterating in a similar way to Proposition 8, we

obtain

sup
X
e−u ≤ C‖e−u‖L1 . (4.58)

Applying Proposition 9 gives the desired estimate.

4.3 Setup and notation

4.3.1 The formalism of evolving metrics

We come now to the key steps of establishing the gradient and the C2 estimates. It turns out

that, for these steps, it is more natural to view the equation (4.2) as an equation for the unknown,

non-Kähler, Hermitian form

ω = euω̂ (4.59)

and to carry out calculations with respect to the Chern unitary connection ∇ of ω. As usual, we

identify the metrics ĝ and g via ω̂ = ĝk̄j idz
j ∧ dz̄k and ω = gk̄j idz

j ∧ dz̄k, and denote ĝjk̄, gjk̄ to

be the inverse matrix of ĝk̄j , gk̄j . Then gk̄j = euĝk̄j , g
jk̄ = e−uĝjk̄. Recall that the Chern unitary

connection ∇ is defined by

∇k̄V j = ∂k̄V
j , ∇kV j = gjm̄∂k(gm̄pV

p) (4.60)

and its torsion and curvature by

[∇α,∇β]V γ = Rβα
γ
δV

δ + T δβα∇δV γ . (4.61)

Explicitly,

Rk̄q
j
p = −∂k̄(gjm̄∂qgm̄p), T jpq = gjm̄(∂pgm̄q − ∂qgm̄p). (4.62)
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The curvatures and torsions of the metrics gk̄j and ĝk̄j are then related by

Rk̄j
p
i = R̂k̄j

p
i − uk̄jδpi, T λkj = ukδ

λ
j − ujδλk. (4.63)

The formulas (2.28) and (2.29) for commuting covariant derivatives reduce in our case to

∇j∇p∇q̄u = ∇p∇q̄∇ju+ upuq̄j − ujuq̄p, (4.64)

and to

∇k̄∇j∇p∇q̄u = ∇p∇q̄∇j∇k̄u+ up∇k̄∇j∇q̄u− uj∇k̄∇p∇q̄u

+uq̄∇p∇k̄∇ju− uk̄∇p∇q̄∇ju

+R̂k̄j
λ
puq̄λ − R̂q̄pk̄λ̄uλ̄j . (4.65)

It will also be convenient to use the symmetric functions of the eigenvalues of i∂∂̄u with respect

to ω rather than with respect to ω̂. Thus we define σ`(i∂∂̄u) to be the `-th elementary symmetric

polynomial of the eigenvalues of the endomorphism hij = gik̄uk̄j . Explicitly, if λi are the eigenvalues

of the endomorphism hij = gik̄uk̄j , then σ`(i∂∂̄u) =
∑

i1<···<i` λi1 · · ·λi` . Using this formalism,

equation (4.2) becomes

∆gu+ k|∇u|2g + α′e−(k+1)uLρe
(k−γ)u + α′σk+1(i∂∂̄u)− e−(k+1)uµ = 0. (4.66)

4.3.2 Differentiating Hessian operators

We define

σpq̄` =
∂σ`
∂hrp

grq̄, σpq̄,rs̄` =
∂2σ`

∂hap∂hbr
gaq̄gbs̄. (4.67)

Then the variational formula δσ` = ∂σ`
∂hrp

δhrp becomes

∇iσ` = σpq̄` ∇iuq̄p. (4.68)

Similarly,

∇j̄σ
pq̄
` = σpq̄,rs̄` ∇j̄us̄r. (4.69)

We will use a general formula for differentiating a function of eigenvalues of a matrix. Let F (h) =

f(λ1, · · · , λn) be a symmetric function of the eigenvalues of a Hermitian matrix h. Then at a
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diagonal matrix h, we have (see [5, 50]),

∂F

∂hij
= δijfi, (4.70)

∑ ∂2F

∂hij∂hrs
T ijT

r
s =

∑
fijT

i
iT

j
j +

∑
p6=q

fp − fq
λp − λq

|T pq|2. (4.71)

for any Hermitian matrix T . Since σ`(h) =
∑

i1<···<i` λi1λi2 · · ·λi` , this formula implies that at a

point p ∈ X where g is the identity and uq̄p is diagonal, then

σpq̄` = δpqσ`−1(λ|p), (4.72)

σpq̄,rs̄` ∇iuq̄p∇īus̄r =
∑
p,q

σ`−2(λ|pq)∇iup̄p∇īuq̄q −
∑
p 6=q

σ`−2(λ|pq)|∇iuq̄p|2. (4.73)

We introduced the notation σm(λ|p) and σm(λ|pq) for the m-th elementary symmetric polynomial

of

(λ|i) = (λ1, · · · , λ̂i, · · · , λn) ∈ Rn−1 and (λ|ij) = (λ1, · · · , λ̂i, · · · , λ̂j , · · · , λn) ∈ Rn−2.

Lastly, we introduce the tensor F pq̄, which will appear in subsequent sections when we differentiate

the Fu-Yau equation.

F pq̄ = gpq̄ + α′(k − γ)e−(1+γ)uapq̄ + α′σpq̄k+1. (4.74)

We will prove that for u ∈ Υk, F
pq̄ is close to the metric gpq̄. For this, we first note the following

elementary estimate.

Lemma 1. Let m be a positive integer and ` ∈ {1, . . . ,m}. For any vector λ ∈ Rm,

|σ`(λ)| ≤ C`m
m`/2

|λ|` (4.75)

with |λ| =
(∑n

i=1 λ
2
i

)1/2
. Here, σ`(λ) is the `-th elementary symmetric polynomial of λ and C`m =

m!
`!(m−`)! .

Proof: Using the Newton-Maclaurin inequality,

|σ`(λ)| ≤ σ`(|λ1|, . . . , |λm|) ≤ C`m
(∑m

i |λi|
m

)`
. (4.76)

The Cauchy-Schwarz inequality now gives the desired estimate. Q.E.D.

We can now prove the following simple but important lemma regarding the ellipticity of F pq̄.
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Lemma 2. If u ∈ Υk, then

(1− 2−6)gpq̄ ≤ F pq̄ ≤ (1 + 2−6)gpq̄. (4.77)

Proof: First, at a point z where gpq̄ = δpq and uq̄p is diagonal, the above lemma implies

|α′σpp̄k+1| = |α
′σk(λ|p)| ≤ |α′|

Ckn−1

(n− 1)k/2
|∇∇̄u|kg . (4.78)

The condition u ∈ Υk gives |α′σpp̄k+1(z)| ≤ 2−7. This argument shows that α′σpq̄k+1 is on the order of

2−7gpq̄ in arbitrary coordinates.

Next, u ∈ Υk also implies that |α′(k − γ)e−γuΛ| ≤ 2−7. Since −Λĝpq̄ ≤ apq̄ ≤ Λĝpq̄, we can put

everything together and obtain the estimate (7.240). Q.E.D.

4.4 Gradient estimate

The main goal of this section is to establish Theorem 11 below, which gives C1 estimates with

scale. A key tool is the test function in (4.81) below, which was introduced in the paper [83] on

the Anomaly flow.

Theorem 11. Let u ∈ Υk be a C3(X,R) function solving the Fu-Yau Hessian equation (4.2).

Then

|∇u|2ĝ ≤ C, (4.79)

where C only depends on (X, ω̂), α′, k, γ, ‖ρ‖C3(X,ω̂) and ‖µ‖C1(X).

In view of Theorem 10, this estimate is equivalent to

|∇u|2g ≤ CM−1, (4.80)

where C only depends on (X, ω̂), α′, k, γ, ‖ρ‖C3(X,ω̂) and ‖µ‖C1(X). We will prove this estimate

by applying the maximum principle to the following test function

G = log |∇u|2g + (1 + σ)u, (4.81)

for a parameter 0 < σ < 1. Though there is a range of values of σ which makes the argument work,

to be concrete we will take σ = 2−7.
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4.4.1 Estimating the leading terms

Suppose G attains a maximum at p ∈ X. Then

0 =
∇|∇u|2g
|∇u|2g

+ (1 + σ)∇u. (4.82)

We will compute the operator F pq̄∇p∇q̄ acting on G at p.

F pq̄∇p∇q̄G =
1

|∇u|2g
F pq̄∇p∇q̄|∇u|2g −

1

|∇u|4g
F pq̄∇p|∇u|2g∇q̄|∇u|2g + (1 + σ)F pq̄uq̄p. (4.83)

By direct computation

F pq̄∇p∇q̄|∇u|2g = F pq̄gjī∇p∇q̄∇ju∇īu+ F pq̄gjī∇ju∇p∇q̄∇īu

+|∇∇̄u|2Fg + |∇∇u|2Fg. (4.84)

where |∇∇u|2Fg = F pq̄gjī∇p∇ju∇q̄∇īu and |∇∇̄u|2Fg = F pq̄gjīuq̄juīp. Commuting derivatives ac-

cording to the relation

[∇j ,∇¯̀]uī = R¯̀j ī
p̄up̄ = R̂¯̀j ī

p̄up̄ − u¯̀juī, (4.85)

we obtain

F pq̄gjī∇ju∇p∇q̄∇īu = F pq̄gjī∇p∇q̄∇ju∇īu+ F pq̄gjīujR̂q̄pī
λ̄uλ̄ − F pq̄gjīujuq̄puī. (4.86)

Thus

F pq̄∇p∇q̄|∇u|2g = 2Re{F pq̄gjī∇p∇q̄∇ju∇īu}+ F pq̄gjīujR̂q̄pī
λ̄uλ̄

−F pq̄gjīujuq̄puī + |∇∇̄u|2Fg + |∇∇u|2Fg. (4.87)

Next, we use the equation. Expanding Lρ = apq̄∂p∂q̄ + bi∂i + b̄i∂ī + c, equation (4.66) becomes

0 = ∆gu+ α′
{

(k − γ)e−(1+γ)uapq̄uq̄p + σk+1(i∂∂̄u)
}

+ k|∇u|2g

+α′(k − γ)2e−(1+γ)uapq̄upuq̄ + 2α′(k − γ)e−(1+γ)uRe{biui}

+α′e−(1+γ)uc− e−(k+1)uµ. (4.88)

We covariantly differentiate equation (4.88), using (4.68) to differentiate σk+1 and using the notation

F pq̄ introduced in (4.74). This leads to

0 = F pq̄∇j∇p∇q̄u+ k∇j |∇u|2g + Ej , (4.89)
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where

Ej = α′(k − γ)e−(1+γ)u

{
− γapq̄uq̄puj + ∇̂japq̄uq̄p

}
+α′(k − γ)2e−(1+γ)u

{
− γapq̄upuq̄uj + ∇̂japq̄upuq̄ + apq̄∇j∇puuq̄ + apq̄upuq̄j

}
+α′(k − γ)e−(1+γ)u

{
− 2(1 + γ)Re{biui}uj + ∇̂jbiui

+ujb
iui + ∂j b̄iuī + bi∇j∇iu+ b̄iuīj

}
−(1 + γ)α′e−(1+γ)ucuj + α′e−(1+γ)u∂jc

+(k + 1)e−(k+1)uµuj − e−(k+1)u∂jµ. (4.90)

We used ∇iW j = ∇̂iW j + uiW
j to replace ∇ by ∇̂ in the above calculation. We will eventually

see that the terms Ej play a minor role when u ∈ Υk, and will only perturb the coefficients of the

leading terms. Commuting covariant derivatives using (4.64), we obtain

F pq̄∇p∇q̄∇ju = −F pq̄upuq̄j + F pq̄ujuq̄p − k∇j |∇u|2g − Ej . (4.91)

Substituting (4.91) into (4.87), an important partial cancellation occurs, and we obtain

F pq̄∇p∇q̄|∇u|2g = −2Re{F pq̄gjīuīupuq̄j}+ |∇u|2gF pq̄uq̄p − 2kRe{gjī∇īu∇j |∇u|2g}

−2Re{gjīEjuī}+ F pq̄gjīujR̂q̄pī
λ̄uλ̄ + |∇∇̄u|2Fg + |∇∇u|2Fg. (4.92)

We note the identity

F pq̄uq̄p = ∆gu+ α′(k − γ)e−(1+γ)uapq̄uq̄p + (k + 1)α′σk+1(i∂∂̄u). (4.93)

Substituting the equation (4.88) into the identity (4.93), we obtain

F pq̄uq̄p = −k|∇u|2g + Ẽ , (4.94)

where

Ẽ = kα′σk+1(i∂∂̄u)− α′(k − γ)2e−(1+γ)uapq̄upuq̄

−2α′(k − γ)e−(1+γ)uRe{biui} − α′e−(1+γ)uc+ e−(k+1)uµ, (4.95)
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will turn out to be another perturbative term. Substituting (4.92) and (4.94) into (4.83)

F pq̄∇p∇q̄G =
1

|∇u|2g
|∇∇̄u|2Fg +

1

|∇u|2g
|∇∇u|2Fg −

2

|∇u|2g
Re{F pq̄gjīuīupuq̄j}

− 1

|∇u|4g
F pq̄∇p|∇u|2g∇q̄|∇u|2g − 2k

1

|∇u|2g
Re{gjīuī∇j |∇u|2g}

−(2 + σ)k|∇u|2g +
1

|∇u|2g
F pq̄gjīujR̂q̄pī

λ̄uλ̄

− 2

|∇u|2g
Re{gjīEjuī}+ (2 + σ)Ẽ . (4.96)

Using the critical equation (4.82),

− 1

|∇u|4g
F pq̄∇p|∇u|2g∇q̄|∇u|2g − 2k

1

|∇u|2g
Re{gjīuī∇j |∇u|2g}

= −(1 + σ)2|∇u|2F + 2(1 + σ)k|∇u|2g. (4.97)

Here we introduced the notation |∇f |2F = F pq̄fpfq̄ for a real-valued function f . The critical equation

(4.82) can also be written as

gjī∇pujuī
|∇u|2g

= −
gjīujuīp
|∇u|2g

− (1 + σ)up. (4.98)

We now combine this identity with the Cauchy-Schwarz inequality, which will lead to a partial

cancellation of terms. This idea is also used to derive a C1 estimate for the complex Monge-Ampère

equation, [9, 60, 93, 91, 123].

1

|∇u|2g
|∇∇u|2Fg ≥

∣∣∣∣gjī∇ujuī|∇u|2g

∣∣∣∣2
F

(4.99)

=
1

|∇u|4g
|gjīuj∇uī|2F + (1 + σ)2|∇u|2F +

2(1 + σ)

|∇u|2g
Re{F pq̄gjīujuīpuq̄}.

Let ε > 0. Combining (4.97) and (4.99) and dropping a nonnegative term,

− 1

|∇u|4g
F pq̄∇p|∇u|2g∇q̄|∇u|2g −

2k

|∇u|2g
Re{gjīuī∇j |∇u|2g}+ (1− ε) 1

|∇u|2g
|∇∇u|2Fg

≥ −(1 + σ)2ε|∇u|2F + 2(1 + σ)k|∇u|2g +
2(1 + σ)(1− ε)

|∇u|2g
Re{F pq̄gjīujuīpuq̄}. (4.100)
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Substituting this inequality into (4.96), partial cancellation occurs and we are left with

F pq̄∇p∇q̄G ≥ 1

|∇u|2g
|∇∇̄u|2Fg +

ε

|∇u|2g
|∇∇u|2Fg

+{2σ − 2ε(1 + σ)} 1

|∇u|2g
Re{F pq̄gjīuīupuq̄j}

+σk|∇u|2g − (1 + σ)2ε|∇u|2F

+
1

|∇u|2g
F pq̄gjīujR̂q̄pī

λ̄uλ̄ −
2

|∇u|2g
Re{gjīEjuī}+ (2 + σ)Ẽ . (4.101)

Since u ∈ Υk, we now use (7.240) in Lemma 2 to pass the norms with respect to F pq̄ to gpq̄ up to

an error of order 2−6. We choose

ε = (1 + σ)−2(1 + 2−6)−1σ

2
. (4.102)

Then

(1 + σ)2ε|∇u|2F ≤
σ

2
|∇u|2g, (4.103)

and
ε

|∇u|2g
|∇∇u|2Fg ≥

σ

2(1 + σ)2

1− 2−6

1 + 2−6

1

|∇u|2g
|∇∇u|2g. (4.104)

Since σ = 2−7, we have the inequality of numbers 1
2

1−2−6

(1+σ)2(1+2−6)
≥ 1

4 . Thus

ε

|∇u|2g
|∇∇u|2Fg ≥

σ

4

1

|∇u|2g
|∇∇u|2g. (4.105)

We also note the inequalities

1

|∇u|2g
|∇∇̄u|2Fg ≥ (1− 2−6)

1

|∇u|2g
|∇∇̄u|2g, (4.106)

and

{2σ − 2ε(1 + σ)} 1

|∇u|2g
Re{F pq̄gjīuīupuq̄j}

≥ −{2− (1 + σ)−1(1 + 2−6)−1}σ(1 + 2−6)|∇∇̄u|g

≥ −2σ(1 + 2−6)|∇∇̄u|g. (4.107)

The main inequality (4.101) becomes

F pq̄∇p∇q̄G ≥ (1− 2−6)
1

|∇u|2g
|∇∇̄u|2g +

σ

4

|∇∇u|2g
|∇u|2g

− 2σ(1 + 2−6)|∇∇̄u|g

+
σ

2
|∇u|2g +

1

|∇u|2g
F pq̄gjīujR̂q̄pī

λ̄uλ̄

− 2

|∇u|2g
Re{gjīEjuī}+ (2 + σ)Ẽ . (4.108)
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4.4.2 Estimating the perturbative terms

4.4.2.1 The Ej terms

Recall the constant Λ is such that −Λĝjī ≤ ajī ≤ Λĝjī. We will go through each term in the

definition of Ej (4.90) and estimate the terms appearing in 2
|∇u|2g

Re{gjīEjuī} by groups. In the

following, we will use C to denote constants possibly depending on α′, k, γ, apq̄, bi, c, µ, and their

derivatives.

First, using 2ab ≤ a2 + b2 and e−γu ≤ δ, we estimate the terms involving ∇∇̄u

2|α′(k − γ)|
|∇u|2g

e−(1+γ)u|gjīuī(−γapq̄uq̄puj + ∇̂japq̄uq̄p + (k − γ)apq̄upuq̄j + b̄quq̄j)|

≤ 2|α′Λ(k − γ)(k + 2γ)|e−γ |∇∇̄u|g + Ce−γue−u/2
|∇∇̄u|g
|∇u|g

≤ 2

{
|α′Λ|1/2(k − γ)|δ1/2|∇u|g

}{
δ1/2(k + 2γ)|Λα′|1/2 |∇∇̄u|g

|∇u|g

}
+ Ce−u/2

|∇∇̄u|g
|∇u|g

≤ |α′|Λ(k − γ)2δ|∇u|2g + 4|Λα′|(k + γ)2δ
|∇∇̄u|2g
|∇u|2g

+ σ
|∇∇̄u|2g
|∇u|2g

+ C(σ)e−u. (4.109)

Second, we estimate the terms involving ∇∇u

2|α′(k − γ)|
|∇u|2g

e−(1+γ)u|gjīuī{(k − γ)apq̄∇j∇puuq̄ + bp∇j∇pu}|

≤ 2|α′|(k − γ)2Λe−γu|∇∇u|g + 2

{
C

|α′Λ|1/2
e−(1+γ)u/2

}{
|α′Λ|1/2|k − γ|e−γu/2 |∇∇u|g

|∇u|g

}
≤ |α′|(k − γ)2Λδ

{ |∇∇u|2g
|∇u|2g

+ |∇u|2g
}

+ |α′Λ|(k − γ)2e−γu
|∇∇u|2g
|∇u|2g

+
C2

|α′Λ|
e−(1+γ)u

≤ 2|α′|Λ(k − γ)2δ
|∇∇u|2g
|∇u|2g

+ δ|α′|(k − γ)2Λ|∇u|2g + Ce−u. (4.110)

Third, we estimate the terms involving ∇u quadratically

2|α′(k − γ)|
|∇u|2g

e−(1+γ)u|gjīuī{(k − γ)∇̂japq̄upuq̄ − 2(1 + γ)Re{bpup}uj + ujb
iui}|

≤ Ce−γue−u/2|∇u|g ≤
σ

16
|∇u|2g + C(σ)e−(1+2γ)u ≤ σ

16
|∇u|2g + Ce−u. (4.111)
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Finally, for all the other terms in Ej , we can estimate

2|α′(k − γ)|
|∇u|2g

e−(1+γ)u|gjīuī{−γ(k − γ)apq̄upuq̄uj + ∇̂jbpup + ∂j b̄
quq̄}|

+
2

|∇u|2g
|gjīuī{−(1 + γ)α′ce−(1+γ)uuj + α′e−(1+γ)u∂jc+ (k + 1)e−(k+1)uµuj − e−(k+1)u∂jµ}|

≤ 2|α′|Λ(k − γ)2γe−γu|∇u|2g + Ce−(1+γ)u + Ce−(1+γ)u e
−u/2

|∇u|g
+ Ce−(k+1)u + Ce−(k+1)u e

−u/2

|∇u|g

≤ 2|α′|Λ(k − γ)2γδ|∇u|2g + Ce−u + Ce−u
e−u/2

|∇u|g
. (4.112)

Putting everything together, we obtain the following estimate for the terms coming from Ej .

2

|∇u|2g
|gjīEjuī| ≤

{
2|α′|Λ(k − γ)2(1 + γ)δ +

σ

16

}
|∇u|2g + Ce−u + Ce−u

e−u/2

|∇u|g

+{4|α′|Λ(k + γ)2δ + σ}
|∇∇̄u|2g
|∇u|2g

+ 2|α′|Λ(k − γ)2δ
|∇∇u|2g
|∇u|2g

. (4.113)

4.4.2.2 The Ẽ terms

Next, estimating Ẽ defined in (4.95) gives

(2 + σ)|Ẽ | ≤ k(2 + σ)|α′||σk+1(i∂∂̄u)|+ (2 + σ)|α′Λ|(k − γ)2e−γu|∇u|2g

+2‖α′(k − γ)bi‖L∞e−γue−u/2|∇u|g + Ce−(1+γ)u + Ce−(k+1)u. (4.114)

Using e−γu ≤ δ ≤ 1 and

2‖α′(k − γ)b‖L∞e−γue−u/2|∇u|g ≤
σ

16
|∇u|2g + C(σ)e−ue−2γu, (4.115)

we obtain

(2 + σ)|Ẽ | ≤ k(2 + σ)|α′||σk+1(i∂∂̄u)|+ (2 + σ)|α′Λ|(k − γ)2δ|∇u|2g +
σ

16
|∇u|2g + Ce−u.

By Lemma 1, we have

k|α′||σk+1(i∂∂̄u)| ≤ k|α′| Ck+1
n

n1/2nk/2
|∇∇̄u|kg |∇∇̄u|g ≤ {|α′|Ckn−1|∇∇̄u|kg}|∇∇̄u|g. (4.116)

Since u ∈ Υk, we have |α′|Ckn−1|∇∇̄u|kg ≤ 2−7. Thus

(2 + σ)|Ẽ | ≤
{

(2 + σ)|α′Λ|(k − γ)2δ +
σ

16

}
|∇u|2g + 2−7(2 + σ)|∇∇̄u|g + Ce−u. (4.117)
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4.4.3 Completing the estimate

Combining (4.113) and (4.117),

2

|∇u|2g
|gjīEjuī|+ (2 + σ)|Ẽ | ≤

{
5|α′|Λ(k − γ)2(1 + γ)δ +

σ

8

}
|∇u|2g

+2|α′Λ|(k − γ)2δ
|∇∇u|2g
|∇u|2g

+ {4|α′|Λ(k + γ)2δ + σ}
|∇∇̄u|2g
|∇u|2g

+2−7(2 + σ)|∇∇̄u|g + Ce−u + Ce−u
e−u/2

|∇u|g
. (4.118)

Since σ = 2−7 and (k − γ)2(1 + γ) ≤ (k + γ)3, the definition (4.8) of δ implies

5|α′|Λ(k − γ)2(1 + γ)δ ≤ σ

8
; 4|α′Λ|(k + γ)2δ ≤ 2−7.

Then, we have

2

|∇u|2g
|gjīEjuī|+ (2 + σ)|Ẽ | ≤ σ

4
|∇u|2g +

σ

4

|∇∇u|2g
|∇u|2g

+ 2−6
|∇∇̄u|2g
|∇u|2g

+ 2−7(2 + σ)|∇∇̄u|g

+Ce−u + Ce−u
e−u/2

|∇u|g
. (4.119)

Using (4.119), the main inequality (4.108) becomes

F pq̄∇p∇q̄G ≥ (1− 2−5)
1

|∇u|2g
|∇∇̄u|2g −

{
2σ(1 + 2−6) + 2−7(2 + σ)

}
|∇∇̄u|g

+
σ

4
|∇u|2g +

1

|∇u|2g
F pq̄gjīujR̂q̄pī

λ̄uλ̄ − Ce−u − Ce−u
e−u/2

|∇u|g
. (4.120)

By our choice σ = 2−7, we have the inequality of numbers

{
2σ(1 + 2−6) + 2−7(2 + σ)

}2 1

1− 2−5
≤ σ

2
. (4.121)

Thus

{
2σ(1 + 2−6) + 2−7(2 + σ)

}
|∇∇̄u|g

≤ (1− 2−5)
1

|∇u|2g
|∇∇̄u|2g +

1

4

{
2σ(1 + 2−6) + 2−7(2 + σ)

}2 1

1− 2−5
|∇u|2g

≤ (1− 2−5)
1

|∇u|2g
|∇∇̄u|2g +

σ

8
|∇u|2g. (4.122)

We may also estimate
1

|∇u|2g
F pq̄gjīujR̂q̄pī

λ̄uλ̄ ≥ −Ce−u. (4.123)
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Putting everything together, at p there holds

0 ≥ F pq̄∇p∇q̄G ≥
σ

8
|∇u|2g −

Ce−ue−u/2

|∇u|g
− Ce−u. (4.124)

From this inequality, we can conclude

|∇u|2g(p) ≤ Ce−u(p). (4.125)

By definition G(x) ≤ G(p), and we have

|∇u|2g ≤ Ce−u(p)e(1+σ)(u(p)−u) ≤ CM−1, (4.126)

since eu(p)e−u ≤ C and e−u ≤ CM−1 by Theorem 10. This completes the proof of Theorem 11.

4.5 Second order estimate

The main goal of this section is to establish Theorem 12 below, which gives C2 estimates with

scale. A key tool is the test function in (4.147) below, which was indeed introduced in the paper

[83] on the Anomaly flow.

Theorem 12. Let u ∈ Υk be a C4(X) function with normalization
∫
X e

u ω̂n = M solving the

Fu-Yau equation (4.2). Then

|∇∇̄u|2g ≤ CM−1. (4.127)

where C only depends on (X, ω̂), α′, k, γ, ‖ρ‖C4(X,ω̂) and ‖µ‖C2(X).

We begin by noting the following elementary estimate.

Lemma 3. Let ` ∈ {2, 3, . . . , n}. The following estimate holds:

|gjīσpq̄,rs̄` ∇juq̄p∇īus̄r| ≤ C`−2
n−2|∇∇̄u|

`−2
g |∇∇̄∇u|2g. (4.128)

Proof: Since the inequality is invariant, we may work at a point p ∈ X where g is the identity

and uq̄p is diagonal. At p, we can use (4.73) and conclude

|gjīσpq̄,rs̄` ∇juq̄p∇īus̄r| ≤
∑
i

∑
p,q

|σ`−2(λ|pq)||∇iuq̄p|2. (4.129)

By Lemma 1,

|σ`−2(λ|pq)| ≤
C`−2
n−2

(n− 2)(`−2)/2
|∇∇̄u|`−2

g . (4.130)

This inequality proves the Lemma. Q.E.D.
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4.5.1 Differentiating the norm of second derivatives

Lemma 4. Let u ∈ Υk be a C4(X) function solving (4.2) with normalization
∫
X e

u = M . There

exists a constant C > 0 depending only on (X, ω̂), α′, k, γ, ‖ρ‖C4(X,ω̂) and ‖µ‖C2(X) such that

F pq̄∇p∇q̄|∇∇̄u|2g ≥ 2(1− 2−5)|∇∇̄∇u|2g − (1 + 2k)|α′|−1/kτ1/k|∇∇u|2g

−(1 + 2k)|α′|−1/kτ1/k|∇∇̄u|2g

−CM−1/2|∇∇̄∇u|g − CM−1|∇∇u|g − CM−1. (4.131)

We start by differentiating F pq̄ (4.74) by using (4.69).

∇īF pq̄ = −α′(k − γ)(1 + γ)e−(1+γ)uuīa
pq̄ + α′(k − γ)e−(1+γ)u∇īapq̄ + α′σpq̄,rs̄k+1 ∇īus̄r. (4.132)

Differentiating the Fu-Yau Hessian equation twice corresponds to differentiating (4.89), which gives

0 = α′∇īσ
pq̄,rs̄
k+1 ∇īus̄r∇juq̄p + F pq̄∇ī∇j∇p∇q̄u

+k∇ī∇j |∇u|2g − α′(k − γ)(1 + γ)e−(1+γ)uapq̄uī∇j∇p∇q̄u

+α′(k − γ)e−(1+γ)u∇īapq̄∇j∇p∇q̄u+∇īEj . (4.133)

Next, we use (4.65) to commute covariant derivatives and conclude

F pq̄∇p∇q̄uīj = −α′σpq̄,rs̄k+1 ∇juq̄p∇īus̄r

−F pq̄ [up∇ī∇j∇q̄u− uj∇ī∇p∇q̄u+ uq̄∇p∇ī∇ju− uī∇p∇q̄∇ju]

−F pq̄R̂ījλpuq̄λ + F pq̄R̂q̄p̄i
λ̄uλ̄j

−k∇ī∇j |∇u|2g + α′(k − γ)(1 + γ)e−(1+γ)uapq̄uī∇j∇p∇q̄u

−α′(k − γ)e−(1+γ)u∇īapq̄∇j∇p∇q̄u−∇īEj . (4.134)

Direct computation gives

F pq̄∇p∇q̄|∇∇̄u|2g = 2gs̄igjr̄F pq̄∇p∇q̄uījur̄s + 2|∇∇̄∇u|2Fgg. (4.135)

Recall (7.240) that we can pass from F pq̄ to the metric gpq̄ up to an error of order 2−6. Substituting
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(4.134) into (4.135) and estimating terms gives

F pq̄∇p∇q̄|∇∇̄u|2g ≥ 2

{
(1− 2−6)|∇∇̄∇u|2g − |α′gmīgjn̄σ

ij̄,rs̄
k+1∇juq̄p∇īus̄run̄m|

}
−C|∇∇̄u|g|∇∇̄∇u|g

{
|∇u|g + e−γu|∇u|g + e−γue−

1
2
u

}
−C|∇∇̄u|g

{
e−u|∇∇̄u|g

}
−2k

∣∣∣∣gs̄igjr̄∇ī∇j |∇u|2gur̄s∣∣∣∣− 2

∣∣∣∣gs̄igjr̄∇īEjur̄s∣∣∣∣. (4.136)

The condition u ∈ Υk (4.7) together with k ≤ (n− 1) gives

Ck−1
n−2|α

′||∇∇̄u|kg ≤ |α′|Ckn−1|∇∇̄u|kg ≤ 2−7. (4.137)

Therefore by (4.128)

|α′gmīgjn̄σpq̄,rs̄k+1 ∇juq̄p∇k̄us̄run̄m| ≤ 2−7|∇∇̄∇u|2g. (4.138)

In the coming estimates, we will often use the C0 and C1 estimates, and the condition u ∈ Υk

(4.7), which we record here for future reference.

e−u ≤ CM−1, |∇u|2g ≤ CM−1, |∇∇̄u|g ≤ |α′|−1/kτ1/k, (4.139)

where τ = (Ckn−1)−12−7. Since u ∈ Υk, we have M =
∫
X e

uω̂n ≥ 1, and so we will often only keep

the leading power of M since M ≥ 1. Applying all this to (4.136), we have

F pq̄∇p∇q̄|∇∇̄u|2g ≥ 2(1− 2−5)|∇∇̄∇u|2g

−CM−1/2|∇∇̄u|g|∇∇̄∇u|g − CM−1|∇∇̄u|g|∇∇̄u|g

−2k

∣∣∣∣gs̄igjr̄∇ī∇j |∇u|2gur̄s∣∣∣∣− 2

∣∣∣∣gs̄igjr̄∇īEjur̄s∣∣∣∣. (4.140)

We will now estimate the two last terms. We compute the first of these directly, using (4.63) to

commute derivatives.

2kgs̄igjr̄∇ī∇j |∇u|2gur̄s = 2kgs̄igjr̄
{
gpq̄uq̄∇j∇ī∇pu+ gpq̄up∇ī∇j∇q̄u

+gpq̄∇j∇pu∇ī∇q̄u+ gpq̄uīpuq̄j

+gpq̄uq̄R̂īj
`
pu` − gpq̄uq̄uījup

}
ur̄s. (4.141)
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We estimate ∣∣∣∣2kgs̄igjr̄∇ī∇j |∇u|2gur̄s∣∣∣∣ ≤ k

{
4|∇∇̄∇u|g|∇u|g + 2|∇∇̄u|2g + 2|∇∇u|2g

+Ce−u|∇u|2g + 2|∇u|2g|∇∇̄u|g
}
|∇∇̄u|g. (4.142)

We will use (4.139). Then∣∣∣∣2kgs̄igjr̄∇ī∇j |∇u|2gur̄s∣∣∣∣ ≤ 2k|α′|−1/kτ1/k|∇∇̄u|2g + 2k|α′|−1/kτ1/k|∇∇u|2g (4.143)

+CM−1/2|∇∇̄∇u|g + CM−2 + CM−1.

Next, using the definition (4.90) of Ej , we keep track of the order of each term and obtain the

estimate

|gs̄igjr̄∇īEjur̄s| ≤ C(a, b, c, α′)|∇∇̄u|g|∇∇̄∇u|g
{
e−γue−u/2 + e−γu|∇u|g

}
+C(a, b, c)|∇∇̄u|2g

{
e−γu|∇u|2g + e−γue−u/2|∇u|g + e−(1+γ)u

}
+C(a, b, c, α′)|∇∇̄u|g|∇∇u|g

{
e−γu|∇u|2g + e−γue−u/2|∇u|g + e−(1+γ)u

}
+C(a, b, c, α′)|∇∇̄u|g

{
e−(2+γ)u + e−(1+γ)ue−u/2|∇u|g + e−(1+γ)u|∇u|2g

+e−(1+γ)ue−u/2|∇u|3g + e−(1+γ)u|∇u|4g
}

+C(µ)|∇∇̄u|g
{
e−(k+1)u|∇∇̄u|g + e−(k+1)u|∇u|2g

+e−(k+1)ue−u/2|∇u|g + e−(k+2)u

}
+(k − γ)2gsk̄gjr̄|(α′e−(1+γ)uapq̄∇k̄∇j∇puuq̄)ur̄s|

+|k − γ|gsk̄gjr̄|(α′e−(1+γ)ubi∇k̄∇j∇iu)ur̄s|

+|k − γ|gsk̄gjr̄|(α′e−(1+γ)uγapq̄uq̄puk̄jur̄s|

+(k − γ)2gsk̄gjr̄|(α′e−(1+γ)uapq̄uk̄puq̄j)ur̄s|

+(k − γ)2gsk̄gjr̄|(α′e−(1+γ)uapq̄∇j∇pu∇k̄∇q̄u)ur̄s|. (4.144)

We will use our estimates (4.139). We also recall the notation −Λĝpq̄ ≤ apq̄ ≤ Λĝpq̄. We use these
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estimates and commute covariant derivatives to obtain

|gsk̄gjr̄∇k̄Ejur̄s| ≤ CM−1/2|∇∇̄∇u|g + CM−1|∇∇u|g + CM−1 + CM−2

+CM−(k+1) + CM−(k+2)

+(k − γ)2e−(1+γ)ugsk̄gjr̄|(α′apq̄∇j∇k̄∇puuq̄ + α′apq̄Rk̄j
λ
puλuq̄)ur̄s|

+|k − γ|e−(1+γ)ugsk̄gjr̄|(α′bi∇j∇k̄∇iu+ α′biRk̄j
λ
iuλ)ur̄s|

+2e−γu|α′|Λ(k + γ)2|∇∇̄u|g|∇∇̄u|2g

+e−γu|α′|Λ(k + γ)2|∇∇̄u|g|∇∇u|2g. (4.145)

Since u ∈ Υk, we have 2|α′|Λ(k + γ)2e−γu ≤ 1.

|gsk̄gjr̄∇k̄Ejur̄s| ≤ |α′|−1/kτ1/k|∇∇u|2g + |α′|−1/kτ1/k|∇∇̄u|2g

+CM−1/2|∇∇̄∇u|g + CM−1|∇∇u|g + CM−1. (4.146)

Substituting (4.143) and (4.146) into (4.140) and keeping the leading orders of M , we arrive at

(4.131).

4.5.2 Using a test function

Let

G = |∇∇̄u|2g + Θ|∇u|2g, (4.147)

where Θ� 1 is a large constant depending on n, k, α′. To be precise, we let

Θ = (1− 2−6)−1{(1 + 2k)|α′|−1/kτ1/k + 1}. (4.148)

By (4.87),

F pq̄∇p∇q̄|∇u|2g ≥ |∇∇̄u|2Fg + |∇∇u|2Fg − 2|∇u|g|∇∇̄∇u|g

−|∇u|2g|∇∇̄u|g − Ce−u|∇u|2g. (4.149)

Applying (4.139) and converting F pq̄ to gpq̄ yields

F pq̄∇p∇q̄|∇u|2g ≥ (1− 2−6)|∇∇̄u|2g + (1− 2−6)|∇∇u|2g − CM−1/2|∇∇̄∇u|g

−CM−1|∇∇̄u|g − CM−2. (4.150)

66



CHAPTER 4. FU-YAU HESSIAN EQUATIONS

Combining (4.131) and (4.150), we have

F pq̄∇p∇q̄G ≥ 2(1− 2−5)|∇∇̄∇u|2g + |∇∇̄u|2g + |∇∇u|2g

−CM−1/2|∇∇̄∇u|g − CM−1|∇∇u|g − CM−1. (4.151)

We will split the linear terms into quadratic terms by applying

CM−1/2|∇∇̄∇u|g ≤
1

2
|∇∇̄∇u|2g +

C2

2
M−1, (4.152)

CM−1|∇∇u|g ≤
C2

4
M−2 + |∇∇u|2g. (4.153)

Applying these estimates, we may discard the remaining quadratic positive terms and (4.151)

becomes

F pq̄∇p∇q̄G ≥
1

2
|∇∇̄u|2g − CM−1, (4.154)

Let p ∈ X be a point where G attains its maximum. From the maximum principle, |∇∇̄u|2g(p) ≤

CM−1. We conclude from G ≤ G(p) that

|∇∇̄u|2g ≤ CM−1. (4.155)

establishing Theorem 12.

We note that many equations involving the derivative of the unknown and/or several Hessians

have been studied recently in the literature (see e.g. [8, 10, 11, 18, 19, 21, 59, 70, 66, 16, 97,

102, 103, 111, 122, 123] and references therein). It would be very interesting to determine when

estimates with scale hold.

4.6 Third order estimate

The goal of this section is to establish C3 estimates for general Fu-Yau Hessian equations. A key

tool is the test function (4.157) below. Note that it is different from the test function used for

C3 estimates for Monge-Ampère equations. Rather, it is inspired by the test function used by Fu

and Yau [42, 43], although we apply it here to Hessian equations rather than to Monge-Ampère

equations.
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Theorem 13. Let u ∈ Υk be a C5(X) function solving equation (4.2). Then

|∇∇̄∇u|2g ≤ C. (4.156)

where C only depends on (X, ω̂), α′, k, γ, ‖ρ‖C5(X,ω̂) and ‖µ‖C3(X).

To prove this estimate, we will apply the maximum principle to the test function

G = (|∇∇̄u|2g + η)|∇∇̄∇u|2g +B(|∇u|2g +A)|∇∇u|2g, (4.157)

where A,B � 1 are large constants to be specified later and η = mτ2/k|α′|−2/k. We will specify

m� 1 later and τ = (Ckn−1)−12−7. The condition (4.7) u ∈ Υk implies

|α′|1/k|∇∇̄u|g ≤ τ1/k. (4.158)

Our choice of constants ensures that η and |∇∇̄u|2g are of the same α′ scale.

As noted earlier, if u ∈ Υk then M must be greater than 1. By our work thus far, as long as

M ≥ 1 we may estimate by C any term involving e−u, |∇u|g, |∇∇̄u|g, |Rm|g or |T |g, where |Rm|g

and |T |g are the norms of the curvature and torsion of g = euĝ. Also, since

∇`uīj = ∂`uīj − Γ̂λ`juīλ − u`uīj , Γ̂λ`j = ĝλp̄∂`ĝp̄j , (4.159)

we note that Theorem 13 proves the third order estimate (4.10) in Theorem 9.

4.6.1 Quadratic second order term

Lemma 5. Let u ∈ Υk be a C4(X) function solving equation (4.2). Then for all A � 1 larger

than a fixed constant only depending on |∇u|g and for all B > 0,

F pq̄∇p∇q̄
{

(|∇u|2g +A)|∇∇u|2g
}
≥ A

2
|∇∇∇u|2g + (1− 2−5)|∇∇u|4g

− 1

25B
|∇∇̄∇u|4g − C(A,B). (4.160)

where C(A,B) only depends on A, B, (X, ω̂), α′, k, γ, ‖ρ‖C4(X,ω̂) and ‖µ‖C2(X).

Differentiating (4.89) gives

F pq̄∇`∇j∇p∇q̄u = −α′(k − γ)∇`(e−(1+γ)uapq̄)∇juq̄p

−α′(∇`σpq̄k+1)∇juq̄p − k∇`∇j |∇u|2g −∇`Ej . (4.161)
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Commuting derivatives

F pq̄∇p∇q̄∇`∇ju = F pq̄∇`∇j∇p∇q̄u+ F pq̄∇p(R̂q̄`λj∇λu− uq̄`uj)

−F pq̄T λp`∇λ∇j∇q̄u− F pq̄∇`(up∇j∇q̄u− uj∇p∇q̄u). (4.162)

We compute directly and commute derivatives to derive

F pq̄∇p∇q̄|∇∇u|2g = 2Re{g`b̄gjd̄F pq̄∇p∇q̄∇`∇ju∇b̄∇d̄u} (4.163)

+g`b̄gjd̄∇`∇juF pq̄Rq̄pb̄λ̄∇λ̄∇d̄u+ g`b̄gjd̄∇`∇juF pq̄Rq̄pd̄λ̄∇b̄∇λ̄u

+F pq̄g`b̄gjd̄∇p∇`∇ju∇q̄∇b̄∇d̄u+ F pq̄g`b̄gjd̄∇q̄∇`∇ju∇p∇b̄∇d̄u.

Combining (4.161), (4.162), (4.163) and converting F pq̄ to gpq̄ using Lemma 2, we estimate

F pq̄∇p∇q̄|∇∇u|2g ≥ (1− 2−6)|∇∇∇u|2g + (1− 2−6)|∇̄∇∇u|2g

−2α′Re{g`b̄gjd̄σpq̄,rs̄k+1 ∇`us̄r∇juq̄p∇b̄∇d̄u} − 2Re{g`b̄gjd̄∇`Ej∇b̄∇d̄u}

−C|∇∇u|g(|∇∇∇u|g + |∇∇̄∇u|g + |∇∇u|g + 1). (4.164)

Next, using (4.128) we estimate

−2Re{α′g`b̄gjd̄σpq̄,rs̄k+1 ∇`us̄r∇juq̄p∇b̄∇d̄u} ≥ −2Ck−1
n−2|α

′||∇∇̄u|k−1
g |∇∇u|g|∇∇̄∇u|2g

≥ −2Ck−1
n−2τ

1−(1/k)|α′|1/k|∇∇u|g|∇∇̄∇u|2g (4.165)

and using (4.90) we estimate

|g`b̄gjd̄∇`Ej∇b̄∇d̄u| ≤ C|∇∇u|g{1 + |∇∇u|g + |∇∇̄∇u|g + |∇∇∇u|g}. (4.166)

Thus

F pq̄∇p∇q̄|∇∇u|2g ≥ (1− 2−6)|∇∇∇u|2g + (1− 2−6)|∇̄∇∇u|2g (4.167)

−C|∇∇u|g{|∇∇̄∇u|2g + |∇∇∇u|g + |∇∇̄∇u|g + |∇∇u|g + 1}.

By (4.92),

F pq̄∇p∇q̄|∇u|2g ≥ (1− 2−6)|∇∇̄u|2g + (1− 2−6)|∇∇u|2g − C|∇∇u|g − C. (4.168)

Direct computation gives

F pq̄∇p∇q̄
{

(|∇u|2g +A)|∇∇u|2g
}

= (|∇u|2g +A)F pq̄∇p∇q̄|∇∇u|2g + |∇∇u|2gF pq̄∇p∇q̄|∇u|2g

+2Re{F pq̄∇p|∇u|2g∇q̄|∇∇u|2g}. (4.169)
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We estimate

2
∣∣F pq̄∇p|∇u|2g∇q̄|∇∇u|2g∣∣ ≤ 2(1 + 2−6)|∇∇u|2g|∇u|g|∇̄∇∇u|g

+2(1 + 2−6)|∇∇u|2g|∇u|g|∇∇∇u|g

+C|∇∇u|g{|∇∇̄∇u|g + |∇∇∇u|g + 1}. (4.170)

Substituting (4.167), (4.168), (4.170) into (4.169),

F pq̄∇p∇q̄{(|∇u|2g +A)|∇∇u|2g} ≥ A(1− 2−6)
{
|∇∇∇u|2g + |∇̄∇∇u|2g

}
+ (1− 2−6)|∇∇u|4g

−3|∇∇u|2g|∇u|g
{
|∇̄∇∇u|g + |∇∇∇u|g

}
−C(A)|∇∇u|g

{
|∇∇̄∇u|2g + |∇∇∇u|g + |∇∇̄∇u|g

+|∇∇u|2g + |∇∇u|g + 1

}
. (4.171)

Using 2ab ≤ a2 + b2,

3|∇∇u|2g|∇u|g|∇̄∇∇u| ≤ 2−7|∇∇u|4g + 2532|∇u|2g|∇̄∇∇u|2g, (4.172)

3|∇∇u|2g|∇u|g|∇∇∇u| ≤ 2−7|∇∇u|4g + 2532|∇u|2g|∇∇∇u|2g, (4.173)

C(A)|∇∇∇u|g|∇∇u|g ≤ |∇∇∇u|2g +
C(A)2

4
|∇∇u|2g (4.174)

C(A)|∇∇̄∇u|2g|∇∇u|g ≤
1

25B
|∇∇̄∇u|4g + 23C(A)2B|∇∇u|2g (4.175)

for a constant B � 1 to be determined later. Then

F pq̄∇p∇q̄
{

(|∇u|2g +A)|∇∇u|2g
}
≥

{
A(1− 2−6)− 2632|∇u|2g − 1

}
|∇∇∇u|2g

+
{
A(1− 2−6)− 2632|∇u|2g − 1

}
|∇̄∇∇u|2g

+(1− 2−5)|∇∇u|4g −
1

25B
|∇∇̄∇u|4g (4.176)

−C(A,B)

{
|∇∇u|g + |∇∇u|2g + |∇∇u|3g

}
.

The terms |∇∇u|g + |∇∇u|2g + |∇∇u|3g can be absorbed into |∇∇u|4g by Young’s inequality. For

A� 1, obtain (4.160).

70



CHAPTER 4. FU-YAU HESSIAN EQUATIONS

4.6.2 Third order term

Lemma 6. Let u ∈ Υk be a C5(X) function solving equation (4.2). Then

F pq̄∇p∇q̄
{

(|∇∇̄u|2g + η)|∇∇̄∇u|2g
}
≥ 1

16
|∇∇̄∇u|4g

−C|∇∇∇u|g
{
|∇∇̄∇u|g|∇∇u|g + |∇∇̄∇u|g + |∇∇u|g

}
−C
{
|∇∇̄∇u|2g|∇∇u|2g + |∇∇̄∇u|2g|∇∇u|g

+|∇∇̄∇u|g|∇∇u|2g + |∇∇̄∇u|g|∇∇u|g + 1

}
. (4.177)

where C only depends on (X, ω̂), α′, k, γ, ‖ρ‖C5(X,ω̂) and ‖µ‖C3(X).

To start this computation, we differentiate (4.134).

F pq̄∇i∇p∇q̄u¯̀j = −α′∇i(σpq̄,rs̄k+1 )∇juq̄p∇¯̀us̄r − α′σpq̄,rs̄k+1 ∇i∇juq̄p∇¯̀us̄r

−α′σpq̄,rs̄k+1 ∇juq̄p∇i∇¯̀us̄r +∇i
[
−F pq̄up∇¯̀uq̄j + F pq̄uj∇¯̀uq̄p

]
+∇i

[
−F pq̄uq̄∇pu¯̀j + F pq̄u¯̀∇puq̄j

]
+∇i[F pq̄R̂q̄p¯̀

λ̄uλ̄j − F pq̄R̂¯̀j
λ
puq̄λ]

−k∇i
[
gpq̄uq̄∇ju¯̀p + gpq̄up∇¯̀uq̄j + gpq̄∇j∇pu∇¯̀∇q̄u+ gpq̄u¯̀puq̄j

+gpq̄uq̄R̂¯̀j
λ
puλ − gpq̄uq̄u¯̀jup

]
+∇i[α′(k − γ)(1 + γ)e−(1+γ)uapq̄u¯̀∇juq̄p]

−∇i[α′(k − γ)e−(1+γ)u∇¯̀apq̄∇juq̄p]−∇i∇¯̀Ej . (4.178)

Our conventions (4.61) imply the following commutator identities for any tensor Wk̄j .

∇p∇q̄Wk̄j = ∇q̄∇pWk̄j +Rq̄pk̄
λ̄Wλ̄j −Rq̄pλjWk̄λ, (4.179)

∇p∇q̄∇iWk̄j = ∇i∇p∇q̄Wk̄j + T λip∇λWk̄j −∇p[Rq̄ik̄λ̄Wλ̄j −Rq̄iλjWk̄λ]. (4.180)

Thus commuting derivatives gives

F pq̄∇p∇q̄∇iuk̄j = F pq̄∇i∇p∇q̄uk̄j + F pq̄ui∇p∇q̄uk̄j − F pq̄up∇i∇q̄uk̄j

+F pq̄∇p[Rq̄iλjuk̄λ −Rq̄ik̄λ̄uλ̄j ]. (4.181)

We compute the expression for F pq̄∇p∇q̄ acting on |∇∇̄∇u|2g, and exchange covariant derivatives
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to obtain

F pq̄∇p∇q̄|∇∇̄∇u|2g = 2Re{gid̄gak̄gjb̄F pq̄∇p∇q̄∇iuk̄j∇d̄ub̄a}

+F pq̄gad̄geb̄gcf̄∇p∇aub̄c∇q̄∇d̄uf̄e + F pq̄gad̄geb̄gcf̄∇a∇q̄ub̄c∇d̄∇puf̄e

+F pq̄gad̄geb̄gcf̄∇a∇q̄ub̄cRd̄pf̄ λ̄uλ̄e − F pq̄gad̄geb̄gcf̄∇a∇q̄ub̄cRd̄pλeuf̄λ

−F pq̄gad̄geb̄gcf̄Rq̄ab̄λ̄uλ̄c∇p∇d̄uf̄e + F pq̄gad̄geb̄gcf̄Rq̄a
λ
cub̄λ∇p∇d̄uf̄e

+gad̄geb̄gcf̄∇aub̄cF pq̄Rq̄pd̄λ̄∇λ̄uf̄e + gad̄geb̄gcf̄∇aub̄cF pq̄Rq̄pf̄ λ̄∇d̄uλ̄e

−gad̄geb̄gcf̄∇aub̄cF pq̄Rq̄pλe∇d̄uf̄λ. (4.182)

Substituting (4.178) and (4.181) into (4.182), and using Lemma 2 to convert F pq̄ into gpq̄, we have

F pq̄∇p∇q̄|∇∇̄∇u|2g ≥ (1− 2−6)|∇∇∇̄∇u|2g + (1− 2−6)|∇∇̄∇∇̄u|2g

−2α′Re{gid̄gak̄gjb̄∇i(σpq̄,rs̄k+1 )∇juq̄p∇k̄us̄r∇d̄ub̄a}

−2α′Re{gid̄gak̄gjb̄σpq̄,rs̄k+1 ∇i∇juq̄p∇k̄us̄r∇d̄ub̄a}

−2α′Re{gid̄gak̄gjb̄σpq̄,rs̄k+1 ∇juq̄p∇i∇k̄us̄r∇d̄ub̄a}

−C
{

(|∇∇̄∇∇̄u|g + |∇∇∇̄∇u|g)|∇∇̄∇u|g + |∇∇̄∇∇̄u|g

+(|∇∇∇u|g + |∇̄∇∇u|g + 1)|∇∇u|g|∇∇̄∇u|g

+|∇∇̄∇u|3g + |∇∇̄∇u|2g + |∇∇̄∇u|g
}

−2Re{gid̄gak̄gjb̄∇i∇k̄Ej∇d̄ub̄a}. (4.183)

We used (4.132) to expand and estimate terms involving ∇iF pq̄. For the following steps, we will

use that |α′|1/k|∇∇̄u|g ≤ τ1/k for any u ∈ Υk, where τ = (Ckn−1)−12−7. We also recall that we use

the notation C`m = m!
`!(m−`)! . If k > 1, we can estimate

2|α′gid̄ga¯̀
gjb̄∇i(σpq̄,rs̄k+1 )∇juq̄p∇¯̀us̄r∇d̄ub̄a| ≤ 2|α′|Ck−2

n−3|∇∇̄u|
k−2|∇∇̄∇u|4g

≤ (2Ckn−1τ)|α′|2/kτ−2/k|∇∇̄∇u|4g

= 2−6|α′|2/kτ−2/k|∇∇̄∇u|4g. (4.184)

We used Ck−2
n−3 ≤ Ckn−1. If k = 1, the term on the left-hand side vanishes and the inequality still
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holds. Using the same ideas, we can also estimate

−2α′Re{gid̄ga¯̀
gjb̄σpq̄,rs̄k+1 ∇i∇juq̄p∇¯̀us̄r∇d̄ub̄a} − 2α′Re{gid̄ga¯̀

gjb̄σpq̄,rs̄k+1 ∇juq̄p∇i∇¯̀us̄r∇d̄ub̄a}

≥ −2|α′|Ck−1
n−2|∇∇̄u|

k−1
g |∇∇̄∇u|2g

{
|∇∇∇̄∇u|g + |∇∇̄∇∇̄u|g

}
≥ −(2Ckn−1τ)|α′|1/kτ−1/k|∇∇̄∇u|2g

{
|∇∇∇̄∇u|g + |∇∇̄∇∇̄u|g

}
= −2−6|α′|1/kτ−1/k|∇∇̄∇u|2g

{
|∇∇∇̄∇u|g + |∇∇̄∇∇̄u|g

}
. (4.185)

The perturbative terms can be estimated roughly by using the definition (4.90) of Ej and keeping

track of the orders of terms that we do not yet control.

−2Re{gid̄gak̄gjb̄∇i∇k̄Ej∇d̄ub̄a} ≥ −C|∇∇̄∇u|g
{
|∇∇̄∇∇̄u|g + |∇∇̄∇∇u|g

+(|∇∇̄∇u|g + |∇∇∇u|g)|∇∇u|g + |∇∇̄∇u|g + |∇∇∇u|g

+|∇∇u|2g + |∇∇u|g + 1

}
. (4.186)

Applying these estimates leads to

F pq̄∇p∇q̄|∇∇̄∇u|2g ≥ (1− 2−6)
[
|∇∇∇̄∇u|2g + |∇∇̄∇∇̄u|2g

]
− 2−6|α′|2/kτ−2/k|∇∇̄∇u|4g

−2−6|α′|1/kτ−1/k|∇∇̄∇u|2g
[
|∇∇∇̄∇u|g + |∇∇̄∇∇̄u|g

]
−CP (4.187)

where

P = |∇∇̄∇∇̄u|g|∇∇̄∇u|g + |∇∇∇̄∇u|g|∇∇̄∇u|g + |∇∇̄∇∇̄u|g

+|∇∇∇u|g|∇∇̄∇u|g|∇∇u|g + |∇∇∇u|g|∇∇̄∇u|g

+|∇∇̄∇u|2g|∇∇u|g + |∇∇̄∇u|g|∇∇u|2g + |∇∇̄∇u|g|∇∇u|g

+|∇∇∇u|g|∇∇u|g + |∇∇̄∇u|3g + |∇∇̄∇u|2g + |∇∇̄∇u|g. (4.188)

We used the fact that the difference between |∇∇̄∇∇u|g and |∇∇∇̄∇u|g is a lower order term

according to the commutation formula (4.179).

Next, we apply (4.131) to obtain

F pq̄∇p∇q̄|∇∇̄u|2g ≥ |∇∇̄∇u|2g − C|∇∇̄∇u|g − C|∇∇u|2g − C|∇∇u|g − C. (4.189)
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We directly compute

F pq̄∇p∇q̄
{

(|∇∇̄u|2g + η)|∇∇̄∇u|2g
}

= |∇∇̄∇u|2gF pq̄∇p∇q̄|∇∇̄u|2g

+(|∇∇̄u|2g + η)F pq̄∇p∇q̄|∇∇̄∇u|2g

+2Re{F pq̄∇p|∇∇̄u|2g∇q̄|∇∇̄∇u|2g}. (4.190)

We can estimate

2Re{F pq̄∇p|∇∇̄u|2g∇q̄|∇∇̄∇u|2g} ≥ −4(1 + 2−6)|∇∇̄u|g|∇∇̄∇u|2g|∇∇̄∇∇̄u|g (4.191)

−4(1 + 2−6)|∇∇̄u|g|∇∇̄∇u|2g|∇∇∇̄∇u|g

≥ −4(1 + 2−6)|α′|−1/kτ1/k|∇∇̄∇u|2g|∇∇̄∇∇̄u|g

−4(1 + 2−6)|α′|−1/kτ1/k|∇∇̄∇u|2g|∇∇∇̄∇u|g.

Combining (4.187), (4.189), (4.191) with (4.190), setting η = m|α′|−2/kτ2/k and using |∇∇̄u|2g ≤

|α′|−2/kτ2/k leads to

F pq̄∇p∇q̄
{

(|∇∇̄u|2g + η)|∇∇̄∇u|2g
}

≥ m(1− 2−6)|α′|−2/kτ2/k

{
|∇∇∇̄∇u|2g + |∇∇̄∇∇̄u|2g

}
−4(1 + 2−6)|α′|−1/kτ1/k|∇∇̄∇u|2g

{
|∇∇∇̄∇u|g + |∇∇̄∇∇̄u|g

}
−2−6(m+ 1)|α′|−1/kτ1/k|∇∇̄∇u|2g

{
|∇∇∇̄∇u|g + |∇∇̄∇∇̄u|g

}
+

{
1− 2−6(m+ 1)

}
|∇∇̄∇u|4g − C|∇∇̄∇u|2g|∇∇u|2g − CP. (4.192)

Using 2ab ≤ a2 + b2, we estimate

4(1 + 2−6)|α′|−1/kτ1/k|∇∇̄∇u|2g{|∇∇̄∇∇̄u|g + |∇∇∇̄∇u|g}

≤ 16(1 + 2−6)2|α′|−2/kτ2/k{|∇∇̄∇∇̄u|2g + |∇∇∇̄∇u|2g}+
1

2
|∇∇̄∇u|4g, (4.193)

and

2−6(m+ 1)|α′|−1/kτ1/k|∇∇̄∇u|2g{|∇∇∇̄∇u|g + |∇∇̄∇∇̄u|g}

≤ 1

2
|α′|−2/kτ2/k{|∇∇∇̄∇u|2g + |∇∇̄∇∇̄u|2g}+ 2−12(m+ 1)2|∇∇̄∇u|4g. (4.194)
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The main inequality becomes

F pq̄∇p∇q̄
{

(|∇∇̄u|2g + η)|∇∇̄∇u|2g
}

≥ {m(1− 2−6)− 16(1 + 2−6)2 − 1

2
}|α′|−2/kτ2/k

{
|∇∇∇̄∇u|2g + |∇∇̄∇∇̄u|2g

}
+

{
1

2
− 2−6(m+ 1)− 2−12(m+ 1)2

}
|∇∇̄∇u|4g

−C|∇∇̄∇u|2g|∇∇u|2g − CP. (4.195)

Next, we estimate terms on the first line in the definition (4.188) of P

C{|∇∇̄∇∇̄u|g + |∇∇∇̄∇u|g}|∇∇̄∇u|g

≤ 1

16
|α′|−2/kτ2/k{|∇∇̄∇∇̄u|2g + |∇∇∇̄∇u|2g}+ 8C2|α′|2/kτ−2/k|∇∇̄∇u|2g (4.196)

and

C|∇∇̄∇∇̄u|g ≤
1

16
|α′|−2/kτ2/k|∇∇̄∇∇̄u|2g + 4C2|α′|2/kτ−2/k (4.197)

and absorb |∇∇̄∇u|3g + |∇∇̄∇u|2g + |∇∇̄∇u|g into 2−12|∇∇̄∇u|4g plus a large constant. We can now

let m = 18 and drop the positive fourth order terms. We are left with

F pq̄∇p∇q̄
{

(|∇∇̄u|2g + η)|∇∇̄∇u|2g
}

≥
{

1

2
− 2−6(m+ 1)− 2−12(m+ 1)2 − 2−12

}
|∇∇̄∇u|4g

−C|∇∇∇u|g
{
|∇∇̄∇u|g|∇∇u|g + |∇∇̄∇u|g + |∇∇u|g

}
−C
{
|∇∇̄∇u|2g|∇∇u|2g + |∇∇̄∇u|2g|∇∇u|g + |∇∇̄∇u|g|∇∇u|2g

+|∇∇̄∇u|g|∇∇u|g + 1

}
. (4.198)

Since m = 18,
1

2
− 2−6(m+ 1)− 2−12(m+ 1)2 − 2−12 ≥ 2−4, (4.199)

and we obtain (4.177).
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4.6.3 Using the test function

We have computed F pq̄∇p∇q̄ acting on the two terms of the test function G defined in (4.157).

Combining (4.160) and (4.177)

F pq̄∇p∇q̄G ≥ 1

32
|∇∇̄∇u|4g +

AB

2
|∇∇∇u|2g + (1− 2−5)B|∇∇u|4g

−C
{
|∇∇∇u|g|∇∇̄∇u|g|∇∇u|g + |∇∇∇u|g|∇∇̄∇u|g + |∇∇∇u|g|∇∇u|g

+|∇∇̄∇u|2g|∇∇u|2g + |∇∇̄∇u|2g|∇∇u|g + |∇∇̄∇u|g|∇∇u|2g

+|∇∇̄∇u|g|∇∇u|g
}
− C(A,B).

The negative terms are readily split and absorbed into the positive terms on the first line. For

example,

C|∇∇∇u|g|∇∇̄∇u|g|∇∇u|g ≤ |∇∇∇u|2g +
C2

4
|∇∇̄∇u|2g|∇∇u|2g, (4.200)

C|∇∇̄∇u|2g|∇∇u|2g ≤ 2−7|∇∇̄∇u|4g + 25C2|∇∇u|4g (4.201)

C|∇∇̄∇u|2g|∇∇u|g ≤ 2−7|∇∇̄∇u|4g + 25C2|∇∇u|2g. (4.202)

This leads to

F pq̄∇p∇q̄G ≥ 2−7|∇∇̄∇u|4g + {AB
2
− 1}|∇∇∇u|2g + {B

2
− C}|∇∇u|4g

−C(A,B). (4.203)

By choosing A,B � 1 to be large, we conclude by the maximum principle that at a point p where

G attains a maximum, we have

|∇∇̄∇u|4g(p) ≤ C, |∇∇u|4g(p) ≤ C. (4.204)

Therefore |∇∇̄∇u|g and |∇∇u|g are both uniformly bounded.

4.6.4 Remark on the case k = 1

In the case of the standard Fu-Yau equation (k = 1), to prove Theorem 8 we can instead appeal

to a general theorem of concave elliptic PDE and obtain Hölder estimates for the second order

derivatives of the solution. To exploit the concave structure, we must rewrite the Fu-Yau equation

into the standard form of complex Hessian equation.
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Recall that σ̂1(χ) ω̂n = nχ ∧ ω̂n−1, σ̂2(χ) ω̂n = n(n−1)
2 χ2 ∧ ω̂n−2. A direct computation with

equation (3.32) gives

σ̂2(euω̂ + α′e−uρ+ 2α′i∂∂̄u) =
n(n− 1)

2
e2u − 2(n− 1)α′eu|∇u|2ω̂ − 2(n− 1)α′µ (4.205)

+2(n− 1)(α′)2e−u(ajk̄ujuk̄ − biui − bīuī)

+2(n− 1)(α′)2e−uc+ (n− 1)e−uσ̂1(α′ρ) + e−2uσ̂2(α′ρ).

We note that the right hand side of the equation involves the given data α′, ρ, µ, u and ∇u. Since

u ∈ Υ1, the (1, 1)-form ω′ = euω̂ + α′e−uρ + 2α′i∂∂̄u is positive definite, and thus both sides of

the above equation have a positive lower bound. Moreover, our previous estimates imply that we

have uniform a priori estimates on ‖u‖C1,β(X) for any 0 < β < 1. The right hand side is therefore

bounded in Cβ(X). Since σ̂
1/2
2 (χ) is a concave uniformly elliptic operator on the space of admissible

solutions, we may apply a Evans-Krylov type result of Tosatti-Weinkove-Wang-Yang [108] (see also

[118]) to conclude ‖u‖C2,β ≤ C.

However, for general k ≥ 2 it is impossible to re-write equation (4.2) into a standard complex

Hessian equation and thus there is no obvious concavity that we can use.

77



CHAPTER 5. ANOMALY FLOW

Chapter 5

Anomaly Flow

5.1 Basic properties

Let X be a compact 3-dimensional complex manifold equipped with a nowhere vanishing holomor-

phic (3, 0)-form Ω. Let E → X be a holomorphic vector bundle over X. Let ω0 be a Hermitian

metric on X, and H0 a Hermitian metric on E. We will study the following flow for the pair of

metrics (ω(t), H(t))

∂t(‖Ω‖ωω2) = i∂∂̄ω − α′

4
(Tr(Rm(ω) ∧Rm(ω))− Tr(F (H) ∧ F (H)))

H−1 ∂tH = −ΛωF (H) (5.1)

with initial condition ω(0) = ω0, H(0) = H0. Here α′ is a fixed parameter, called the slope

parameter in the physics literature. We use Rm(ω) and F (H) to denote the endomorphism-valued

curvature (1, 1) forms of the Chern connections of ω and H, as described in §2.1.3.

We call the coupled flow (5.1) the Anomaly flow. This flow was introduced in joint work with

D.H. Phong and X.-W. Zhang [89] and further studied in [83, 84, 87, 28]. The current chapter is

based on our joint work [84].

First, we remark that the Anomaly flow is of particular interest when the initial metric ω0 is

conformally balanced (d(‖Ω‖ω0ω
2
0 = 0) and the cohomology condition ch2(X) = ch2(E) is satisfied.

In this case,

[Tr(Rm(ω) ∧Rm(ω))] = [Tr(F (H) ∧ F (H))], (5.2)

as Bott-Chern cohomology classes. By taking the evolution of d(‖Ω‖ωω2) along the Anomaly
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flow, we see that the conformally balanced condition is preserved along the flow. In fact, the flow

preserves the conformally balanced class of the initial metric ω0.

d

dt
[‖Ω‖ωω2] = [i∂∂̄ω]− α′

4
[Tr(Rm(ω) ∧Rm(ω))− Tr(F (H) ∧ F (H))] = 0. (5.3)

Next, we observe that stationary points of the Anomaly flow satisfy the Hull-Strominger system

(3.1), (3.2), (3.3). We hope that the Anomaly flow will find solutions to the Hull-Strominger system

inside the conformally balanced class of the initial metric. More generally, we would like to use

the Anomaly flow to study non-Kähler Calabi-Yau manifolds with balanced metrics. From the

point of view of geometric flows in complex geometry, the Anomaly flow is interesting even when

F (H) ≡ 0 and α′ = 0, as it allows metrics with nonzero torsion. For other flows in non-Kähler

complex geometry, see e.g. [98, 99, 51, 110, 101, 23, 6, 124, 94].

Though it is given as a flow of (2, 2) forms, in [89] we show that the Anomaly flow is a well-

defined flow of the metric ω and the flow exists for a short-time, given a condition on the curvature

of the initial metric. For simplicity, this condition can be taken to be |α′Rm(ω)| < 1 for purpose of

this thesis. In fact, for several examples to be discussed in subsequent chapters, we will show that

|α′Rm(ω)| � 1 is preserved along the Anomaly flow.

To show that the Anomaly flow is well-defined, we can give an explicit expression for the

evolution of the metric. For simplicity, we will take the metric on the gauge bundle to be already

known and study the flow

∂t(‖Ω‖ωω2) = i∂∂̄ω − α′(TrRm ∧Rm− Φ(t))

ω(0) = ω0, (5.4)

where

d(‖Ω‖ω0ω
2
0) = 0, (5.5)

and Φ(t) is a given closed (2, 2)-form in the characteristic class ch2(X), evolving with time. We

then have the following expression for the evolution of the metric.

Theorem 14. (Phong-Picard-Zhang [84]) If the initial metric ω0 is conformally balanced, then the

Anomaly flow (5.4) can also be expressed as

∂tgp̄q =
1

2‖Ω‖ω

[
− R̃p̄q + gαβ̄gsr̄Tβ̄sqT̄αr̄p̄ − α′gsr̄(R[p̄s

α
βRr̄q]

β
α − Φp̄sr̄q)

]
, (5.6)
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where R̃k̄j is the Ricci tensor and Tk̄ij is the torsion tensor, as defined in (2.59) and (2.18). The

brackets [ , ] denote anti-symmetrization separately in each of the two sets of barred and unbarred

indices.

Remark: Recall that by the definition (2.59) of R̃k̄j , we have

R̃k̄j = −gpq̄∂p∂q̄gk̄j + gpq̄grs̄∂q̄gk̄r∂pgs̄j . (5.7)

We see that when α′ = 0, the Anomaly flow is parabolic. Furthermore, when |α′Rm| is small, the

symbol of the linearization of the right-hand side of (5.6) is invertible. Thus the flow exists for a

short-time in this case.

Remark: With this formula for the evolution of the metric, we see that the Anomaly flow is a

non-Kähler generalization of the Kähler-Ricci flow [15] with higher order corrections proportional

to α′. From the point of view of analysis, the study of this flow is challenging due to the quadratic

curvature terms. Indeed, as an equation for the metric, the Anomaly flow is a fully nonlinear

system. For other flows with quadratic curvature terms, see e.g. [36, 61, 81, 52, 53, 54] and

references therein.

Proof of Theorem 14: It is convenient to denote the right hand side of the Anomaly flow by a (2, 2)

form Ψ,

Ψ = i∂∂̄ω − α′Tr(Rm ∧Rm− Φ(t)). (5.8)

As usual, we denote its coefficients by Ψp̄sr̄q, and also introduce the notation Ψp̄q, which can be

viewed as the coefficients of a (1, 1)-form,

Ψ =
1

(2!)2

∑
Ψp̄sr̄qdz

q ∧ dz̄r ∧ dzs ∧ dz̄p, Ψp̄q = gsr̄Ψp̄sr̄q. (5.9)

We rewrite the Anomaly flow (5.4) as

(∂t log ‖Ω‖ωω + 2∂tω) ∧ ω =
1

‖Ω‖ω
Ψ. (5.10)

Since

∂t log ‖Ω‖ω = −1

2
∂t log(detω) = −1

2
gjk̄∂tgk̄j , (5.11)
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we have
1

‖Ω‖ω
Ψ = −1

2
(gjk̄∂tgk̄j)ω

2 + 2∂tω ∧ ω. (5.12)

A straightforward computation gives

ω2 = (igq̄pdz
p ∧ dz̄q) ∧ (igb̄adz

a ∧ dz̄b)

=
1

4

{
gq̄sgp̄r − gq̄rgp̄s + gp̄rgq̄s − gq̄rgp̄s

}
dzs ∧ dzr ∧ dz̄q ∧ dz̄p, (5.13)

and

∂tω ∧ ω =
1

4

{
gq̄s∂tgp̄r − gp̄s∂tgq̄r + gp̄r∂tgq̄s − gq̄r∂tgp̄s

}
dzs ∧ dzr ∧ dz̄q ∧ dz̄p. (5.14)

Therefore, contracting (5.12)

1

‖Ω‖ω
grq̄Ψp̄q̄rs = −1

2
(gjk̄∂tgk̄j)(gp̄s − 3gp̄s + gp̄s − 3gp̄s)

+2(∂tgp̄s − gp̄s(gjk̄∂tgk̄j) + ∂tgp̄s − 3∂tgp̄s). (5.15)

Cancellation occurs, and we find

∂tgp̄s =
1

2‖Ω‖ω
grq̄Ψp̄qr̄s =

1

2‖Ω‖ω
Ψp̄s. (5.16)

It remains to work out the components Ψp̄sr̄q of (5.8) more explicitly. The components of i∂∂̄ω

were already computed in (2.82).

(i∂∂̄ω)k̄j ¯̀m = Rk̄j ¯̀m −Rk̄m¯̀j +R¯̀mk̄j −R¯̀jk̄m + gsr̄ Tr̄mj T̄sk̄ ¯̀. (5.17)

Applying Proposition 2 in Chapter 2 on the torsion and Ricci curvatures of conformally balanced

metrics gives

gm
¯̀
(i∂∂̄ω)k̄j ¯̀m = R̃k̄j − gsr̄gm

¯̀
Tr̄mjT̄s ¯̀̄k. (5.18)

We collect the resulting formulas in a lemma:

Lemma 7. Let the (2, 2)-form Ψ be defined by (5.8) and its components Ψp̄sr̄q, Ψp̄q by (5.9). Then

Ψk̄m¯̀j = Rk̄m¯̀j −Rk̄j ¯̀m +R¯̀jk̄m −R¯̀mk̄j + gsr̄ Tr̄jmT̄sk̄ ¯̀− α′(R[k̄m
α
βR¯̀j]

β
α − Φk̄m¯̀j)

Ψk̄j = −R̃k̄j + (T T̄ )k̄j − α′gm
¯̀
(R[k̄m

α
βR¯̀j]

β
α − Φk̄m¯̀j) (5.19)

where the brackets [ , ] denote anti-symmetrization separately in each of the two sets of barred and

unbarred indices and (T T̄ )k̄j := gsr̄gm
¯̀
Tr̄mjT̄s ¯̀̄k.

Combining the formula (5.16) for the Anomaly flow, and using the fact that the flow preserves

the conformally balanced condition, we obtain Theorem 14.
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5.2 Evolution equations

5.2.1 Flow of the curvature tensor

The general formula for the flow of the curvature tensor of Chern unitary connections under a flow

of metrics is the following

∂tRk̄j
µ
ν = −∇k̄∇j(gµγ̄ ġγ̄ν) = −gµγ̄∇k̄∇j ġγ̄ν . (5.20)

To apply this formula to the case of the Anomaly flow, where ∂tgγ̄ν is given by Theorem 14, we

need to work out the covariant derivatives of the curvature tensor for Hermitian metrics. This is

done in the following lemma:

Lemma 8. Let ω be any Hermitian metric (not necessarily conformally balanced). Then we have

the following identities

∇k̄∇jRγ̄sµ̄λ = ∇s∇γ̄Rk̄jµ̄λ +∇k̄(T rsjRγ̄rµ̄λ) +∇s(T̄ r̄ γ̄k̄Rr̄jµ̄λ)

−Rk̄sγ̄ κ̄Rκ̄jµ̄λ +Rk̄s
κ
jRγ̄κµ̄λ −Rk̄sµ̄κ̄Rγ̄jκ̄λ +Rk̄s

κ
λRγ̄jµ̄κ.

∇k̄∇jR̃µ̄λ = ∆Rk̄jµ̄λ +∇k̄(T rsjRsrµ̄λ) +∇γ̄(T̄ r̄ γ̄k̄Rr̄jµ̄λ)

−R′k̄
κ̄Rκ̄jµ̄λ +Rk̄s

κ
jR

s
κµ̄λ −Rk̄sµ̄κ̄Rsjκ̄λ +Rk̄s

κ
λR

s
jµ̄κ)

∇k̄∇jR̃ = ∆Rk̄j +∇k̄(T rsjRsr) +∇γ̄(T̄ r̄ γ̄k̄Rr̄j)−R′k̄
κ̄Rκ̄j +Rk̄s

κ
jR

s
κ. (5.21)

To clarify the notation: we are writing ∆ = gjk̄∇j∇k̄ for the ‘rough’ Laplacian and ∆̄ =

gjk̄∇k̄∇j for its conjugate. While ∆ and ∆̄ agree when acting on functions, they differ by curvature

terms when acting on tensors.

Proof. The proof is a straightforward application of the Bianchi identity, beginning with

∇k̄∇jRγ̄sµ̄λ = ∇k̄(∇sRγ̄jµ̄λ + T rsjRγ̄rµ̄λ) (5.22)

and applying it again, after commuting the covariant derivatives ∇k̄ and ∇s. Q.E.D.
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We return now to the Anomaly flow of conformally balanced metrics. First, we write

∂tRk̄j
ρ
λ = −∇k̄∇j(

1

2‖Ω‖ω
gρµ̄Ψµ̄λ)

= − 1

2‖Ω‖ω
gρµ̄∇k̄∇jΨµ̄λ −∇k̄(

1

2‖Ω‖ω
)∇j(gρµ̄Ψµ̄λ)−∇j(

1

2‖Ω‖ω
)∇k̄(gρµ̄Ψµ̄λ)

−∇k̄∇j(
1

2‖Ω‖ω
)gρµ̄Ψµ̄λ

= − 1

2‖Ω‖ω
gρµ̄∇k̄∇jΨµ̄λ +

1

2‖Ω‖ω
T̄k̄∇jΨρ

λ +
1

2‖Ω‖ω
Tj∇k̄Ψρ

λ

+
1

2‖Ω‖ω
(
1

2
Rk̄j − Tj T̄k̄)Ψρ

λ (5.23)

where we used (iii) in Proposition 1 Chapter 2 to get the last equality.

We concentrate on the first term, which can be written in the following way, using Lemma 7,

− 1

2‖Ω‖ω
gρµ̄∇k̄∇jΨµ̄λ =

1

2‖Ω‖ω
gρµ̄∇k̄∇jR̃µ̄λ +

1

2‖Ω‖ω
gρµ̄gsr̄α′∇k̄∇j(R[µ̄s

α
βRr̄λ]

β
α)

− 1

2‖Ω‖ω
gρµ̄∇k̄∇j((T T̄ )µ̄λ + α′Φµ̄λ). (5.24)

The terms in the second line are lower order terms that we shall leave as they are for the moment,

and just collect them at the end. The first term on the right hand side can be rewritten as follows,

using Lemma 8,

1

2‖Ω‖ω
gρµ̄∇k̄∇jR̃µ̄λ =

1

2‖Ω‖ω
∆Rk̄j

ρ
λ +

1

2‖Ω‖ω

[
∇k̄(T rsjRsrρλ) +∇γ̄(T̄ r̄ γ̄k̄Rr̄j

ρ
λ)

−R′k̄
κ̄Rκ̄j

ρ
λ +Rk̄s

κ
jR

s
κ
ρ
λ −Rk̄sρκ̄Rsjκ̄λ +Rk̄s

κ
λR

s
j
ρ
κ

]
. (5.25)

It remains only to work out the contribution of the second term on the right hand side,

1

2‖Ω‖ω
α′gρµ̄gsr̄∇k̄∇j(R[µ̄s

α
βRr̄λ]

β
α) (5.26)

=
α′gρµ̄gsr̄

2‖Ω‖ω
2(∇k̄∇jR[µ̄s

α
β)Rr̄λ]

β
α +

α′gρµ̄gsr̄

2‖Ω‖ω
(∇jR[µ̄s

α
β∇k̄Rr̄λ]

β
α +∇k̄R[µ̄s

α
β∇jRr̄λ]

β
α).

Again the second term on the right hand side contains only lower order terms, which we leave as

they are and collect only at the end. Using Lemma 8, the first term can be rewritten as,

α′gρµ̄gsr̄

2‖Ω‖ω
2(∇k̄∇jR[µ̄s

α
β)Rr̄λ]

β
α =

α′gρµ̄gsr̄

2‖Ω‖ω
2R[r̄λ

βδ̄∇s∇µ̄]Rk̄jδ̄β (5.27)

+
α′gρµ̄gsr̄

2‖Ω‖ω
2R[r̄[λ

βδ̄

[
∇k̄(T rs]jRµ̄]rδ̄β) +∇s](T̄ r̄ µ̄]k̄Rr̄jδ̄β)

−Rk̄s]µ̄]
κ̄Rκ̄jδ̄β +Rk̄s]

κ
jRµ̄]κδ̄β

−Rk̄s]δ̄ κ̄Rµ̄]jκ̄β +Rk̄s]
κ
βRµ̄]jδ̄κ

]
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where we have again anti-symmetrized in the unbarred indices s and λ, and separately in the

barred indices µ̄ and r̄. Whenever there are many indices in the same row and whenever a more

explicit designation may be helpful, we have indicated the indices to be anti-symmetrized, either

by a symbol [ on the left or a symbol ] on the right of the relevant index.

We obtain in this way the following theorem:

Theorem 15. Consider the Anomaly flow (5.4) with an initial metric ω0 which is conformally

balanced. Then the curvature of the metric flows according to the following equation

∂tRk̄j
ρ
λ =

1

2‖Ω‖ω
(
∆Rk̄j

ρ
λ + 2α′gρµ̄gsr̄R[r̄λ

β
α∇s∇µ̄]Rk̄j

α
β

)
+

1

2‖Ω‖ω
T̄k̄∇jΨρ

λ +
1

2‖Ω‖ω
Tj∇k̄Ψρ

λ +
1

2‖Ω‖ω
(
1

2
Rk̄j − Tj T̄k̄)Ψρ

λ

− 1

2‖Ω‖ω
gρµ̄∇k̄∇j((T T̄ )µ̄λ + α′Φµ̄λ)

+
1

2‖Ω‖ω

[
∇k̄(T rsjRsrρλ) +∇γ̄(T̄ r̄ γ̄k̄Rr̄j

ρ
λ)

−R′k̄
κ̄Rκ̄j

ρ
λ +Rk̄s

κ
jR

s
κ
ρ
λ −Rk̄sρκ̄Rsjκ̄λ +Rk̄s

κ
λR

s
j
ρ
κ

]
+
α′gρµ̄gsr̄

2‖Ω‖ω
(∇jR[µ̄s

α
β∇k̄Rr̄λ]

β
α +∇k̄R[µ̄s

α
β∇jRr̄λ]

β
α)

+
α′gρµ̄gsr̄

2‖Ω‖ω
2R[r̄[λ

βδ̄

[
∇k̄(T rs]jRµ̄]rδ̄β) +∇s](T̄ r̄ µ̄]k̄Rr̄jδ̄β)

−Rk̄s]µ̄]
κ̄Rκ̄jδ̄β +Rk̄s]

κ
jRµ̄]κδ̄β −Rk̄s]δ̄ κ̄Rµ̄]jκ̄β +Rk̄s]

κ
βRµ̄]jδ̄κ

]
(5.28)
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5.2.2 Flow of the Ricci curvature

The flow of the Riemann curvature tensor implies immediately that of the Ricci curvature,

∂tRk̄j =
1

2‖Ω‖ω
(
∆Rk̄j + 2α′gλµ̄gsr̄R[r̄λ

β
α∇s∇µ̄]Rk̄j

α
β

+
1

2‖Ω‖ω
T̄k̄∇jΨλ

λ +
1

2‖Ω‖ω
Tj∇k̄Ψλ

λ +
1

2‖Ω‖ω
(
1

2
Rk̄j − Tj T̄k̄)Ψλ

λ

− 1

2‖Ω‖ω
∇k̄∇j(|T |2 + α′Φλ

λ)

+
1

2‖Ω‖ω

[
∇k̄(T rsjRsr) +∇γ̄(T̄ r̄ γ̄k̄Rr̄j)−R′k̄

κ̄Rκ̄j +Rk̄s
κ
jR

s
κ

]
+
α′gλµ̄gsr̄

2‖Ω‖ω
(∇jR[µ̄s

α
β∇k̄Rr̄λ]

β
α +∇k̄R[µ̄s

α
β∇jRr̄λ]

β
α)

+
α′gλµ̄gsr̄

2‖Ω‖ω
2R[r̄[λ

βδ̄

[
∇k̄(T rs]jRµ̄]rδ̄β) +∇s](T̄ r̄ µ̄]k̄Rr̄jδ̄β)

−Rk̄s]µ̄]
κ̄Rκ̄jδ̄β +Rk̄s]

κ
jRµ̄]κδ̄β −Rk̄s]δ̄ κ̄Rµ̄]jκ̄β +Rk̄s]

κ
βRµ̄]jδ̄κ

]
(5.29)

with |T |2 = gjk̄gsr̄gm
¯̀
Tr̄mj T̄s ¯̀̄k.

5.2.3 Flow of the scalar curvature

If we write R = gjk̄Rk̄j , we obtain

∂tR = gjk̄∂tRk̄j − gjm̄∂tgm̄qgqk̄Rk̄j . (5.30)

Applying the preceding formula for the flow ∂tRk̄j of the Ricci curvature, we find

∂tR =
1

2‖Ω‖ω
(
∆R+ 2α′gλµ̄gsr̄R[r̄λ

β
α∇s∇µ̄]R̃

α
β

)
+

1

2‖Ω‖ω
(
T̄ j∇jΨλ

λ +
1

2‖Ω‖ω
T k̄∇k̄Ψλ

λ + (
1

2
R− Tj T̄ j)Ψλ

λ

)
− 1

2‖Ω‖ω
∆(|T |2 + α′Φλ

λ)− 1

2‖Ω‖ω
Rqm̄Ψm̄q

+
1

2‖Ω‖ω

(
∇k̄(T rsjRsr) +∇γ̄(T̄ r̄ γ̄k̄Rr̄j)

)
+
α′gλµ̄gsr̄

2‖Ω‖ω
(∇jR[µ̄s

α
β∇jRr̄λ]

β
α +∇k̄R[µ̄s

α
β∇k̄Rr̄λ]

β
α)

+
α′gλµ̄gsr̄

2‖Ω‖ω
2R[r̄[λ

βδ̄

[
∇j(T γs]jRµ̄]γδ̄β) +∇s](T̄ γ̄ µ̄]

jRγ̄jδ̄β)

−Rjs]µ̄]
κ̄Rκ̄jδ̄β + R̃s]

κRµ̄]κδ̄β −Rjs]δ̄ κ̄Rµ̄]jκ̄β +Rjs]
κ
βRµ̄]jδ̄κ

]
. (5.31)
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5.2.4 Flow of the torsion tensor

We differentiate the coefficients Tp̄jq of the torsion tensor,

∂tTp̄jq = ∂j ġp̄q − ∂q ġp̄j

= ∂j(
1

2‖Ω‖ω
Ψp̄q)− ∂q(

1

2‖Ω‖ω
Ψp̄j)

=
1

2‖Ω‖ω
(∇jΨp̄q −∇qΨp̄j + TmjqΨp̄m)− 1

2‖Ω‖ω
(TjΨp̄q − TqΨp̄j). (5.32)

Once again, we concentrate on the leading term, which is

1

2‖Ω‖ω
(∇jΨp̄q −∇qΨp̄j) =

1

2‖Ω‖ω
(∇j(−R̃p̄q + (T T̄ )p̄q)−∇q(−R̃p̄j + (T T̄ )p̄j)

− 1

2‖Ω‖ω
α′gsr̄∇j(R[p̄s

α
βRr̄q]

β
α − Φp̄sr̄q)

+
1

2‖Ω‖ω
α′gsr̄∇q(R[p̄s

α
βRr̄j]

β
α)− Φp̄sr̄j). (5.33)

Although this is not apparent at first sight, the key diffusion term ∆Tp̄jq can be extracted from the

right hand side. The basic identity in this case is the following:

Lemma 9. Let ω be any Hermitian metric (not necessarily conformally balanced). Then

(∆T )p̄jq = ∇qR̃p̄j −∇jR̃p̄q + T rqλR
λ
rp̄j − T rjλRλrp̄q. (5.34)

Proof. We compute the components of the left hand side, using the Bianchi identities,

(∆T )p̄jq = gλµ̄∇λ∇µ̄Tp̄jq

= gλµ̄∇λ(Rµ̄qp̄j −Rµ̄jp̄q)

= gλµ̄(∇qRµ̄λp̄j −∇jRµ̄λp̄q + T rqλRµ̄rp̄j − T rjλRµ̄rp̄q).

= ∇qR̃p̄j −∇jR̃p̄q + T rqλR
λ
rp̄j − T rjλRλrp̄q. (5.35)

This proves the lemma.

Comparing this identity with the previous expression that we derived for ∂tTp̄jq, we obtain the

following theorem:
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Theorem 16. Consider the Anomaly flow (5.4) with an initial metric ω0 which is conformally

balanced. Then the flow of the torsion T = i∂ω is given by

∂tTp̄jq =
1

2‖Ω‖ω

[
∆Tp̄jq − α′gsr̄(∇j(R[p̄s

α
βRr̄q]

β
α − Φp̄sr̄q) + α′gsr̄∇q(R[p̄s

α
βRr̄j]

β
α − Φp̄sr̄j))

]
+

1

2‖Ω‖ω
(TmjqΨp̄m − TjΨp̄q + TqΨp̄j +∇j(T T̄ )p̄q −∇q(T T̄ )p̄j)

− 1

2‖Ω‖ω
(T rqλR

λ
rp̄j − T rjλRλrp̄q). (5.36)

5.3 Anomaly flow with zero slope parameter

Let X be a compact threefold with non-vanishing holomorphic (3, 0) form Ω. Suppose X admits a

conformally balanced metric ω0. We consider the flow

∂t(‖Ω‖ωω2) = i∂∂̄ω. (5.37)

We recall the definition of the second Bott-Chern class

H2,2
BC(X) =

{closed (2, 2) forms}
{i∂∂̄β : β ∈ Ω1,1(X)}

. (5.38)

The balanced cone of X is the subset of H2,2
BC(X) of classes which can be represented by closed

positive (2, 2) forms.

Given an initial conformally balanced metric ω0, we consider the class τ ∈ H2,2
BC(X) defined by

τ = [‖Ω‖ω0ω
2
0] ∈ H2,2

BC(X). (5.39)

We say that τ is the balanced class of ω0. Then the evolving metric ω stays in the balanced class

of the initial metric,

∂t[‖Ω‖ωω2] = [i∂∂̄ω] = 0. (5.40)

In other words, along the flow we have

‖Ω‖ωω2 ∈ τ. (5.41)

In Chapter 2 §2.2.4, we showed that a metric satisfying i∂∂̄ω = 0 and d(‖Ω‖ωω2) = 0 must satisfy

the equation

gjk̄∂j∂k̄ log ‖Ω‖2ω = |T |2, |T |2 = gkj̄gsr̄gm
¯̀
Tr̄mjT̄s ¯̀̄k. (5.42)
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From this equation it follows that log ‖Ω‖2ω is constant and |T |2 is zero. This implies

dω = 0, Rk̄j = ∂j∂k̄ logω3 = 0. (5.43)

Thus if the Anomaly flow (5.37) converges, it provides a deformation path in the space of confor-

mally balanced metrics to a Kähler metric.

5.3.0.1 Remark

We cannot expect the flow with α′ = 0 on a Kähler threefold X to converge starting from an

arbitrary balanced metric ω0. Indeed, let

τ = [‖Ω‖ω0ω
2
0] ∈ H2,2

BC(X). (5.44)

If the flow converged to a stationary solution ω∞, then by applying (5.43) to d(‖Ω‖ω∞ω2
∞) = 0, we

see that ‖Ω‖ω∞ is a constant and

α = (‖Ω‖ω∞)1/2ω∞ (5.45)

is a Kähler metric such that

[α2] = τ. (5.46)

By the example of Fu-Xiao [37], which builds on work by Tosatti [105], there exists classes τ ∈

H2,2
BC(X) on certain threefolds X for which (5.46) does not hold for any Kähler metric α. Fu-Xiao

propose the problem of classifying which balanced classes τ come from Kähler classes. It would be

interesting to understand the behavior of the Anomaly flow in this case.

Our main result on the Anomaly flow with α′ = 0 is the following long-time existence criterion.

Theorem 17. (Phong-Picard-Zhang [84]) Assume that α′ = 0, and that the Anomaly flow (5.37)

exists on an interval [0, T ) for some T > 0. If inft∈[0,T )‖Ω‖ω > 0 (or equivalently ω3(t) ≤ C ω3(0)),

and if

supX×[0,T )(|Rm|2ω + |DT |2ω + |T |4ω) <∞ (5.47)

then the flow can be continued to an interval [0, T + ε) for some ε > 0. In particular, the flow

exists for all time, unless there is a time T > 0 and a sequence (zj , tj), with tj → T , with either

‖Ω(zj , tj)‖ω → 0, or

(|Rm|2ω + |DT |2ω + |T |4ω)(zj , tj)→∞. (5.48)
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5.3.1 Flow of the curvature and the torsion

In this section, we give the evolution equations for various quantities under the Anomaly flow

∂t(‖Ω‖ωω2) = i∂∂̄ω. These formulas were obtained in previous sections, and now we simply need

to set α′ = 0. The flow of the metric is given by

∂tgp̄q =
1

2‖Ω‖ω

[
− R̃p̄q + gsr̄gm

¯̀
Tr̄mqT̄s¯̀p̄

]
. (5.49)

This expression can be compared with the flow of Hermitian metrics considered in [98, 99]. We

note that the quadratic torsion term is different, and furthermore the dilaton ‖Ω‖−1
ω introduces a

term proportional to the determinant of the metric. Both these flows may be useful in studying

different aspects of non-Kähler complex geometry.

We will use as before the notation Ψp̄q for the right-hand side of the flow.

Ψp̄q = −R̃p̄q + gsr̄gm
¯̀
Tr̄mqT̄s¯̀p̄. (5.50)

The flows of the curvature tensors are given by

∂tRk̄j
ρ
λ =

1

2‖Ω‖ω
∆Rk̄j

ρ
λ −

1

2‖Ω‖ω
gρµ̄∇k̄∇j(T T̄ )µ̄λ

+
1

2‖Ω‖ω

(
T̄k̄∇j + Tj∇k̄ + (

1

2
Rk̄j − Tj T̄k̄)

)
Ψρ

λ

+
1

2‖Ω‖ω

[
∇k̄(T rsjRsrρλ) +∇γ̄(T̄ r̄ γ̄k̄Rr̄j

ρ
λ)

−R′k̄
κ̄Rκ̄j

ρ
λ +Rk̄s

κ
jR

s
κ
ρ
λ −Rk̄sρκ̄Rsjκ̄λ +Rk̄s

κ
λR

s
j
ρ
κ

]
∂tRk̄j =

1

2‖Ω‖ω
∆Rk̄j −

1

2‖Ω‖ω
∇k̄∇j |T |2

+
1

2‖Ω‖ω

(
T̄k̄∇j + Tj∇k̄ + (

1

2
Rk̄j − Tj T̄k̄)

)
(−R+ |T |2)

+
1

2‖Ω‖ω

[
∇k̄(T rsjRsr) +∇γ̄(T̄ r̄ γ̄k̄Rr̄j)−R′k̄

κ̄Rκ̄j +Rk̄s
κ
jR

s
κ

]
∂tR =

1

2‖Ω‖ω
∆R− 1

2‖Ω‖ω
∆|T |2 − 1

2‖Ω‖ω
Rjk̄Ψk̄j

+
1

2‖Ω‖ω

(
T̄k̄∇k̄ + Tj∇j + (

1

2
R− Tj T̄ j)

)
(−R+ |T |2)

+
1

2‖Ω‖ω

(
∇k̄(T rsjRsr) +∇γ̄(T̄ r̄ γ̄k̄Rr̄j)

)
(5.51)
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and the flow of the torsion is given by

∂tTp̄jq =
1

2‖Ω‖ω
∆Tp̄jq −

1

2‖Ω‖ω
(T rqλR

λ
rp̄j − T rjλRλrp̄q)

+
1

2‖Ω‖ω
(TmjqΨp̄m − TjΨp̄q + TqΨp̄j +∇j(T T̄ )p̄q −∇q(T T̄ )p̄j). (5.52)

The flow of the dilaton ‖Ω‖ω is given by

∂t‖Ω‖ω =
1

4
(R− |T |2). (5.53)

5.3.2 Estimates for derivatives of curvature and torsion

The goal in this section is to prove

Theorem 18. (Phong-Picard-Zhang [84]) Assume that α′ = 0. Suppose that A > 0 and ω(t) is a

solution to the Anomaly flow (5.37), with t ∈ [0, 1
A ]. Then, for all k ∈ N, there exists a constant

Ck depending on a uniform lower bound of ‖Ω‖ω such that, if

|Rm|ω + |DT |ω + |T |2ω ≤ A, for all z ∈M and t ∈ [0,
1

A
], (5.54)

then,

|DkRm(z, t)|ω ≤
CkA

tk/2
, |Dk+1T (z, t)|ω ≤

CkA

tk/2
(5.55)

for all z ∈M and t ∈ (0, 1
A ].

This theorem is an analog for the Anomaly flow of Shi’s estimates for the Ricci flow [96, 64].

We shall use D to denote the derivative when we do not distinguish between ∇ and ∇̄. For

example, |DT | would include both |∇T | and |∇̄T |, and

|DkT |2 =
∑
i+j=k

|∇i∇̄jT |2. (5.56)

The proof of Theorem 18 is by induction on k. The idea is find a suitable test function Gk(z, t)

for each k, similar to the Ricci flow, and apply the maximum principle.

We will first prove the estimate (5.55) for k = 1 case. Then, we assume that, for any 0 ≤ j ≤

k − 1,

|DjRm(z, t)|ω ≤
CjA

tj/2
, |Dj+1T (z, t)|ω ≤

CjA

tj/2
(5.57)
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for all z ∈M and t ∈ (0, 1
A ] and show the estimate also holds for j = k.

We already have the flows of the curvature and of the torsion, as given above. To prove the

theorem, we shall also need the flows of their covariant derivatives. They are given in the following

lemmas.

Lemma 10. Under the induction assumption (5.57) and |T |2 ≤ A, we have

∂t|DkRm|2 ≤ 1

2‖Ω‖ω

{
1

2
∆R|DkRm|2 − 3

4
|Dk+1Rm|2 (5.58)

+CA
1
2

(
|Dk+1Rm|+ |Dk+2T |

)
· |DkRm|

+CA
(
|DkRm|+ |Dk+1T |

)
· |DkRm|

+C A2 t−
k
2 · |DkRm|+ CA3t−k

}
where we write ∆R = ∆ + ∆̄ and ∆ = gq̄p∇p∇q̄.

Proof. First, we observe that the flow of the curvature tensor can be expressed as

∂tRm =
1

2‖Ω‖ω

{1

2
∆RRm+∇∇̄(T ∗ T̄ ) + ∇̄(T ∗Rm) +∇(T̄ ∗Rm) (5.59)

+Rm ∗Rm+ (∇̄T − T̄ ∗ T ) ∗Ψ + T̄ ∗ ∇Ψ + T ∗ ∇̄Ψ
}
.

To clarify notation: if E and F are tensors, we write E ∗ F for any linear combination of products

of the tensors E and F formed by contractions on Ei1···ik and Fj1···jl using the metric g.

Let the terms in the large bracket be denoted by H, that is

∂tRm =
1

2‖Ω‖ω
H. (5.60)

In general, the Chern unitary connection of a Hermitian metric gk̄j evolves by

∂tA
j

k̄m
= 0, ∂tA

j
km = gjp̄∇k(∂tgp̄m). (5.61)

This implies

∂t(∇m∇̄`Rm) = ∇m∇̄`(∂tRm) +
∑
i+j>0

m∑
i=0

∑̀
j=0

∇m−i∇̄`−jRm ∗ ∇i∇̄j(∂tg) (5.62)
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Using the evolution equation of Rm, we get

∂t(∇m∇̄`Rm) =
m∑
i=1

∑̀
j=1

∇m−i∇̄`−jRm ∗ ∇i∇̄j(∂tg) (5.63)

+
1

2‖Ω‖ω
∇m∇̄`H +

∑
i+j>0

m∑
i=0

∑̀
j=0

∇m−i∇̄`−jH ∗ ∇i∇̄j
(

1

2‖Ω‖ω

)
We compute the second term,

∇m∇̄`H =
1

2
∇m∇̄`∆RRm+∇m∇̄`∇∇̄(T ∗ T ) +∇m∇̄`+1(T ∗Rm)

+∇m∇̄`∇(T̄ ∗Rm) +∇m∇̄`(Rm ∗Rm) +∇m∇̄`+1(T ∗Ψ)

+∇m∇̄`(Ψ ∗ T̄ ∗ T ) +∇m∇̄`(∇Ψ ∗ T̄ ) +∇m∇̄`(T ∗ ∇̄Ψ) (5.64)

By the commutation identity,

∇m∇̄`∆RRm = ∆R(∇m∇̄`Rm) +
m∑
i=0

∑̀
j=0

∇i∇̄jRm ∗ ∇m−i∇̄`−jRm (5.65)

+
m∑
i=0

∑̀
j=0

∇i∇̄jT ∗ ∇m−i∇̄`+1−iRm+
m∑
i=0

∑̀
j=0

∇i∇̄jT ∗ ∇m+1−i∇̄`−jRm

we obtain

∂t(∇m∇̄`Rm) =
1

2‖Ω‖ω

{1

2
∆R(∇m∇̄`Rm) +

m∑
i=0

∑̀
j=0

∇i∇̄jRm ∗ ∇m−i∇̄`−jRm

+
m∑
i=0

∑̀
j=0

∇i∇̄jT ∗
(
∇m−i∇̄`+1−iRm+∇m+1−i∇̄`−jRm

)
+∇m∇̄`∇∇̄(T ∗ T )

+∇m∇̄`+1(T ∗Rm) +∇m∇̄`∇(T̄ ∗Rm) +∇m∇̄`(Rm ∗Rm)

+∇m∇̄`+1(T ∗Ψ) +∇m∇̄`(Ψ ∗ T̄ ∗ T ) +∇m∇̄`(∇Ψ ∗ T̄ )
}

+
∑
i+j>0

m∑
i=0

∑̀
j=0

∇m−i∇̄`−jRm ∗ ∇i∇̄j(∂tg)

+
∑
i+j>0

m∑
i=0

∑̀
j=0

∇m−i∇̄`−jH ∗ ∇i∇̄j
(

1

2‖Ω‖ω

)
(5.66)

Next we compute

∂t|∇m∇̄`Rm|2 ≤ 〈∂t∇m∇̄`Rm, ∇m∇̄`Rm〉+ 〈∇m∇̄`Rm, ∂t∇m∇̄`Rm〉 (5.67)

+
C

2‖Ω‖ω
|∇m∇̄`Rm|2 · |Ψ|
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We also compute

∆R|∇m∇̄`Rm|2 = 〈∆R∇m∇̄`Rm, ∇m∇̄`Rm〉+ 〈∇m∇̄`Rm, ∆R∇m∇̄`Rm〉 (5.68)

+2|∇m+1∇̄`Rm|2 + 2|∇̄∇m∇̄`Rm|2

= 〈∆R∇m∇̄`Rm, ∇m∇̄`Rm〉+ 〈∇m∇̄`Rm, ∆R∇m∇̄`Rm〉

+2|∇m+1∇̄`Rm|2 + 2|∇m∇̄`+1Rm|2

+2
(
|∇̄∇m∇̄`Rm|2 − |∇m∇̄`+1Rm|2

)
We can estimate the last term by a commutation identity.

∇̄∇m∇̄`Rm−∇m∇̄∇̄`Rm =
m−1∑
i=0

∇iRm ∗ ∇m−1−i∇̄`Rm (5.69)

It follows that

|∇̄∇m∇̄`Rm|2 − |∇m∇̄`+1Rm|2 (5.70)

≥ −C|∇m∇̄`+1Rm| ·
m−1∑
i=0

|∇iRm ∗ ∇m−1−i∇̄`Rm| − C
m−1∑
i=0

|∇iRm ∗ ∇m−1−i∇̄`Rm|2

≥ −C1|∇m∇̄`+1Rm| ·
m−1∑
i=0

|DiRm| · |Dm+`−1−iRm| − C
m−1∑
i=0

|DiRm|2 · |Dm+`−1−iRm|2
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Putting all the computation together, we arrive at

∂t|∇m∇̄`Rm|2

≤ 1

2‖Ω‖ω

{
1

2
∆R|∇m∇̄`Rm|2 − |∇m+1∇̄`Rm|2 − |∇m∇̄`+1Rm|2

+C1|∇m∇̄`+1Rm| ·
m−1∑
i=0

|DiRm| · |Dm+`−1−iRm|+ C

m−1∑
i=0

|DiRm|2 · |Dm+`−1−iRm|2

+C|∇m∇̄`Rm| ·

[
m∑
i=0

∑̀
j=0

|∇i∇̄jRm| · |∇m−i∇̄`−jRm|+ |∇m+1∇̄`+1(T ∗ T )|

+

m∑
i=0

`−1∑
j=0

|∇i∇̄jRm| · |∇m−i∇̄`−j(T ∗ T )|+ |∇m∇̄`+1(T ∗Rm)|

+
m∑
i=0

∑̀
j=0

|∇i∇̄jT | ·
(
∇m−i∇̄`+1−jRm|+ |∇m+1−i∇̄`−jRm|

)

+|∇m+1∇̄`(T̄ ∗Rm)|+
m∑
i=0

`−1∑
j=0

|∇i∇̄jRm| · |∇m−i∇̄`−1−j(T̄ ∗Rm)|

+|∇m∇̄`(Rm ∗Rm)|+ |∇m∇̄`+1(T ∗Ψ)|+ |∇m∇̄`(Ψ ∗ T̄ ∗ T )|+ |∇m∇̄`(∇Ψ ∗ T̄ )|

+
∑
i+j>0

m∑
i=0

∑̀
j=0

|∇m−i∇̄`−jH| · |∇i∇̄j
(

1

2‖Ω‖ω

)
|

+
∑
i+j>0

m∑
i=0

∑̀
j=0

|∇m−i∇̄`−jRm| · |∇i∇̄j(∂tg)|

]}

+
C

2‖Ω‖ω
|∇m∇̄`Rm|2 · |Ψ| (5.71)

where we used commutating identities for terms ∇m∇̄`∇∇̄(T ∗ T ) and ∇m∇̄`∇(T̄ ∗ Rm) in the

evolution equation ∂t∇k∇̄`Rm. Next, we use the non-standard notation D introduced at the

beginning of this section. Note that, for a tensor E,

|∇i∇̄jE| ≤ |Di+jE|. (5.72)
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Let k = m+ `. We have

∂t|∇m∇̄`Rm|2

≤ 1

2‖Ω‖ω

{
1

2
∆R|∇m∇̄`Rm|2 − |∇m+1∇̄`Rm|2 − |∇m∇̄`+1Rm|2

+C1|∇m∇̄`+1Rm| ·
k−1∑
i=0

|DiRm| · |Dk−1−iRm|+ C
k−1∑
i=0

|DiRm|2 · |Dk−1−iRm|2

+C|∇m∇̄`Rm| ·

[
k∑
i=0

|DiRm| · |Dk−iRm|+
k∑
i=0

|DiT | · |Dk+1−iRm|

+|Dk+2(T ∗ T )|+
k−1∑
i=0

|DiRm| · |Dk−i(T ∗ T )|

+|Dk+1(T ∗Rm)|+ |Dk+1(T̄ ∗Rm)|+
k−1∑
i=0

|DiRm| · |Dk−1−i(T̄ ∗Rm)|

+|Dk(Rm ∗Rm)|+ |Dk+1(T ∗Ψ)|+ |Dk(Ψ ∗ T ∗ T )|+ |Dk(∇Ψ ∗ T )|

+
k∑
i=1

|Dk−iH| · |Di

(
1

2‖Ω‖ω

)
|+

k∑
i=1

|Dk−iRm| · |Di(∂tg)|

]}

+
C

2‖Ω‖ω
|∇m∇̄`Rm|2 · |Ψ| (5.73)

Recall that

|DkRm|2 =
∑

m+`=k

|∇m∇̄`Rm|2 (5.74)

|∇m∇̄`+1Rm| ≤ |Dk+1Rm|, |∇m∇̄`Rm| ≤ |DkRm| (5.75)

and we also have

|Dk+1Rm|2 =
∑

m+q=k+1

|∇m∇̄qRm|2 =
∑

m+q−1=k, q≥1

|∇m∇̄qRm|2 + |∇k+1Rm|2

=
∑

m+`=k,m≥0, `≥0

|∇m∇̄`+1Rm|2 + |∇k+1Rm|2

≤
∑

m+`=k

|∇m∇̄`+1Rm|2 +
∑

m+`=k

|∇m+1∇̄`Rm|2 (5.76)
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Using these inequalities, we get

∂t|DkRm|2

≤ 1

2‖Ω‖ω

{
1

2
∆R|DkRm|2 − |Dk+1Rm|2

+C1|Dk+1Rm| ·
k−1∑
i=0

|DiRm| · |Dk−1−iRm|+ C

k−1∑
i=0

|DiRm|2 · |Dk−1−iRm|2

+C|DkRm| ·

[
k∑
i=0

|DiRm| · |Dk−iRm|+
k∑
i=0

|DiT | · |Dk+1−iRm|

+|Dk+2(T ∗ T )|+
k−1∑
i=0

|DiRm| · |Dk−i(T ∗ T )|

+|Dk+1(T ∗Rm)|+ |Dk+1(T̄ ∗Rm)|+
k−1∑
i=0

|DiRm| · |Dk−1−i(T̄ ∗Rm)|

+|Dk(Rm ∗Rm)|+ |Dk+1(T ∗Ψ)|+ |Dk(Ψ ∗ T ∗ T )|+ |Dk(∇Ψ ∗ T )|

+
k∑
i=1

|Dk−iH| · |Di

(
1

2‖Ω‖ω

)
|+

k∑
i=1

|Dk−iRm| · |Di(∂tg)|

]}

+
C

2‖Ω‖ω
|DkRm|2 · |Ψ| (5.77)

We estimate the terms on right hand side one by one. Recall that we have

|DjRm| ≤ C A

tj/2
, 0 ≤ j ≤ k − 1 (5.78)

|Dj+1T | ≤ C A

tj/2
, 0 ≤ j ≤ k − 1 (5.79)

|T |2 ≤ C A; (5.80)

and the unknown terms are |Dk+1Rm|, |DkRm|, |Dk+2T | and |Dk+1T |.

• Estimate for |Dk+1Rm| ·
∑k−1

i=0 |DiRm| · |Dk−1−iRm| :

|Dk+1Rm| ·
k−1∑
i=0

|DiRm| · |Dk−1−iRm| ≤ |Dk+1Rm| ·
k−1∑
i=0

CA

ti/2
· CA

t(k−1−i)/2 (5.81)

≤ |Dk+1Rm| · CA2 t−
k−1

2

≤ θ|Dk+1Rm|2 + C(θ)A3 t−k

where θ is a small positive number such that C1θ <
1
4 . To obtain the last inequality, we used

Cauchy-Schwarz inequality and the fact that A t < 1.
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• Estimate for
∑k−1

i=0 |DiRm|2 · |Dk−1−iRm|2 :

k−1∑
i=0

|DiRm|2 · |Dk−1−iRm|2 ≤
k−1∑
i=0

(
CA

ti/2

)2

·
(

CA

t(k−1−i)/2

)2

(5.82)

≤ CA4 t−(k−1) ≤ CA3 t−k

• Estimate for
∑k

i=0 |DiRm| · |Dk−iRm| :

k∑
i=0

|DiRm| · |Dk−iRm| = 2|DkRm| · |Rm|+
k−1∑
i=1

|DiRm| · |Dk−iRm| (5.83)

≤ CA |DkRm|+ CA2 t−
k
2

• Estimate for
∑k

i=0 |DiT | · |Dk+1−iRm| :

k∑
i=0

|DiT | · |Dk+1−iRm| = |T | · |Dk+1Rm|+ |DT | · |DkRm|+
k∑
i=2

|DiT | · |Dk+1−iRm|

≤ CA
1
2 |Dk+1Rm|+ CA |DkRm|+ CA2 t−

k
2 (5.84)

• Estimate for |Dk+2(T ∗ T )| :

|Dk+2(T ∗ T )| ≤
k+2∑
i=0

|DiT | · |Dk+2−iT | (5.85)

= 2|T | · |Dk+2T |+ 2|DT | · |Dk+1T |+
k∑
i=2

|DiT | · |Dk+2−iT |

≤ CA
1
2 |Dk+2T |+ CA |Dk+1T |+ CA2 t−

k
2

• Estimate for
∑k−1

i=0 |DiRm| · |Dk−i(T ∗ T )| :

k−1∑
i=0

|DiRm| · |Dk−i(T ∗ T )| (5.86)

≤ 2

k−1∑
i=0

|DiRm| · |T | · |Dk−iT |+
k−1∑
i=0

k−i∑
j=1

|DiRm| · |DjT | · |Dk−i−jT |

≤ CA2 t−
k
2
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• Estimate for |Dk+1(T ∗Rm)| :

|Dk+1(T ∗Rm)| ≤ |T | · |Dk+1Rm|+ |DT | · |DkRm|+ |Dk+1T | · |Rm| (5.87)

+

k∑
i=2

|DiT | · |Dk+1−iRm|

≤ CA
1
2 |Dk+1Rm|+ CA |DkRm|+ CA |Dk+1T |+ CA2 t−

k
2

• Estimate |Dk+1(T̄ ∗Rm)| :

|Dk+1(T̄ ∗Rm)| ≤ CA
1
2 |Dk+1Rm|+ CA |DkRm|+ CA |Dk+1T |+ CA2 t−

k
2 (5.88)

• Estimate for
∑k−1

i=0 |DiRm| · |Dk−1−i(T̄ ∗Rm)| :
k−1∑
i=0

|DiRm| · |Dk−1−i(T̄ ∗Rm)| (5.89)

≤
k−1∑
i=0

|DiRm| · |T | · |Dk−1−iRm|+
k−1∑
i=0

k−1−i∑
j=1

|DiRm| · |DjT | · |Dk−1−i−jRm|

≤ CA2 t−
k
2

• Estimate for |Dk(Rm ∗Rm)| :

|Dk(Rm ∗Rm)| ≤ 2|Rm| · |DkRm|+
k−1∑
i=1

|DiRm| · |Dk−iRm| (5.90)

≤ CA |DkRm|+ CA2 t−
k
2

• Estimate for |Dk+1(T ∗Ψ)| :

Recall that Ψp̄q = −R̃p̄q + gsr̄ gmn̄ Tn̄sq T̄mr̄p̄, we have

|Dk+1(Ψ ∗ T )| ≤ |Dk+1(Rm ∗ T )|+ |Dk+1(T ∗ T ∗ T )| (5.91)

The first term is the same as (5.87). We only need to estimate the second term.

|Dk+1(T ∗ T ∗ T )| ≤ |Dk+1T | · |T |2ω +
∑

p+q=k+1;p,q>0

|DpT | · |DqT | · |T | (5.92)

+
∑

p+q+r=k+1;p,q,r>0

|DpT | · |DqT | · |DrT |

≤ CA |Dk+1T |+ CA
5
2 t−

(k−1)
2 + CA3 t−

(k−2)
2

≤ CA |Dk+1T |+ CA2 t−
k
2
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It follows that

|Dk+1(Ψ ∗ T )| ≤ CA
1
2 |Dk+1Rm|+ CA (|DkRm|+ |Dk+1T |) + CA2 t−

k
2 (5.93)

• Estimate for |Dk(Ψ ∗ T ∗ T )| :

|Dk(Ψ ∗ T ∗ T )| ≤ |Dk(Rm ∗ T ∗ T )|+ |Dk(T ∗ T ∗ T ∗ T )| (5.94)

We use the same trick as above to estimate these two terms. For the first term, we have

|Dk(Rm ∗ T ∗ T )| ≤ |DkRm| · |T |2ω +
∑

p+q=k;q>0

|DpRm| · |DqT | · |T | (5.95)

+
∑

p+q+r=k;q,r>0

|DpRm| · |DqT | · |DrT |

≤ CA |DkRm|+ CA
5
2 t−

k−1
2 + CA3 t−

k−2
2

≤ CA |DkRm|+ CA2 t−
k
2

For the second term, we have

|Dk(T ∗ T ∗ T ∗ T )| ≤ 4|DkT | · |T |3 +
∑

p+q=k; p,q>0

|DpT | · |DqT | · |T |2ω (5.96)

+
∑

p+q+r=k; p,q,r>0

|DpT | · |DqT | · |DrT | · |T |ω

+
∑

p+q+r+s=k; p,q,r,s>0

|DpT | · |DqT | · |DrT | · |DsT |

≤ CA
5
2 t−

k−1
2 + CA3 t−

k−2
2 + CA

7
2 t−

k−3
2 + CA4 t−

k−4
2

≤ CA2 t−
k
2

Thus, we have

|Dk(Ψ ∗ T ∗ T )| ≤ CA |DkRm|+ CA2 t−
k
2 . (5.97)

• Estimate for |Dk(∇Ψ ∗ T )| :

|Dk(∇Ψ ∗ T )| ≤ |Dk(∇Rm ∗ T )|+ |Dk(∇(T ∗ T ) ∗ T )| (5.98)

≤ |Dk+1Rm| · |T |+ |DkRm| · |DT |+
k∑
i=2

|Dk+1−iRm| · |DiT |

+|Dk+1(T ∗ T )| · |T |+
k∑
i=1

|Dk+1−i(T ∗ T )| · |DiT |

≤ CA
1
2 |Dk+1Rm|+ CA |DkRm|+ CA |Dk+1T |+ CA2 t−

k
2
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• Estimate for
∑k

i=1 |Dk−iH| · |Di
(

1
2‖Ω‖ω

)
| :

Recall that

H =
1

2
∆RRm+∇∇̄(T ∗ T̄ ) + ∇̄(T ∗Rm) +∇(T̄ ∗Rm) (5.99)

+Rm ∗Rm+ (∇̄T − T̄ ∗ T ) ∗Ψ + T̄ ∗ ∇Ψ + T ∗ ∇̄Ψ

and we also compute, for any m,

∇m
(

1

2‖Ω‖ω

)
= ∇m−1∇

(
1

2‖Ω‖ω

)
= −∇m−1

(
1

2‖Ω‖ω
T

)
(5.100)

= −∇m−1

(
1

2‖Ω‖ω

)
∗ T − 1

2‖Ω‖ω
∇m−1T

=
1

2‖Ω‖ω

m∑
j=1

∇m−jT ∗ T j−1

where T j−1 = T ∗ T ∗ · · · ∗ T with (j − 1) factors. Again keep in mind that the unknown terms are

|Dk+1Rm|, |DkRm|,|Dk+2T | and |Dk+1T |. Notice that these terms only appear for i = 1, 2 in the

summation.

k∑
i=1

|Dk−iH| · |Di

(
1

2‖Ω‖ω

)
| = |Dk−1H| · |D

(
1

2‖Ω‖ω

)
|+ |Dk−2H| · |D2

(
1

2‖Ω‖ω

)
|

+
k∑
i=3

|Dk−iH| · |Di

(
1

2‖Ω‖ω

)
| (5.101)

Using (5.99) and (5.100), we can estimate the terms on the right hand side one by one and obtain

k∑
i=1

|Dk−iH| · |Di

(
1

2‖Ω‖ω

)
| (5.102)

≤ CA
1
2 |Dk+1Rm|+ CA (|DkRm|+ |Dk+1T |) + CA2 t−

k
2

• Estimate for
∑k

i=1 |Dk−iRm| · |Di(∂tg)| :

|Di(∂tg)| = |Di

(
1

2‖Ω‖ω
Ψ

)
| =

i∑
j=0

|Dj

(
1

2‖Ω‖ω

)
| · |Di−jΨ| (5.103)

By the definition of Ψ and the computation (5.100), we know that the only unknown term appeared

in the summation is when j = i = k. Thus, we arrive the following estimate

k∑
i=1

|Dk−iRm| · |Di(∂tg)| ≤ CA |DkRm|+ CA2 t−
k
2 (5.104)
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• Estimate for the last term |DkRm|2 · |Ψ| :

|DkRm|2 · |Ψ| ≤ CA |DkRm|2. (5.105)

Finally, putting all the above estimates together, we obtain the lemma. Q.E.D.

Following the same strategy, we can also prove the following lemma on estimates for the deriva-

tives of the torsion.

Lemma 11. Under the same assumption as in Lemma 10, we have

∂t|Dk+1T |2 ≤ 1

2‖Ω‖ω

{1

2
∆R|Dk+1T |2 − 3

4
|Dk+2T |2 (5.106)

+CA
1
2

(
|Dk+2T |+ |Dk+1Rm|

)
· |Dk+1T |

+CA
(
|Dk+1T |+ |DkRm|

)
· |Dk+1T |

+CA2 t−
k
2 |∇k+1T |+ CA3t−k

}
.

Now we return to the proof of Theorem 18:

We first prove the estimate (5.55) for the case k = 1. To obtain the desired estimate, we apply

the maximum principle to the function

G1(z, t) = t
(
|DRm|2 + |D2T |2

)
+ Λ

(
|Rm|2 + |DT |2

)
(5.107)

Using Lemma 10 and Lemma 11 with k = 1, we have

∂t
(
|DRm|2 + |D2T |2

)
(5.108)

≤ 1

2‖Ω‖ω

{1

2
∆R
(
|DRm|2 + |D2T |2

)
− 3

4

(
|D2Rm|2 + |D3T |2

)
+CA

1
2
(
|D2Rm|+ |D3T |

)
·
(
|DRm|+ |D2T |

)
+CA

(
|DRm|+ |D2T |

)2
+ CA2 t−

1
2
(
|DRm|+ |D2T |

)
+ CA3 t−1

}
≤ 1

2‖Ω‖ω

{1

2
∆R
(
|DRm|2 + |D2T |2

)
− 1

2

(
|D2Rm|2 + |D3T |2

)
+CA

(
|DRm|2 + |D2T |2

)
+ CA3 t−1

}
where we used the Cauchy-Schwarz inequality in the last inequality.
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Recall the evolution equation

∂t(|DT |2 + |Rm|2) ≤ 1

2‖Ω‖ω

{1

2
∆R(|DT |2 + |Rm|2)− 1

2
(|D2T |2 + |DRm|2)

+CA
3
2 (|DRm|+ |D2T |) + CA3

}
. (5.109)

It follows that

∂tG1 ≤ 1

4‖Ω‖ω

{
∆RG1 − t

(
|D2Rm|2 + |D3T |2

)
− Λ

(
|D2T |2 + |DRm|2

)
+CA t (|DRm|2 + |D2T |2) + CA3 (5.110)

+CA
3
2 Λ(|DRm|+ |D2T |) + CA3 Λ

}
+ (|DRm|2 + |D2T |2)

Again, using Cauchy-Schwarz inequality,

C A
3
2 Λ(|DRm|+ |D2T |) ≤ CA3 Λ + Λ(|DRm|2 + |D2T |2). (5.111)

Putting these estimates together, we have

∂tG ≤ 1

4‖Ω‖ω

{
∆RG− t

(
|D2Rm|2 + |D3T |2

)
(5.112)

+(‖Ω‖ω − Λ + CAt)
(
|D2T |2 + |DRm|2

)
+ CA3

}
By At ≤ 1 and choosing Λ large enough,

∂tG ≤ 1

4‖Ω‖ω

{
2∆RG+ CA3Λ

}
(5.113)

We note that the choice of constant Λ depends on the upper bound of ‖Ω‖ω. However, with the

assumption (5.54), we can get the uniform C0 bound of the metric depending on the uniform lower

bound of ‖Ω‖ω. Consequently, we obtain the upper bound of ‖Ω‖ω, which also depends on the

uniform lower bound of ‖Ω‖ω.

To finish the proof for k = 1, observing that when t = 0,

G(0) =
Λ

2
(|DT |2 + |Rm|2) ≤ CΛA2. (5.114)

Thus, applying the maximum principle to the above inequality implies that

G(t) ≤ CΛA2 + CA3Λ t ≤ CA2 (5.115)
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It follows

|DRm|+ |D2T | ≤ CA

t1/2
. (5.116)

This establishes the estimate (5.55) when k = 1. Next, we use induction on k to prove the higher

order estimates.

Using Lemma 10 and Lemma 11 again, we have

∂t

(
|DkRm|2 + |Dk+1T |2

)
(5.117)

≤ 1

2‖Ω‖ω

{1

2
∆R

(
|DkRm|2 + |Dk+1T |2

)
− 3

4

(
|Dk+1Rm|2 + |Dk+2T |2

)
+CA

1
2

(
|Dk+1Rm|+ |Dk+2T |

)
·
(
|DkRm|+ |Dk+1T |

)
+CA

(
|DkRm|+ |Dk+1T |

)2
+ CA2 t−

k
2

(
|DkRm|+ |Dk+1T |

)
+ CA3 t−k

}
≤ 1

2‖Ω‖ω

{1

2
∆R

(
|DkRm|2 + |Dk+1T |2

)
− 1

2

(
|Dk+1Rm|2 + |Dk+2T |2

)
+CA

(
|DkRm|2 + |Dk+1T |2

)
+ CA3 t−k

}
.

Denote

fj(z, t) = |DjRm|2 + |Dj+1T |2. (5.118)

Then,

∂tfk ≤
1

4‖Ω‖ω

(
∆Rfk − fk+1 + CAfk + CA3 t−k

)
. (5.119)

Next, we apply the maximum principle to the test function

Gk(z, t) = tkfk +

k∑
i=1

ΛiB
k
i t

k−i fk−i (5.120)

where Λi (1 ≤ i ≤ k) are large numbers to be determined and Bk
i = (k−1)!

(k−i)! . We note that, for

1 ≤ i < k, we still have an inequality similar to (5.118) for fk−i.

∂tfk−i ≤
1

4‖Ω‖ω

(
2∆Rfk−i − fk−i+1 + CAfk−i + CA3 t−(k−i)

)
≤ 1

4‖Ω‖ω

(
2∆Rfk−i − fk−i+1 + CA3 t−(k−i)

)
(5.121)
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where we used the induction condition (5.57) for the term fk−i when 1 ≤ i < k. From (5.118) and

(5.121), we deduce

∂tGk = ktk−1 fk + tk∂tfk +

k−1∑
i=1

ΛiB
k
i (k − i) tk−i−1 fk−i +

k∑
i=1

ΛiB
k
i t

k−i ∂tfk−i (5.122)

= ktk−1 fk +
1

4‖Ω‖ω
tk
(

2∆Rfk − fk+1 + CAfk + CA3 t−k
)

+
k−1∑
i=1

ΛiB
k
i (k − i) tk−i−1 fk−i

+
1

4‖Ω‖ω

k∑
i=1

ΛiB
k
i t

k−i
(

2∆Rfk−i − fk−i+1 + CA3 t−(k−i)
)

=
1

4‖Ω‖ω
2∆RGk −

1

4‖Ω‖ω
tk fk+1 + tk−1fk

(
k +

CA t

4|Ω|ω

)
+

1

4‖Ω‖ω
CA3

(
1 +

k∑
i=1

ΛiB
k
i

)

+

k−1∑
i=1

ΛiB
k
i (k − i) tk−i−1 fk−i −

1

4‖Ω‖ω

k∑
i=1

ΛiB
k
i t

k−i fk−i+1

≤ 1

4‖Ω‖ω
2∆RGk + tk−1fk

(
k +

CA t

4‖Ω‖ω
− Λ1B

k
1

4‖Ω‖ω

)
+

1

4‖Ω‖ω
CA3

+

k−1∑
i=1

ΛiB
k
i (k − i) tk−i−1 fk−i −

1

4‖Ω‖ω

k∑
i=2

ΛiB
k
i t

k−i fk−i+1

We note that the last two terms can be re-written as

k−1∑
i=1

ΛiB
k
i (k − i) tk−i−1 fk−i −

1

4‖Ω‖ω

k∑
i=2

ΛiB
k
i t

k−i fk−i+1 (5.123)

=

k−1∑
i=1

(
ΛiB

k
i (k − i)− 1

4‖Ω‖ω
Λi+1B

k
i+1

)
tk−i−1 fk−i

=

k−1∑
i=1

(
Λi −

1

4‖Ω‖ω
Λi+1

)
Bk
i+1 t

k−i−1 fk−i

Thus, we obtain

∂tGk ≤ 1

4‖Ω‖ω
2∆RGk + tk−1fk

(
k +

CA t

4‖Ω‖ω
− Λ1B

k
1

4‖Ω‖ω

)
+

1

4‖Ω‖ω
CA3 (5.124)

+

k−1∑
i=1

(
Λi −

1

4‖Ω‖ω
Λi+1

)
Bk
i+1 t

k−i−1 fk−i

Choosing Λ1 large enough and Λi ≤ 1
4‖Ω‖ω Λi+1 for 1 ≤ i ≤ k − 1, we have

∂tGk ≤ 1

4‖Ω‖ω
(2∆RGk + CA3) (5.125)
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Note that

max
z∈M

G(z, 0) = Λk B
k
kf0 =

(k − 1)!

2
Λk (|Rm|2 + |DT |2) ≤ CA2 (5.126)

Applying the maximum principle to the inequality satisfied by Gk, we have

max
z∈M

G(z, t) ≤ CA2 + CA3 t ≤ CA2. (5.127)

Finally, we get

|DkRm|+ |Dk+1T | ≤ CA t−
k
2 . (5.128)

The proof of Theorem 18 is complete. Q.E.D.

5.3.3 A criterion for the long-time existence of the flow

We can give now the proof of Theorem 17, which is the long-time existence criterion for the

Anomaly flow with α′ = 0. This section follows standard arguments in geometric flows (e.g. [64]).

The objective is to go from Theorem 18, which controls the evolving norms and connections, to

uniform estimates with respect to a fixed norm and connection.

We begin by observing that, under the given hypotheses, the metrics ω(t) are uniformly equiv-

alent for t ∈ (T − δ, T ). Indeed, for any nonzero tangent vector V ,

d

dt
log |V |2ω(t) ≤ C. (5.129)

Our goal is to show that the metrics are uniformly bounded in C∞ for some interval t ∈ (T − δ, T ).

This would imply the existence of the limit ω(T ) of a subsequence ω(tj) with tj → T . By the

short-time existence theorem for the Anomaly flow proved in [89], it follows that the flow extends

to [0, T + ε) for some ε > 0.

5.3.3.1 C1 bounds for the metric

We need to establish the C∞ convergence of (subsequence of) the metrics gk̄j(t) as t→ T . We have

already noted the C0 uniform boundedness of gk̄j(t). In this section, we establish the C1 bounds.

For this, we fix a reference metric ĝk̄j and introduce the relative endomorphism

hjm(t) = ĝjp̄gp̄m(t). (5.130)
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The uniform C0 bound of gk̄j(t) is equivalent to the C0 bound of h(t). We need to estimate the

derivatives of h(t). For this, recall the curvature relation between two different metrics gk̄j(t) and

ĝk̄j ,

Rk̄j
p
m = R̂p

k̄jm
− ∂k̄(hpq∇̂jhpm) (5.131)

where ∇̂ denotes the covariant derivative with respect to ĝk̄j . This relation can be viewed as a

second order PDE in h, with bounded right hand sides because the curvature Rk̄j
p
m is assumed

to be bounded, and which is uniformly elliptic because the metrics gk̄j(t) are uniformly equivalent

(and hence the relative endomorphisms h(t) are uniformly bounded away from 0 and∞). It follows

that

‖h‖C1,α ≤ C. (5.132)

5.3.3.2 Ck bounds for the metric

We will use the notation Gk for the summation of norms squared of all combinations of ∇̂m∇̂`

acting on g such that m+ ` = k. For example,

G2 = |∇̂∇̂g|2 + |∇̂∇̂g|2 + |∇̂∇̂g|2. (5.133)

We introduce the tensor

Θk
ij = −gk ¯̀∇̂ig¯̀j , (5.134)

which is the difference of the background connection and the evolving connection: Θ = Γ0−Γ. We

will use the notation Sk for the summation of norms squared of all combinations of ∇m∇` acting

on Θ such that m+ ` = k. For example,

S2 = |∇∇Θ|2 + |∇∇Θ|2 + |∇∇Θ|2. (5.135)

Our evolution equation is

∂tgp̄q =
1

2‖Ω‖ω
Ψp̄q, (5.136)

where Ψp̄q = −R̃p̄q + gαβ̄gsr̄Tβ̄sqT̄αr̄p̄.

Proposition 11. Suppose all covariant derivatives of curvature and torsion of g(t) with respect

to the evolving connection ∇ are bounded on [0, T ). Then all covariant derivatives of
Φp̄q

2‖Ω‖ω with

respect to the evolving connection ∇ are bounded on [0, T ).
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Proof: Compute

∇m∇`
(

Ψp̄q

2‖Ω‖ω

)
=

1

2

∑
i≤m

∑
j≤`
∇i∇j

(
1

‖Ω‖ω

)
∇m−i∇`−jΨp̄q. (5.137)

We have

∇i∇j
(

1

‖Ω‖ω

)
= −∇i∇j−1

(
T

‖Ω‖ω

)
=

1

‖Ω‖ω

∑
∇i1∇i2T i3 ∗ ∇i4∇i5T i6 ∗ T i7 ∗ T i8 . (5.138)

Since Ψ is written in terms of curvature and torsion, and ‖Ω‖ω has a lower bound, the proposition

follows. Q.E.D.

Proposition 12. Suppose all covariant derivatives of curvature and torsion of g(t) with respect

to the evolving connection ∇ are bounded on [0, T ). If Gi ≤ C and Si−1 ≤ C for all non-negative

integers i ≤ k, then Gk+1 ≤ C and Sk ≤ C on [0, T ).

Proof: By the previous proposition, all covariant derivatives of
Ψp̄q

2‖Ω‖ω with respect to the evolving

connection ∇ are bounded on [0, T ). Let m+ ` = k + 1, and compute

∇̂m∇̂` Ψp̄q

2‖Ω‖ω
= (∇+ Θ)m(∇+ Θ)`

Ψp̄q

2‖Ω‖ω
= ∇m∇`−1

(
Θ

Ψp̄q

2‖Ω‖ω

)
+O(1)

= ∇m∇`−1
Θ · Ψp̄q

2‖Ω‖ω
+O(1), (5.139)

where O(1) represents terms which involve evolving covariant derivatives of
Ψp̄q

2‖Ω‖ω and up to (k−1)th

order evolving covariant derivatives of Θ, which are bounded by assumption. If ` = 0, the right-hand

side is replaced by ∇m−1Θ · Ψp̄q
2‖Ω‖ω . Next, we compute

∇m∇`−1
Θ
k̄
īj̄ = −g`k̄∇m∇`−1∇̂īgj̄`

= −g`k̄(∇̂ −Θ)m(∇̂ −Θ)`−1∇̂īgj̄`

= −g`k̄∇̂m∇̂`−1 ∇̂īgj̄` +O(1). (5.140)

It follows that ∣∣∣∣∇̂m∇̂` Ψp̄q

2‖Ω‖ω

∣∣∣∣ ≤ C (1 + |∇̂m∇̂` g|
)
. (5.141)

By differentiating the evolution equation and using the above estimate, we have

∂t|∇̂m∇̂`g|2ĝ ≤ C
(

1 + |∇̂m∇̂` g|2ĝ
)
, (5.142)

107



CHAPTER 5. ANOMALY FLOW

hence |∇̂m∇̂` g| has exponential growth. This proves Gk+1 ≤ C. Then Sk ≤ C now follows from

(5.140), since∇m∇`Θ = ∇m∇`Θ and we can exchange evolving covariant derivatives up to bounded

terms. Q.E.D.

We can now complete the proof of the long-time existence criteria (Theorem 17). By assumption,

for some constant A > 0 we have

sup
X×[0,T )

(|Rm|2ω + |DT 2|ω + |T |4ω) ≤ A. (5.143)

By applying Theorem 18, we obtain uniform control of all covariant derivatives of curvature and

torsion of g(t) with respect to the evolving connection ∇ on a small time interval leading up to the

final time T <∞, and therefore on all of [0, T ).

By the C1 bound on the metric, we have G1 ≤ C. We see that S0 = |Θ| ≤ C by definition of

Θ. Hence we can apply the previous proposition to deduce any estimate of the form

|∇̂m∇̂` g| ≤ C. (5.144)

By differentiating the evolution equation with respect to time, we obtain

∂it∇̂m∇̂`g = ∇̂m∇̂`∂it
(

Ψp̄q

2‖Ω‖ω

)
. (5.145)

Time derivatives of
Ψp̄q

2‖Ω‖ω can be expressed as time derivatives of connections, curvature and torsion,

which in previous sections have been written as covariant derivatives of curvature and torsion. It

follows that ∇̂m∇̂`∂it
(

Ψp̄q
2‖Ω‖ω

)
can be written in terms of evolving covariant derivatives of curvature

and torsion, and hence is bounded. Therefore∣∣∣∂it∇̂m∇̂` g∣∣∣ ≤ C. (5.146)

We may now smoothly pass to a limit g(T ) of a subsequence g(ti), and restart the flow. Q.E.D.
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Chapter 6

Anomaly Flow over Riemann Surfaces

6.1 Reduction to the base

In this chapter, which is contained in joint work with T. Fei and Z. Huang [28], we will study the

Anomaly flow on the fibration p : X → Σ over a Riemann surface described in Chapter 2, §2.3.3.

Recall that the fibers are T 4 equipped with the hyperkähler metrics ωI , ωJ , ωK , and there is a map

ϕ : Σ → P1 such that ϕ∗O(2) = KΣ. In stereographic coordinates, we denote ϕ = (α, β, γ). By

pulling back sections of O(2), we constructed a metric ω̂ on Σ and a nowhere vanishing holomorphic

(3, 0) form Ω on the threefold X.

We will use the Fei [29] ansatz

ωf = e2f ω̂ + efω′, ω′ = αωI + βωJ + γωK , (6.1)

where f ∈ C∞(Σ,R). It was computed in Chapter 2 equation (2.140) that, after renormalizing Ω

we have

‖Ω‖ωf = e−2f , ‖Ω‖ωf ω
2
f = 2volT 4 + 2ef ω̂ ∧ ω′, (6.2)

and ∫
X
‖Ω‖ωfω

3
f =

∫
X
e2f ω̂ ∧ (6volT 4). (6.3)

Furthermore, d(‖Ω‖ωf ω2
f ) = 0 for any arbitrary function f .

A priori, there is no obvious reason why the Anomaly flow should preserve the Fei ansatz (6.1).

In joint work with T. Fei and Z. Huang, we proved that this is indeed the case, and that the entire

system reduces to a single evolution equation for the scalar function f on the Riemann surface Σ.
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Proposition 13. (Fei-Huang-Picard [28]) The Anomaly flow preserves the Fei ansatz ωf = e2f ω̂+

efω′ and descends to the following evolution equation

∂te
f = ĝzz̄∂z∂z̄(e

f +
α′

2
κe−f )− κ(ef +

α′

2
κe−f ), (6.4)

where κ ∈ C∞(Σ,R) is a given function such that κ ≤ 0. In fact, κ is the Gauss curvature of the

metric ω̂.

To prove this, we introduce u ∈ C∞(Σ,R) to be defined by

u = ef +
α′

2
e−fκ. (6.5)

Solving for ef gives

ef =
1

2
(u+

√
u2 − 2α′κ) > 0.

In Chapter 3 equation (3.17) (which originally appeared in [29, 24, 26]), the following identity was

derived

i∂∂̄ωf −
α′

4
TrRm(ωf ) ∧Rm(ωf ) = (i∂∂̄u− κuω̂) ∧ ω′.

Therefore, the Anomaly flow

∂t(‖Ω‖ωω2) = i∂∂̄ω − α′

4
TrRm(ω) ∧Rm(ω), ω(0) = ωf (6.6)

reduces to

(∂te
f ω̂) ∧ ω′ = 1

2
(i∂∂̄u− κuω̂) ∧ ω′.

From here, we obtain equation (6.4) for a scalar ef on the base Σ, after rescaling ef (x, s) = ef (x, 2t)

to remove the factor of a half. The function u(t) will play an important role in the analysis of this

reduction of the Anomaly flow. Its evolution is given by

∂tu = (1− α′

2
κe−2f )ĝzz̄uz̄z − κ(1− α′

2
κe−2f )u. (6.7)

We will also use the notation

∂tu = azz̄uz̄z − (κazz̄ ĝz̄z)u, azz̄ = (1− α′

2
κe−2f )ĝzz̄. (6.8)

6.2 Basic properties of the reduced flow

For the remainder of this chapter, we fix a slope parameter α′ > 0.
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6.2.1 A criterion for extending the flow

Recall that we work on a Riemann surface (Σ, ω̂) equipped with a map ϕ : Σ → CP1, where the

curvature of the reference metric ω̂ is denoted κ and satisfies κ = −1
2‖∇ϕ‖

2
ω̂. In particular κ ≤ 0,

and κ = 0 at the branch points of ϕ. In this section, we will discuss some basic properties of the

evolution equation (6.4) with fixed α′ > 0. This equation is parabolic since it can be written as(
∂t − (1− α′

2
κe−2f )ĝzz̄∂z∂z̄

)
f = (1 +

α′

2
κe−2f )|∂f |2 − α′e−2fRe{ĝzz̄∂zκ∂z̄f}

−κ− α′

2
e−2f (κ2 − ĝzz̄κz̄z), (6.9)

hence we may assume a solution exists on [0, T ) for some T > 0, for any smooth initial data f(x, 0).

We also have the following long-time existence criterion.

Theorem 19. (Fei-Huang-Picard [28]) Suppose a solution to the evolution equation (6.4) exists

on a time interval [0, T ) with T < ∞. Then ef remains bounded on [0, T ). Furthermore, if

supΣ×[0,T ) e
−f <∞, then the solution can be extended to an interval [0, T + ε) for some ε > 0.

First, we are going to prove the second part of Theorem 19, which states that as long as e−f

stays bounded, the flow can be continued.

Indeed, if we look at the evolution equation of u = ef +
α′

2
e−fκ given in (6.8), we see that if

supΣ×[0,T ) e
−f <∞, there exists Λ > 0 such that

ĝzz̄ ≤ azz̄ ≤ Λĝzz̄ and 0 ≤ (−κazz̄ ĝz̄z) ≤ Λ.

Thus the evolution equation of u is uniformly parabolic on [0, T ). By applying the maximum

principle to eΛtu, we see that u(x, t) ≤ eΛtu(x, 0). Since e−f and u are both bounded above,

we conclude that ef is bounded, and so ‖u‖L∞(Σ×[0,T )) < ∞ and ‖f‖L∞(Σ×[0,T )) < ∞. By the

Krylov-Safonov estimate [72, 73], for some 0 < α < 1 we have

||u||Cα,α/2 <∞

which in turn implies that ef , azz̄ ∈ Cα,α/2. By the parabolic Schauder estimates [71], we get that

||u||C2+α,1+α/2 <∞.

A bootstrap argument gives higher order estimates. Hence we can find a subsequence ti → T such

that u(·, ti)→ uT and ef(·,ti) → efT for some function efT and uT . Since the convergence is at least
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in L∞, we know that uT = efT + α′

2 e
−fT κ still holds. Now we can continue the flow of u using the

initial data uT . To solve for ef from u, the only condition we need is u > 0 wherever κ = 0. This

condition is satisfied at t = T since efT ≥ δ > 0, and it is an open condition, so it must be also

satisfied for some small ε > 0. This proves that the flow can be extended past T .

To complete the proof of Theorem 19, we will show that ef cannot go to infinity in finite time.

Let Λ > |κ|+ α′

2
κ2, and consider e−Λtu. Then

(∂t − azz̄∂z∂z̄)e−Λtu = (−Λ− κ+
α′

2
κ2e−2f )e−Λtu.

Suppose e−Λtu attains its maximum on Σ × [0, T ] at (p, t0) with t0 > 0 and u(p, t0) > 0. If

ef(p,t0) ≤ 1, then since u ≤ ef we have

u(x, t) ≤ u(p, t0)eΛ(t−t0) ≤ eΛt.

for all (x, t) ∈ Σ × [0, T ]. On the other hand, suppose ef(p,t0) ≥ 1. Then at (p, t0), we have the

inequality

(∂t − azz̄∂z∂z̄)e−Λtu ≤ (−Λ− κ+
α′

2
κ2)e−Λtu < 0,

which is a contradiction to the maximum principle. It follows that

e−Λtu ≤ 1 + ‖u(x, 0)‖L∞(Σ).

Hence u is bounded above on finite time intervals, and since u ≤ C implies ef ≤ C +
α′

2
|κ|e−f , we

see that ef must also be bounded on finite time intervals.

6.2.2 Monotonicity of energy

We first note that we will often omit the background volume form ω̂ when integrating scalars.

Define the energy of u to be

I(u) =
1

2

∫
Σ
|∂u|2 +

1

2

∫
Σ
κu2.

Along the flow (6.7), the energy I(u) is monotone non-increasing. Indeed, differentiating I(u) with

respect to t, we have

d

dt
I(u) =

∫
Σ
−u̇ĝzz̄uz̄z +

∫
Σ
κu̇u

= −
∫

Σ
(1− α′

2
κe−2f )(ĝzz̄uz̄z − κu)2 ≤ 0

Hence, along the flow, the energy I(u) is monotone non-increasing.
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6.2.3 Conservation laws

Let ϕ be any function in the kernel of L(w) = −ĝzz̄wz̄z +κw. We will show that the integral
∫

Σ e
fϕ

is constant along the flow. In particular,
∫

Σ e
fα,

∫
Σ e

fβ,
∫

Σ e
fγ are preserved along the flow.

Indeed, taking the derivative of
∫

Σ e
fϕ with respect to t, we have

d

dt

∫
Σ
efϕ =

∫
Σ

(∂te
f )ϕ

=

∫
Σ

(ĝzz̄uz̄z − κu)ϕ

=

∫
Σ

(ĝzz̄ϕz̄z − κϕ)u.

This vanishes because ϕ is in the kernel of the operator L(w) = −ĝzz̄wz̄z+κw. As previously noted

(3.15), α, β, γ are all in the kernel.

For later use, let us denote the vector

(

∫
Σ
efα,

∫
Σ
efβ,

∫
Σ
efγ) ∈ R3

by V , which is a constant vector along the flow. Therefore we have∫
Σ
ef ≥

∫
Σ
ef (α, β, γ) · V

|V |
= |V |, (6.10)

as long as the flow exists. As a consequence, if we start the flow with initial data such that |V | > 0,

then automatically we have a lower bound of
∫
ef .

The conservation laws presented here arise from the fact that the Anomaly flow preserves

the conformally balanced cohomology class [‖Ω‖ω ω2] ∈ H4(X;R). In the case of generalized

Calabi-Gray manifolds with our ansatz, the de Rham conformally balanced cohomology class is

parameterized exactly by the vector V , as can be seen by the expression (6.2).

6.2.4 Finite time blow up

Proposition 14. (Fei-Huang-Picard [28]) If the L1 norm of ef(·,0) is initially sufficiently small

such that

sup
Σ

(−κ) ·
(∫

Σ
ef(·,0)

)2

< 8α′π2(g − 1)2,

where g is the genus of Σ, then the flow will develop a finite time singularity.
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Proof. By the Gauss-Bonnet Theorem, we have

−
∫

Σ
κ = 4π(g − 1).

Integrating equation (6.4) gives

d

dt

(∫
Σ
ef
)

=

∫
Σ

(−κ)ef − α′

2

∫
Σ

κ2

ef
. (6.11)

By the Cauchy-Schwarz inequality,∫
Σ

κ2

ef
·
∫

Σ
ef ≥

(∫
Σ
−κ
)2

= 16π2(g − 1)2.

If we denote by A(t) the total integral of ef at time t, i.e.,

A(t) =

∫
Σ
ef(·,t),

and let K = supX(−κ) > 0, then

d

dt
A ≤ KA− 8α′π2(g − 1)2

A
.

Equivalently, we have
d

dt
A2 ≤ 2KA2 − 16α′π2(g − 1)2.

From this inequality we see that if A(0) is sufficiently small such that

KA(0)2 < 8α′π2(g − 1)2,

then A(t) is decreasing in t, hence we have the bound∫
Σ
ef(·,t) ≤

∫
Σ
ef(·,0).

In fact we have the estimate

KA(t)2 ≤ 8α′π2(g − 1)2 − e2Kt
(
8α′π2(g − 1)2 −KA(0)2

)
(6.12)

and the Anomaly flow develops singularity at a finite time.

The above calculation allows us to give an estimate of the maximal existence time T . Let

E = 8α′π2(g − 1)2 −KA(0)2 > 0.
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Combining (6.12) with (6.10), we get

K|V |2 < 8α′π2(g − 1)2 − e2KTE,

hence we get the estimate

T <
1

2K

(
log(8α′π2(g − 1)2 −K|V |2)− logE

)
.

Though we may think of the Anomaly flow as a generalization of the Kähler-Ricci flow on non-

Kähler Calabi-Yau’s with correction terms, there is a fundamental difference. In the Kähler-Ricci

flow, it is well-known that [63, 15, 113, 114, 104] that the maximal existence time depends only on

the initial Kähler class. However for Anomaly flow, our examples shows that even if we fix the de

Rham conformally balanced class, the behavior of the flow is sensitive to the initial representative

of the cohomology class.

To be precise, choose ef1 small as the first initial data such that the Anomaly flow blows up at

finite time as a consequence of Proposition 14. Let ef2 = ef1 +Mq1 be the second set of initial data,

where q1 is the first eigenfunction of the operator −∆ω̂ + 2κ and M is a large positive constant

such that e2f2 > −α′κ/2, or equivalently, the corresponding u is positive. By Theorem 20, to be

shown below, we have long-time existence of the flow using this initial condition. Notice that the

de Rham conformal balanced cohomology class [‖Ω‖ωf ω2
f ] ∈ H4(X;R) is parameterized by three

integrals (∫
Σ
efα,

∫
Σ
efβ,

∫
Σ
efγ

)
.

Our construction implies(∫
Σ
ef1α,

∫
Σ
ef1β,

∫
Σ
ef1γ

)
=

(∫
Σ
ef2α,

∫
Σ
ef2β,

∫
Σ
ef2γ

)
,

as q1 and {α, β, γ} are eigenfunctions of the same self-adjoint operator −∆ω̂ + 2κ with distinct

eigenvalues. Therefore we can construct two sets of initial data with same de Rham cohomology

class such that the first develops a finite time singularity and the second has long-time existence.

6.3 Large initial data

There is a class of initial data where the flow (6.4) on a vanishing spinorial pair (Σ, ϕ) exists for

all time. Since −κ ≥ 0, an application of the maximum principle to (6.8) shows that the condition
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u ≥ 0 is preserved along the flow. In terms of f , this means

e2f ≥ α′

2
(−κ). (6.13)

Solutions in this region will be said to have large initial data, and in this section we will analyse

these solutions. We recall the convention that norms and integrals are taken with respect to the

background metric ω̂. In this chapter, we will use the convention for the real Laplacian 2i∂∂̄v =

∆ω̂v ω̂.

Theorem 20. (Fei-Huang-Picard [28]) Suppose u(x, 0) ≥ 0, or equivalently (6.13), and start the

Anomaly flow (6.4) with α′ > 0. Then the flow exists for all time, and as t→∞,

ef(∫
Σ e

2f
)1/2 → q1

smoothly, where q1 is the first eigenfunction of the operator −∆ω̂ + 2κ with normalization q1 > 0

and ‖q1‖L2(Σ,ω̂) = 1.

We note that if u(x, 0) ≥ 0 at the initial time, then by the strong maximum principle, for t > 0

we have u(x, t) > 0. Indeed, let B � 1 be such that 2(−κ)−B ≤ 0. Let uB = e−Btu. Then using

the evolution of u (6.7) we obtain the evolution of uB:

∂tuB − azz̄∂z∂z̄uB −
(
−B + (−κ)(1− α′

2
κe−2f )

)
uB = 0.

By (6.13) and choice of B, we have(
−B + (−κ)(1− α′

2
κe−2f )

)
≤ 0.

Therefore we may apply the strong maximum principle [80] to conclude either uB > 0 for all t > 0

or uB ≡ 0. But u cannot be identically zero by its definition, since at a branch point p of ϕ we

have κ(p) = 0 and u(p) = ef (p). This implies u > 0 for all t > 0.

Therefore, after only considering times greater than a fixed small time t0 > 0, we may assume

that u > 2δ along the flow, which means in terms of f that

ef >

√
α′

2
(−κ) + δ. (6.14)

for some δ > 0. This provides a uniform upper bound for e−f , and we can apply the long-time

existence criterion (Theorem 19) to conclude that the flow exists for all time t ∈ [0,∞).
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Though we now have a solution for all time t ∈ [0,∞), we will obtain more refined estimates to

understand its behavior at infinity. In the following sections, we use the standard convention that

constants C depending on known quantities may change line by line.

6.3.1 Integral growth

Let q1 be the first eigenfunction of the operator −∆ω̂ + 2κ with eigenvalue λ1. It is well-known

that q1 > 0 and λ1 < 0. For more refined estimates on λ1, see [27]. To avoid sign confusion, we let

0 < η = −λ1
2 . Our first estimate concerns the exponential growth of the integral

∫
Σ e

f .

Proposition 15. Let δ > 0, and start the flow with u(x, 0) > 2δ. Then there exists a constant

C > 1 depending on (Σ, ϕ), α′ and δ such that

C−1eηt ≤
∫

Σ
ef ≤ Ceηt. (6.15)

Proof. We first compute the evolution of the inner product of ef with q1.

d

dt

∫
Σ

(efq1) ω̂ =

∫
Σ
q1 i∂∂̄(ef +

α′

2
κe−f )−

∫
Σ
q1κ(ef +

α′

2
κe−f )ω̂

=

∫
Σ

(ef +
α′

2
κe−f )(i∂∂̄q1 − κq1ω̂)

= η

∫
Σ
q1(ef +

α′

2
κe−f )ω̂. (6.16)

We will often omit the volume form ω̂ when integrating. Since q1 ≥ 0 and κ ≤ 0, we have

d

dt

∫
Σ
efq1 ≤ η

∫
Σ
efq1.

Therefore ∫
Σ
efq1 ≤ Ceηt.

On the other hand, by (6.13) we have

d

dt

∫
Σ
efq1 ≥ η

∫
Σ
q1e

f − η
∫

Σ
q1

√
α′|κ|

2
.

It follows that
d

dt

(
e−ηt

∫
Σ
efq1 − e−ηt

∫
Σ
q1

√
α′|κ|

2

)
≥ 0,
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and integrating this differential inequality gives∫
Σ
efq1 ≥

(∫
Σ
ef (0)q1 −

∫
Σ
q1

√
α′|κ|

2

)
eηt +

∫
Σ
q1

√
α′|κ|

2
.

Using (6.14), we have ∫
Σ
efq1 ≥ δ

(∫
Σ
q1

)
eηt +

∫
Σ
q1

√
α′|κ|

2
.

Combining both bounds on
∫
efq1 gives

C−1eηt ≤
∫

Σ
efq1 ≤ Ceηt.

Since q1 > 0 on Σ, we obtain the desired estimate.

6.3.2 Estimates

In this section, we obtain more precise estimates for u as t→∞.

Proposition 16. Suppose u > 2δ at t = 0. There exists T > 0 and C > 1 depending on (Σ, ϕ), α′

and δ with the following property. For all t1, t2 ≥ T such that |t1 − t2| ≤ 1, then

C−1

∫
Σ
u(t2) ≤

∫
Σ
u(t1) ≤ C

∫
Σ
u(t2).

Proof. Since u = ef + α′

2 e
−fκ, by the growth of

∫
Σ e

f (6.15) and the upper bound of e−f (6.14),

we have

C−1eηt − C ≤
∫

Σ
u ≤ Ceηt,

for all t ∈ [0,∞). It follows that there exists T > 0 such that for all t ≥ T , then

C−1

2
eηt ≤

∫
Σ
u ≤ Ceηt. (6.17)

The desired estimate follows.

Proposition 17. Start the flow with u(x, 0) > 2δ. Then there exists T > 0 and C > 1 depending

on (Σ, ϕ), α′ and δ such that

C−1

(∫
Σ
u2

)1/2

≤ u(x, t) ≤ C
(∫

Σ
u2

)1/2

,

for all t ≥ T .

118



CHAPTER 6. ANOMALY FLOW OVER RIEMANN SURFACES

Proof. Fix t0 ∈ (T,∞), where T is as in Proposition 16. For the following arguments, we will

assume that T � 1. Let n be a real number such that t0 ∈ [n+ 1
2 , n+ 1]. As before, we have

(∂t − azz̄∂z∂z̄) e−B(t−t0)u ≤ 0,

for B ≥ 2 supΣ |κ| and ĝzz̄ ≤ azz̄ ≤ Λĝzz̄. By the local maximum principle [75, Theorem 7.36], for

every p > 0 there exists a uniform C > 0 such that in a local coordinate ball B1 there holds

sup
B1/2×[n+ 1

2
,n+1]

e−B(t−t0)u ≤ C
(∫ n+1

n

∫
B1

(e−B(t−t0)u)p
)1/p

. (6.18)

Let us take p = 1, and center this coordinate chart around a point p ∈ Σ where u(x, t0) attains its

maximum. Since
∫

Σ u is comparable at all nearby times by Proposition 16,

sup
Σ
u(t0) ≤ C

∫
Σ
u(t0).

It follows that for all t > T , then

C−1‖u‖L1(Σ)(t) ≤ ‖u‖L2(Σ)(t) ≤ C‖u‖L1(Σ)(t).

Hence by Proposition 16, ‖u‖L2(Σ) is also comparable at all nearby times. Stated explicitly, for

t1, t2 ≥ T and |t2 − t1| ≤ 1, then

C−1‖u‖L2(Σ)(t2) ≤ ‖u‖L2(Σ)(t1) ≤ C‖u‖L2(Σ)(t2). (6.19)

Next, choosing t0 ∈ (T,∞) and t0 ∈ [n, n+ 1], we observe

(∂t − azz̄∂z∂z̄) eB(t−t0)u ≥ 0.

Cover Σ with finitely many local coordinate balls Ui. By the weak Harnack inequality [75, Theorem

7.37], for some p > 0 there holds

inf
Ui×[n,n+1]

eB(t−t0)u ≥ C−1

(∫ n−1

n−2

∫
Ui

(eB(t−t0)u)p
)1/p

.

Suppose the infimum of eB(t−t0)u on Σ× [n, n+ 1] is attained in U1. Let U2 be another chart such
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that U1 ∩ U2 6= ∅. Then(∫ n−3

n−4

∫
U2

(eB(t−t0)u)p
)1/p

≤ C inf
U2×[n−2,n−1]

eB(t−t0)u

≤ C inf
U2∩U1×[n−2,n−1]

eB(t−t0)u

≤ C

(∫ n−1

n−2

∫
U1

(eB(t−t0)u)p
)1/p

≤ C inf
Σ×[n,n+1]

eB(t−t0)u.

There exists a uniform m0 > 0 depending on the covering Σ ⊆
⋃
Ui such that after applying this

argument m0 times, we can deduce

inf
Σ×[n,n+1]

eB(t−t0)u ≥ C−1

(∫ n−m0

n−(m0+1)

∫
Σ

(eB(t−t0)u)p
)1/p

.

We can assume that k0 = n−m0 > 1 since T � 1. By (6.18), we obtain(∫ k0

k0−1

∫
Σ

(eB(t−t0)u)p
)1/p

≥ C−1 sup
Σ×[k0−1/2,k0]

u ≥ C−1

(∫ k0

k0−1/2

∫
Σ
u2

)1/2

.

Combining these estimates

inf
Σ
u(t0) ≥ inf

Σ×[n,n+1]
u ≥ C−1

(∫ n−m0

n−m0−1/2

∫
Σ
u2

)1/2

.

By (6.19), we see that
∫

Σ u
2 is comparable at all times in a bounded interval, hence

inf
Σ
u(t0) ≥ C−1‖u‖L2(Σ)(t0).

We now introduce the normalized function

v(x, t) =
u(x, t)

‖u‖L2(Σ)(t)
. (6.20)

We have established that for t ≥ T ,

C−1 ≤ v(x, t) ≤ C.

We now obtain uniform higher order estimates for v.

120



CHAPTER 6. ANOMALY FLOW OVER RIEMANN SURFACES

Proposition 18. Suppose u > 2δ at t = 0. There exists T > 0 depending on (Σ, ϕ), α′ and δ with

the following property. For each k, there exists Ck > 0 depending on (Σ, ϕ), α′ and δ such that the

normalized function v = u/‖u‖L2(Σ) can be estimated by

‖v‖Ck(Σ)(t) ≤ Ck,

for any t ∈ (T,∞).

Proof. Let T be as in the proof of Proposition 17. We fix t0 ∈ (T,∞), t0 ∈ [n, n+ 1] as before and

consider

w =
u(x, t)

‖u‖L2(Σ)(t0)
.

By (6.19), we have the estimate

C−1 ≤ w(x, t) ≤ C

for t ∈ [n, n+ 1] and w satisfies

∂tw − azz̄wz̄z + (κazz̄ ĝz̄z)w = 0, ĝzz̄ ≤ azz̄ ≤ Λĝzz̄, 0 ≤ (−κazz̄ ĝz̄z) ≤ Λ.

By the Krylov-Safonov theorem [72, 73], there exists δ > 0 such that

‖w‖Cδ,δ/2(Σ×[n,n+1]) ≤ C.

The Hölder norm of ef = 1
2(u+

√
u2 − 2α′κ) on Σ× [n, n+ 1] can now be estimated by a constant

times ‖u‖L2(Σ)(t0). For x, y in the same coordinate chart and t, s ∈ [n, n+ 1], we have

|e−f(x,t)−e−f(y,s)| ≤
C‖u‖L2(Σ)(t0)(|x− y|+ |t− s|1/2)δ

ef(x,t)ef(y,s)
≤ 2C

1

ef(x,t)

‖u‖L2(Σ)(t0)

u(y, s)
(|x−y|+|t−s|1/2)δ.

Thus we have ‖e−f‖Cδ,δ/2(Σ×[n,n+1]) ≤ C. This implies a Hölder estimate for azz̄, and we may apply

Schauder estimates [71] to bound w uniformly in C2+δ,1+δ/2(Σ× [n, n+ 1]). Higher order estimates

follow by a bootstrap argument.

We have obtained estimates on spacial derivatives of u on the time interval [n, n+ 1] in terms

of ‖u‖L2(Σ)(t0). By (6.19), it follows that ‖v‖Ck(Σ)(t) ≤ Ck uniformly.

Our last estimate concerns the function f , and is a consequence of our work so far.
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Proposition 19. Suppose u > 2δ at t = 0. There exists T > 0 depending on (Σ, ϕ), α′ and δ with

the following property. For each integer k, there exists Ck > 0 depending on (Σ, ϕ), α′ and δ such

that on (T,∞),

e−f ≤ C0e
−ηt, ‖∇kf‖L∞(Σ×(T,∞)) ≤ Ck for k ≥ 1. (6.21)

Proof. Since u ≤ ef , by Proposition 17 we know

e−f ≤ C

‖u‖L2(Σ)
≤ C∫

Σ u
.

By (6.17), for all t ≥ T , we have e−f ≤ Ce−ηt. Next, by the definition of u in terms of f , we note

the identity

u∂zf = ∂zu−
α′

2
e−f∂zκ.

Combining Proposition 17 and Proposition 18, we have a uniform bound for
∂zu

u
, and a lower

bound for u. It follows that ∂zf is uniformly bounded. Further differentiating the identity above

gives higher order estimates of f .

6.3.3 Convergence

With the estimates obtained in the previous section, we can now show convergence of a normaliza-

tion of ef along the flow, for initial data satisfying u(x, 0) > 2δ.

From the definition of v (6.20) and the evolution of u (6.7), we have the following evolution

equation

∂tv = (1− α′

2
κe−2f )ĝzz̄vz̄z − κ(1− α′

2
κe−2f )v

−v
∫

Σ
v

(
1− α′

2
κe−2f

)
(ĝzz̄vz̄z − κv). (6.22)

We will look at the energy of v along the flow.

I(v) =
1

2

∫
Σ
|∂v|2 +

1

2

∫
Σ
κv2.

Differentiating gives

d

dt
I(v) = −

∫
Σ
v̇ĝzz̄vz̄z +

∫
Σ
κvv̇

= −
∫

Σ
v̇

(
v̇ +

α′

2
κe−2f ĝzz̄vz̄z + κ(1− α′

2
κe−2f )v

)
−
∫

Σ
v̇v

∫
Σ
v

(
1− α′

2
κe−2f

)
(ĝzz̄vz̄z − κv) +

∫
Σ
κvv̇.
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From differentiating
∫

Σ v
2 = 1, we see that

∫
Σ vv̇ = 0. Therefore

d

dt
I(v) = −

∫
Σ
v̇2 − α′

2

∫
Σ

(κe−2f )(ĝzz̄vz̄z − κv) v̇.

By Proposition 18, we have ‖v‖C2(Σ)(t) ≤ C along the flow. By (6.22), we see that v̇ is also

uniformly bounded along the flow. By (6.21), it follows that there exists T > 0 such that for all

t ≥ T then
d

dt
I(v) ≤ −

∫
Σ
v̇2 + C sup

Σ
e−2f ≤ −

∫
Σ
v̇2 + Ce−ηt. (6.23)

We claim that as t→∞, we have that
∫

Σ v̇
2 → 0. Suppose this is not the case. Then there exists

a sequence tn →∞ such that
∫

Σ v̇
2(tn) ≥ ε > 0. By our estimates,∣∣∣∣ ddt

∫
Σ
v̇2

∣∣∣∣ ≤ C,
therefore there exists δ > 0 such that

∫
Σ v̇

2 ≥ ε/2 on [tn − δ, tn + δ]. Using (6.23), we obtain

I(v)(s)− I(v)(T ) =

∫ s

T

d

dt
I(v)dt ≤ −

∫ s

T

∫
Σ
v̇2 + C

∫ s

T
e−ηtdt,

and we see that I(v)(s) is not bounded below as s→∞, which is a contradiction.

We can now show that v converges smoothly to q1, the first eigenfunction of the operator

−∆ω̂ + 2κ. Indeed, suppose this does not hold. Then there exists a sequence of ti →∞ such that

after passing to a subsequence we have v → v∞ smoothly and v∞ 6= q1. Applying Proposition 18 to

the expression for v̇ (6.22), we may use the Arzela-Ascoli theorem and assume that v̇(ti) converges

uniformly to some function. Since
∫

Σ v̇
2 → 0, we conclude that v̇(ti) → 0. Letting ti → ∞ in the

evolution equation of v (6.22), we see that

ĝzz̄(v∞)z̄z − κv∞ = η v∞, η = −
∫

Σ κv∞∫
Σ v∞

,

with

v∞ > 0, ‖v∞‖L2(Σ) = 1.

This identifies v∞ as q1, a contradiction.

To complete the proof of Theorem 20, we remark

‖u‖L2(Σ)

‖ef‖L2(Σ)
→ 1

and
ef

‖ef‖L2(Σ)
= v ·

‖u‖L2(Σ)

‖ef‖L2(Σ)
− α′

2

e−f

‖ef‖L2(Σ)
κ→ v∞.
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6.3.4 Collapsing of the hyperkähler fibers

In the previous section, we gave the proof of Theorem 20. We would like to interpret this theorem

geometrically.

Theorem 21. (Fei-Huang-Picard [28]) Start the Anomaly flow with α′ > 0 on a generalized Calabi-

Gray manifold p : X → Σ with initial metric ωf = e2f ω̂ + efω′ satisfying |α′Rm(ωf )| � 1. Then

the flow exists for all time and as t→∞,

ωf
1
3!

∫
X ‖Ω‖ωf ω

3
f

→ p∗ωΣ,

smoothly, where ωΣ = q2
1 ω̂ is a smooth metric on Σ associated to the vanishing spinorial pair

(Σ, ϕ). Here q1 > 0 is the first eigenfunction of the operator −∆ω̂ − ‖∇ϕ‖2ω̂. Furthermore,(
X,

ωf
1
3!

∫
X ‖Ω‖ωf ω

3
f

)
converges to (Σ, ωΣ) in the Gromov-Hausdorff topology.

On the threefold X, we are studying the evolution of the metric ωf = e2f ω̂ + efω′ under the

Anomaly flow. By (6.3), if we assume
∫
T 4 dvolT 4 = 1, then

ωf
1
3!

∫
X ‖Ω‖ωf ω

3
f

=

(
ef

‖ef‖L2(Σ)

)2

ω̂ +

(
ef

‖ef‖L2(Σ)

)
1

‖ef‖L2(Σ)
ω′.

We see that if u(x, 0) ≥ 0, then as t → ∞ the hyperkähler fibers are collapsing and the rescaled

metrics converge to the following metric on the base

ωf
1
3!

∫
X ‖Ω‖ωf ω

3
f

→ q2
1 ω̂.

From here, it can be established that (X,
ωf

1
3!

∫
X ‖Ω‖ωf ω

3
f

) converges to (Σ, q2
1 ω̂) in the Gromov-

Hausdorff sense; this statement can be found in ([106, Theorem 5.23]).

The Anomaly flow has produced a limiting metric ωΣ = q2
1 ω̂ which can be associated to a

vanishing spinorial pair (Σ, ϕ). Its curvature is given by

−i∂∂̄ logωΣ = −(2ηq−2
1 )ωΣ + ϕ∗ωFS + 2iq−2

1 ∂q1 ∧ ∂̄q1.

In section [28], we showed that ϕ∗ωFS = ωWP . To complete the proof of Theorem 21, it remains

to relate the initial condition u ≥ 0 with |α′Rm(ωf )| � 1.
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6.3.5 Small curvature condition

It was shown in [89] that the Anomaly flow exists for a short-time if |α′Rm(ω0)| is small initially.

In this subsection, we show that under the reduction of the Anomaly to the Riemann surface, our

long-time existence result (Theorem 20) can be interpreted as the condition

|α′Rm(ωf )| � 1

being preserved under the flow (6.4).

The first step is to compute |Rm(ωf )| in terms of f . Based on the complicated calculation in

[26, 24], one can compute directly that

|Rm(ωf )| ∼ e−2f + e−2f |∂f |+ e−2f |∆ω̂f |.

It follows that if |α′Rm(ωf )| � 1 initially, then

u = ef
(

1 +
α′e−2f

2
κ

)
≥ 0

initially, hence we have long-time existence. Moreover by Proposition 19, we deduce that the

condition |α′Rm(ωf )| � 1 is ultimately preserved under the flow and in fact this quantity decays

exponentially. Hence we have proved Theorem 21.

In [84], it is shown that the Anomaly flow with α′ = 0 exists as long as |Rm|2 + |DT |2 + |T |4

remains bounded. Here T is the torsion tensor associated to the Chern connection. For our reduced

flow (6.4) on Riemann surfaces with α′ > 0, a similar calculation indicates that

|Rm|2 + |DT |2 + |T |4 ∼ e−4f + e−4f |∂f |4 + e−4f |∇2f |2.

If this quantity is bounded, then in particular e−f remains bounded, and by Theorem 19 the flow

can be extended. This observation suggests the possibility of generalizing the long-time existence

criterion in [84] to the case when α′ > 0.
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Chapter 7

Anomaly Flow with Fu-Yau Ansatz

7.1 Reduction to the base

In this chapter, which is contained in joint work with D.H. Phong and X.-W. Zhang [83], we study

the Anomaly flow on a Goldstein-Prokushkin fibration with the Fu-Yau ansatz. We recall that the

Goldstein-Prokushkin fibration is a T 2 fibration over a Calabi-Yau surface, and the construction

was discussed in §2.3.4 of Chapter 2.

Restricted to a Goldstein-Prokushkin fibration, we will see that the Anomaly flow becomes

equivalent to the following flow for a metric ω = igk̄jdz
j ∧dz̄k on a Calabi-Yau surface X, equipped

with a nowhere vanishing holomorphic (2, 0)-form Ω,

∂tω = − 1

2‖Ω‖ω

(
R

2
− |T |2 − α′

4
σ2(iRicω) + 2α′

i∂∂̄(‖Ω‖ωρ)

ω2
− 2

µ

ω2

)
ω (7.1)

where µ is a given (2, 2) form, ρ is a given (1, 1) form, and σ2(Φ) = Φ ∧ Φω−2 is the usual

determinant of a real (1, 1)-form Φ, relative to the metric ω. The expression |T |2 is the norm of

the torsion of ω defined in (7.17) below.

Since the flow is conformal, it can be rewritten as a flow of the conformal factor ω = euω̂,

∂tu =
1

2

(
∆ω̂u+ α′e−uσ̂2(i∂∂̄u)− 2α′e−u

i∂∂̄(e−uρ)

ω̂2
+ |Du|2ω̂ + e−uµ̃

)
(7.2)

where µ̃ = 2µ ω̂−2 is a time-independent scalar function, and both the Laplacian ∆ω̂ and the

determinant σ̂2 are written with respect to the fixed metric ω̂.
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We now go through the derivation of this equation. Consider a Goldstein-Prokushkin fibration

π : Y → X, where (X, ω̂,Ω) is a Kähler Calabi-Yau surface with Kähler Ricci-flat metric ω̂. As

discussed in §2.3.4 of Chapter 2, there exists a connection (1, 0) form θ on Y such that

ΩY = Ω ∧ θ (7.3)

is a nowhere vanishing holomorphic (3, 0) form. For any smooth function u on Y , we introduce the

following metrics ωu and χu on the manifolds X and Y respectively,

ωu = euω̂, χu = π∗(euω̂) + iθ ∧ θ̄. (7.4)

By Proposition 7, we have that χu is a conformally balanced Hermitian metric for any scalar

function u. Furthermore,

‖Ω‖ωu = e−u. (7.5)

Let (EX , HX) → (X, ω̂) be a stable holomorphic vector bundle, which we can equip by the

Donaldson-Uhlenbeck-Yau theorem [22, 117] with Hermitian-Yang-Mills metric HX . Let E =

π∗(EX) → Y be the pull-back bundle over Y , and let H = π∗(HX). As shown previously (3.20),

H is Hermitian-Yang-Mills with respect to χu for any scalar function u.

The computation of Fu and Yau [43] for their reduction of the anomaly equation, which was

previously discussed in §3.3, gives

i∂∂̄χu −
α′

4
Tr(Rm(χu) ∧Rm(χu)− F (H) ∧ F (H))

= i∂∂̄(ωu − α′‖Ω‖ωuρ)− α′

2
∂∂̄u ∧ ∂∂̄u+ µ (7.6)

with ρ ∈ Ω1,1(X,R) depending on ω̂, θ, and µ the (2, 2)-form defined by

µ = −∂̄θ ∧ ∂θ̄ − α′

4
Tr(Rm(ω̂) ∧Rm(ω̂)) +

α′

4
Tr(F (HX) ∧ F (HX)). (7.7)

The computation (2.186) done previously gives

∂t(‖ΩY ‖χuχ2
u) = ∂t(‖Ω‖ωuω2

u). (7.8)

Thus the Anomaly flow for Goldstein-Prokushkin fibrations is equivalent to the flow for metrics on

X given by

∂t(‖Ω‖ωuω2
u) = i∂∂̄(ωu − α′‖Ω‖ωuρ)− α′

2
∂∂̄u ∧ ∂∂̄u+ µ. (7.9)
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From now on, in this chapter we will suppress the subindex u in ωu. We note that

Ricω = −2∂∂̄u, (7.10)

and so the Anomaly flow becomes

∂t(‖Ω‖ωω2) = i∂∂̄(ω − α′‖Ω‖ωρ)− α′

8
Ricω ∧ Ricω + µ. (7.11)

Next,

∂t(‖Ω‖ωω2) = ∂te
uω̂2 = −‖Ω‖ω(∂t log ‖Ω‖ω)ω2. (7.12)

As in Chapter 2, we define the torsion T (ω) = 1
2Tk̄pq dz

q ∧ dzp ∧ dz̄k of the Hermitian metric ω by

T = i∂ω, T̄ = −i∂̄ω, (7.13)

and we also introduce the (1, 0)-form Tm and the (0, 1)-form T̄m̄ by

Tm = gjk̄Tk̄jm = −∂mu, T̄m̄ = gj̄kT̄kj̄m̄ = −∂m̄u. (7.14)

We note

Tq(ω) = ∂q log ‖Ω‖ω, T̄q̄(ω) = ∂q̄ log ‖Ω‖ω (7.15)

and

Rk̄j(ω) = 2∇k̄Tj(ω) = 2∇j T̄k̄(ω). (7.16)

We will use the notation

|T |2 = gm
¯̀
TmT̄¯̀ (7.17)

rather than |i∂ω|2, which can be verified to be equal to 2|T |2. Using (7.10) and (7.14), we may

compute

i∂∂̄ω =
1

2
(−R+ 2|T |2)

ω2

2
. (7.18)

Substituting this equation and (7.12) in the flow (7.11), we obtain

∂t log ‖Ω‖ω =
1

‖Ω‖ω

(
R

2
− |T |2 + 2α′

i∂∂̄(‖Ω‖ωρ)

ω2
− α′

4
σ2(iRicω)− ‖Ω‖2ω µ̃

)
, (7.19)
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where we have introduced the time-independent, scalar function µ̃ by µ = µ̃ ω̂
2

2 , and the σ2 operator

with respect to the evolving metric

2σ2(iRicω)
ω2

2
= iRicω ∧ iRicω. (7.20)

Since the metric ω = euω̂ is entirely determined by the conformal factor eu, this flow for the volume

form is equivalent to the flow of metrics (7.1). The flow in terms of the conformal factor u is easily

worked out to be given by the equation (7.2). The main theorem in this chapter is joint work with

D.H. Phong and X.-W. Zhang.

Theorem 22. (Phong-Picard-Zhang [83]) Let (X, ω̂) be a Calabi-Yau surface, equipped with a

Ricci-flat metric ω̂ and a nowhere vanishing holomorphic (2, 0)-form Ω normalized by ‖Ω‖ω̂ = 1.

Let α′ be a non-zero real number, and let ρ and µ be smooth real (1, 1) and (2, 2)-forms respectively,

with µ satisfying the integrability condition∫
X
µ = 0. (7.21)

Consider the flow (7.1), with an initial metric given by ω(0) = M ω̂, where M is a constant. Then

there exists M0 large enough so that, for all M ≥ M0, the flow (7.1) exists for all time, and

converges exponentially fast to a metric ω∞ satisfying the Fu-Yau equation

i∂∂̄(ω∞ − α′‖Ω‖ω∞ ρ)− α′

8
Ricω∞ ∧ Ricω∞ + µ = 0, (7.22)

and the normalization
∫
X ‖Ω‖ω∞

ω2
∞
2! = M.

The short-time existence of the flow can be seen directly from the parabolicity of the flow, which

holds when the form

ω′ = euω̂ + α′e−uρ+ α′i∂∂̄u > 0, (7.23)

is positive definite. This can be seen from the scalar equation (7.2). We will always assume that

we start the flow from a large constant multiple of the background metric

u(x, 0) = logM � 1, ω(0) = eu(0)ω̂ = Mω̂. (7.24)

Recall that µ is defined in (7.7). In all that follows, we will assume that the cohomological condition∫
X
µ = 0, (7.25)
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is satisfied. Integrating (7.9) and using the fact that ‖Ω‖ωω2 = euω̂2 gives the following conservation

law
d

dt

∫
X
eu
ω̂2

2!
= 0. (7.26)

Hence ∫
X
eu
ω̂2

2!
= M, (7.27)

along the flow.

7.2 The C0 estimate of the conformal factor

In this section, we will work with equation (7.9), since it will be easier to work with differential

forms to obtain integral estimates. We let ω̂ denote the fixed background Kähler form of X. We

can rescale ω̂ such that
∫
X

ω̂2

2! = 1. We will omit the background volume form ω̂2

2! when integrating

scalar functions. The starting point for the Moser iteration argument is to compute the quantity∫
X
i∂∂̄(e−ku) ∧ ω′, (7.28)

in two different ways. Recall that ω′ is defined in (7.23). On one hand, by the definition of ω′ and

Stokes’ theorem, we have∫
X
i∂∂̄(e−ku) ∧ ω′ =

∫
X
{euω̂ + α′e−uρ} ∧ i∂∂̄(e−ku). (7.29)

Expanding ∫
X
i∂∂̄(e−ku) ∧ ω′ = k2

∫
X
e−ku{euω̂ + α′e−uρ} ∧ i∂u ∧ ∂̄u

−k
∫
X
e−ku{euω̂ + α′e−uρ} ∧ i∂∂̄u. (7.30)

On the other hand, without using Stokes’ theorem, we obtain∫
X
i∂∂̄(e−ku) ∧ ω′ = k2

∫
X
e−kui∂u ∧ ∂̄u ∧ ω′ − k

∫
X
e−ku{euω̂ + α′e−uρ} ∧ i∂∂̄u

−α′k
∫
X
e−kui∂∂̄u ∧ i∂∂̄u. (7.31)

We equate (7.30) and (7.31)

0 = −k2

∫
X
e−kui∂u ∧ ∂̄u ∧ ω′ + k2

∫
X
e−ku{euω̂ + α′e−uρ} ∧ i∂u ∧ ∂̄u

+α′k

∫
X
e−kui∂∂̄u ∧ i∂∂̄u. (7.32)
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Using equation (7.9) and that ‖Ω‖ωω2 = euω̂2,

0 = −k2

∫
X
e−kui∂u ∧ ∂̄u ∧ ω′ + k2

∫
X
e−ku{euω̂ + α′e−uρ} ∧ i∂u ∧ ∂̄u

−2k

∫
X
e−kuµ− 2k

∫
X
e−kui∂∂̄(euω̂ − α′e−uρ) + 4k

∫
X
e−(k−1)u∂tu

ω̂2

2!
. (7.33)

Expanding out terms and dividing by 2k yields

0 = −k
2

∫
X
e−kui∂u ∧ ∂̄u ∧ ω′ + k

2

∫
X
e−ku{euω̂ + α′e−uρ} ∧ i∂u ∧ ∂̄u−

∫
X
e−kuµ

−
∫
X
e−(k−1)ui∂∂̄u ∧ ω̂ −

∫
X
e−(k−1)ui∂u ∧ ∂̄u ∧ ω̂ − α′

∫
X
e−(k+1)ui∂∂̄u ∧ ρ

+α′
∫
X
e−(k+1)ui∂u ∧ ∂̄u ∧ ρ+ α′

∫
X
e−(k+1)ui∂∂̄ρ

−2α′Re

∫
X
e−(k+1)ui∂u ∧ ∂̄ρ+ 2

∫
X
e−(k−1)u∂tu

ω̂2

2!
. (7.34)

Integration by parts gives

0 = −k
2

∫
X
e−kui∂u ∧ ∂̄u ∧ ω′ − k

2

∫
X
e−ku{euω̂ + α′e−uρ} ∧ i∂u ∧ ∂̄u

−
∫
X
e−kuµ+ α′

∫
X
e−(k+1)ui∂∂̄ρ− α′Re

∫
X
e−(k+1)ui∂u ∧ ∂̄ρ

+2

∫
X
e−(k−1)u∂tu

ω̂2

2!
. (7.35)

One more integration by parts yields the following identity:

k

2

∫
X
e−ku{euω̂ + α′e−uρ} ∧ i∂u ∧ ∂̄u+

∂

∂t

2

k − 1

∫
X
e−(k−1)u ø̂2

2!
(7.36)

= −k
2

∫
X
e−kui∂u ∧ ∂̄u ∧ ω′ −

∫
X
e−kuµ+ (α′ − α′

k + 1
)

∫
X
e−(k+1)ui∂∂̄ρ.

The identity (7.36) will be useful later to control the infimum of u, but to control the supremum

of u, we replace k with −k in (7.36). Then, for k 6= 1,

k

2

∫
X
e(k+1)u{ω̂ + α′e−2uρ} ∧ i∂u ∧ ∂̄u+

∂

∂t

2

k + 1

∫
X
e(k+1)u ω̂

2

2!
(7.37)

= −k
2

∫
X
ekui∂u ∧ ∂̄u ∧ ω′ +

∫
X
ekuµ− (α′ − α′

1− k
)

∫
X
e(k−1)ui∂∂̄ρ.

7.2.0.1 Estimating the supremum

Proposition 20. Start the flow with initial data eu(x,0) = M . Suppose the flow exists for t ∈ [0, T )

with T > 0, and that infX e
u ≥ 1 and α′e−2uρ ≥ −1

2 ω̂ for all time t ∈ [0, T ). Then

sup
X×[0,T )

eu ≤ C1M, (7.38)
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where C1 only depends on (X, ω̂), ρ, µ, α′.

Proof: As long as the flow exists, we have

i∂u ∧ ∂̄u ∧ ω′ ≥ 0. (7.39)

Let β = n
n−1 = 2. We can use (7.39), (7.37), and α′e−2uρ ≥ −1

2 ω̂ to derive the following estimate

for any k ≥ β

k

4

∫
X
e(k+1)u|Du|2 +

∂

∂t

2

k + 1

∫
X
e(k+1)u ≤ (‖µ‖L∞ + 2|α′|‖ρ‖C2)

(∫
X
eku +

∫
X
e(k−1)u

)
. (7.40)

Here we omit the background volume form ω̂2

2! when integrating scalars. We now consider two cases:

the case of small time and the case of large time.

We begin with the estimate for large time. Suppose T ∈ [n, n + 1] for an integer n ≥ 1. Let

n− 1 < τ < τ ′ < T . Let ζ(t) ≥ 0 be a monotone function which is zero for t ≤ τ , identically 1 for

t ≥ τ ′, and |ζ ′| ≤ 2(τ ′ − τ)−1. Multiplying inequality (7.40) by ζ gives, for any k ≥ β,

kζ

4

∫
X
e(k+1)u|Du|2 +

∂

∂t

2ζ

k + 1

∫
X
e(k+1)u

≤ (‖µ‖L∞ + 2|α′|‖ρ‖C2)

{
ζ

∫
X
e(k−1)u + ζ

∫
X
eku
}

+
2ζ ′

k + 1

∫
X
e(k+1)u. (7.41)

Let τ ′ < s ≤ T . Integrating from τ to s yields

k

4

∫ s

τ ′

∫
X
e(k+1)u|Du|2 +

2

k + 1

∫
X
e(k+1)u(s) (7.42)

≤ C

{∫ T

τ

∫
X
e(k−1)u +

∫ T

τ

∫
X
eku +

1

τ ′ − τ

∫ T

τ

∫
X
e(k+1)u

}
, (7.43)

for any k ≥ β, where C only depends on α′, ρ, µ. We rearrange this inequality to obtain, for

k ≥ β + 1,

(k − 1)

k

∫ s

τ ′

∫
X
|De

k
2
u|2 +

∫
X
eku(s)

≤ Ck

{∫ T

τ

∫
X
e(k−2)u +

∫ T

τ

∫
X
e(k−1)u +

1

τ ′ − τ

∫ T

τ

∫
X
eku
}
. (7.44)

Using e−u ≤ 1, ∫ s

τ ′

∫
X
|De

k
2
u|2 +

∫
X
eku(s) ≤ Ck

{
1 +

1

τ ′ − τ

}{∫ T

τ

∫
X
eku
}
. (7.45)

132



CHAPTER 7. ANOMALY FLOW WITH FU-YAU ANSATZ

The Sobolev inequality gives us(∫
X
ekβu

) 1
β

≤ C ′X
(∫

X
|e
k
2
u|2 +

∫
X
|De

k
2
u|2
)
, (7.46)

where C ′X is the Sobolev constant on manifold (X, ω̂). Let β∗ be such that 1
β + 1

β∗ = 1. By Hölder’s

inequality and the Sobolev inequality,∫ T

τ ′

∫
X
ekue

k
β∗ u ≤

∫ T

τ ′

(∫
X
ekβu

)1/β(∫
X
eku
)1/β∗

≤ C ′X sup
t∈[τ ′,T ]

(∫
X
eku
)1/β∗ ∫ T

τ ′

{∫
X
eku +

∫
X
|De

k
2
u|2
}
. (7.47)

Using estimate (7.45), and defining γ = 1 + 1
β∗ = 1 + 1

2 , we have for k ≥ 1 + β,(∫ T

τ ′

∫
X
eγku

)1/γ

≤ Ck
{

1 +
1

τ ′ − τ

}∫ T

τ

∫
X
eku. (7.48)

We will iterate with τk = (n− 1) + θ1 − γ−k(θ1 − θ2), for fixed 0 < θ2 < θ1 ≤ 1.(∫ T

τk+1

∫
X
eγ

k+1u

)1/γk+1

≤
{
Cγk + (θ1 − θ2)−1 Cγ2k

1− γ−1

}1/γk{∫ T

τk

∫
X
eγ

ku

}1/γk

. (7.49)

Iterating, and using
∑

i γ
−i = 3, we see that for p = γκ0 ≥ 1 + β, there holds

sup
X×[n−1+θ1,T ]

eu ≤ C

(θ1 − θ2)3
‖eu‖Lp(X×[n−1+θ2,T ]), (7.50)

where C only depends on (X, ω̂), ρ, µ, and α′. A standard argument can be used to relate the Lp

norm of eu to
∫
X e

u = M . Indeed, by Young’s inequality,

sup
X×[n−1+θ1,T ]

eu ≤ C(θ1 − θ2)−3

(
sup

X×[n−1+θ2,T ]
e(1−1/p)u

)(∫
X×[n−1+θ2,T ]

eu
)1/p

≤ 1

2
sup

X×[n−1+θ2,T ]
eu + C(θ1 − θ2)−3p

∫
X×[n−1,T ]

eu, (7.51)

for all 0 < θ2 < θ1 ≤ 1. We iterate this inequality with θ0 = 1 and θi+1 = θi − 1
2(1− η)ηi+1, where

1/2 < η3p < 1. Then for each k > 1,

sup
X×[n,T ]

eu ≤ 1

2k

(
sup

X×[n−1+θk,T ]
eu

)
+

23pCM

(1− η)3pη3p

k−1∑
i=0

(
1

2η3p

)i
. (7.52)

Taking the limit as k →∞, we obtain a constant C depending only on (X, ω̂), ρ, µ, α′ such that

sup
X×[n,T ]

eu ≤ CM, (7.53)
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for any T ∈ [n, n+ 1] and integer n ≥ 1.

Next, we adapt the previous estimate to the small time region [0, T ] ⊆ [0, 1]. The argument

is similar in essence, and we provide all details for completeness. Integrating (7.40) from 0 to

0 < s ≤ T yields

k

4

∫ s

0

∫
X
e(k+1)u|Du|2 +

2

k + 1

∫
X
e(k+1)u(s) ≤ C

{∫ T

0

∫
X
e(k−1)u +

∫ T

0

∫
X
eku +Mk+1

}
,

for any k ≥ β, where C only depends on α′, ρ, µ. We rearrange this inequality to obtain, for

k ≥ β + 1,

(k − 1)

k

∫ s

0

∫
X
|De

k
2
u|2 +

∫
X
eku(s) ≤ Ck

{∫ T

0

∫
X
e(k−2)u +

∫ T

0

∫
X
e(k−1)u +Mk

}
. (7.54)

Using e−u ≤ 1, we obtain the following estimate, which holds uniformly for all 0 < s ≤ T .∫ s

0

∫
X
|De

k
2
u|2 +

∫
X
eku(s) ≤ Ck

{∫ T

0

∫
X
eku +Mk

}
. (7.55)

As estimate in (7.47), by the Hölder and Sobolev inequalities there holds∫ T

0

∫
X
ekue

k
β∗ u ≤ C ′X sup

s∈[0,T ]

(∫
X
eku
)1/β∗ ∫ T

0

{∫
X
eku +

∫
X
|De

k
2
u|2
}
. (7.56)

Recall that γ = 1 + 1
β∗ . Thus for k ≥ 1 + β,∫ T

0

∫
X
ekγu ≤ (Ck)γ

(∫ T

0

∫
X
eku +Mk

)γ
. (7.57)

Therefore (∫ T

0

∫
X
ekγu +Mkγ

)1/γ

≤
{

(Ck)γ
(∫ T

0

∫
X
eku +Mk

)γ
+Mkγ

}1/γ

, (7.58)

and hence (∫ T

0

∫
X
ekγu +Mkγ

)1/γ

≤ Ck
{∫ T

0

∫
X
eku +Mk

}
. (7.59)

It follows that for all γk ≥ 1 + β,(∫ T

0

∫
X
eγ

k+1u +Mγk+1

)1/γk+1

≤
{
Cγk

}1/γk{∫ T

0

∫
X
eγ

ku +Mγk
}1/γk

. (7.60)

Iterating, we see that for all k such that γk ≥ γκ0 ≥ 1 + β,(∫ T

0

∫
X
eγ

k+1u

)1/γk+1

≤
{ k∏
i=κ0

(
Cγi

)1/γi}{∫ T

0

∫
X
eγ

κ0u +Mγκ0

}1/γκ0

. (7.61)
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Sending k →∞, we obtain for p = γκ0 ,

sup
X×[0,T ]

eu ≤ C(‖eu‖Lp(X×[0,T ]) +M), (7.62)

where C only depends on (X, ω̂), ρ, µ, and α′. Lastly, we relate the Lp norm of eu to
∫
X e

u = M .

By the previous estimate

sup
X×[0,T ]

eu ≤ C
(

sup
X×[0,T ]

e(p−1)u

) 1
p
(∫

X×[0,T ]
eu
)1/p

+ CM. (7.63)

We absorb the supremum term on the right-hand side using Young’s inequality. Therefore,

sup
X×[0,T ]

eu ≤ CTM + CM ≤ CM, (7.64)

for any 0 < T ≤ 1, and C only depends on (X, ω̂), ρ, µ, and α′.

By combining (7.53) and (7.64), we conclude the proof of Proposition 20. Q.E.D.

7.2.0.2 Estimating the infimum

We introduce the constant

θ =
1

2C1 − 1
. (7.65)

Note that since C1 ≥ 1, we must have 0 < θ ≤ 1. Fix a small constant 0 < δ < 1 such that

δ <
θ

4CX(|α′|‖ρ‖C2 + ‖µ‖C0)
, and α′δ2ρ ≥ −1

2
ω̂, (7.66)

where CX is the Poincaré constant for the reference Kähler manifold (X, ω̂). Define

Sδ := {t ∈ [0, T ) : sup
X
e−u ≤ δ}. (7.67)

Recall that we start the flow at u0 = logM . It follows that if M > δ−1, then the flow starts in the

region Sδ. At any time t̂ ∈ Sδ, we consider U = {z ∈ X : e−u ≤ 2
M }. Then by Proposition 20,

M =

∫
U
eu +

∫
X\U

eu ≤ |U | sup
X
eu + (1− |U |)M

2
≤ C1M |U |+ (1− |U |)M

2
. (7.68)

It follows that at any t̂,

|U | > θ > 0. (7.69)

We will also need the constant C0 > 1 defined by

C0 =
1

1− θ
4

(1 +
2

θ
)

(
2

θ2

)
. (7.70)
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7.2.0.3 Integral estimate

Proposition 21. Start the flow at u0 = logM , where M is large enough such that the flow starts

in the region Sδ. Suppose [0, T ] ⊆ Sδ. Then on [0, T ], there holds∫
X
e−u ≤ 2C0

M
. (7.71)

Proof: At t = 0, we have
∫
X e
−u = 1

M < 2C0
M . Suppose t̂ ∈ Sδ is the first time when we reach∫

X e
−u = 2C0

M . Then we must have
∂

∂t

∣∣∣∣
t=t̂

∫
X
e−u ≥ 0. (7.72)

Setting k = 2 in (7.36) and dropping the negative term involving ω′ ≥ 0, we have∫
X
e−u{ω̂ + α′e−2uρ} ∧ i∂u ∧ i∂̄u+ 2

∂

∂t

∫
X
e−u ≤

(
|α′|‖ρ‖C2

∫
X
e−3u + ‖µ‖C0

∫
X
e−2u

)
.

Since ∂
∂t

∣∣∣∣
t=t̂

∫
X e
−u ≥ 0, and e−u ≤ δ < 1, there holds at t̂,∫

X
|De−

u
2 |2 ≤ (|α′|‖ρ‖C2 + ‖µ‖C0)δ

∫
X
e−u. (7.73)

By the Poincaré inequality∫
X
e−u −

(∫
X
e−

u
2

)2

=

∫
X

∣∣∣∣e−u2 − ∫
X
e−

u
2

∣∣∣∣2 ≤ CX ∫
X
|De−

u
2 |2. (7.74)

By (7.66), we have ∫
X
e−u −

(∫
X
e−

u
2

)2

≤ θ

4

∫
X
e−u, (7.75)

and it implies ∫
X
e−u ≤ 1

1− θ
4

(∫
X
e−

u
2

)2

. (7.76)

Let ε > 0. We may use the measure estimate and (7.76) to obtain(∫
X
e−

u
2

)2

≤ (1 +
2

θ
)

(∫
U
e−

u
2

)2

+ (1 +
θ

2
)

(∫
X\U

e−
u
2

)2

≤ (1 +
2

θ
)|U |

∫
U
e−u + (1 +

θ

2
)(1− |U |)

∫
X\U

e−u

≤ (1 +
2

θ
)

2

M
+ (1 +

θ

2
)(1− θ) 1

1− θ
4

(∫
X
e−

u
2

)2

. (7.77)

Thus (∫
X
e−

u
2

)2

≤ (1 +
2

θ
)

2

M

(
1

1− (1 + θ
2)(1− θ)(1− θ

4)−1

)
. (7.78)
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For any θ ≥ 0, we have the elementary estimate

(1 +
θ

2
)(1− θ)(1− θ

4
)−1 ≤ 1− θ2. (7.79)

Using this and (7.76), ∫
X
e−u ≤ 1

1− θ
4

(1 +
2

θ
)

(
2

θ2

)
1

M
=
C0

M
. (7.80)

This contradicts that
∫
X e
−u = 2C0

M at t̂. It follows that
∫
X e
−u stays less than 2C0

M for all time

t ∈ Sδ.

7.2.0.4 Iteration

Proposition 22. Start the flow with initial data eu(x,0) = M . Suppose the flow exists for t ∈ [0, T )

with T > 0, and [0, T ) ⊆ Sδ. Then

sup
X×[0,T )

e−u ≤ C2

M
, (7.81)

where C2 only depends on (X, ω̂), ρ, µ, α′.

Proof: We can drop the negative terms involving ω′ ≥ 0 and use α′e−2uρ ≥ −1
2 ω̂ in (7.36) to

obtain the estimate, for k ≥ 2,

k

4

∫
X
e−(k−1)u|Du|2 +

∂

∂t

2

k − 1

∫
X
e−(k−1)u ≤ C

(∫
X
e−(k+1)u +

∫
X
e−ku

)
. (7.82)

As in the upper bound on eu, we split the argument into the cases of large time and small time,

and first consider the case of large time.

Suppose T ∈ [n, n+1] for an integer n ≥ 1. Let n−1 < τ < τ ′ < T . Let ζ(t) ≥ 0 be a monotone

function which is zero for t ≤ τ and identically 1 for t ≥ τ ′. Multiplying (7.82) by ζ gives

kζ

4

∫
X
e−(k−1)u|Du|2 +

∂

∂t

2ζ

k − 1

∫
X
e−(k−1)u ≤ C

{
ζ

∫
X
e−(k+1)u + ζ

∫
X
e−ku + ζ ′

∫
X
e−(k−1)u

}
.

(7.83)

Let τ ′ < s ≤ T . Integrating from τ to s

k

4

∫ s

τ ′

∫
X
e−(k−1)u|Du|2 +

2

k − 1

∫
X
e−(k−1)u(s)

≤ C

{∫ T

τ

∫
X
e−(k+1)u +

∫ T

τ

∫
X
e−ku +

1

τ ′ − τ

∫ T

τ

∫
X
e−(k−1)u

}
. (7.84)
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We rearrange this inequality to obtain, for k ≥ 1,∫ s

τ ′

∫
X
|De−

k
2
u|2 + 2

∫
X
e−ku(s) ≤ Ck

{∫ T

τ

∫
X
e−(k+2)u +

∫ T

τ

∫
X
e−(k+1)u +

1

τ ′ − τ

∫ T

τ

∫
X
e−ku

}
.

Since e−u ≤ δ < 1, we have∫ s

τ ′

∫
X
|De−

k
2
u|2 + 2

∫
X
e−ku(s) ≤ Ck

{
1 +

1

τ ′ − τ

}{∫ T

τ

∫
X
e−ku

}
. (7.85)

Recall that we denote β = n
n−1 = 2, β∗ such that 1

β + 1
β∗ = 1, and γ = 1 + 1

β∗ . By the Sobolev

inequality∫ T

τ ′

∫
X
e−kue

− k
β∗ u ≤

∫ T

τ ′

(∫
X
e−kβu

)1/β(∫
X
e−ku

)1/β∗

≤ C sup
t∈[τ ′,T ]

(∫
X
e−ku

)1/β∗ ∫ T

τ ′

{∫
X
e−ku +

∫
X
|De−

k
2
u|2
}
. (7.86)

Using estimate (7.85), we arrive at(∫ T

τ ′

∫
X
e−γku

)1/γ

≤ Ck
{

1 +
1

τ ′ − τ

}{∫ T

τ

∫
X
e−ku

}
. (7.87)

Iterating with τk = (1− γ−(k+1)) + (n− 1),(∫ T

τk+1

∫
X
e−γ

k+1u

)1/γk+1

≤
{
Cγk +

Cγ2k

1− γ−1

}1/γk{∫ T

τk

∫
X
eγ

ku

}1/γk

. (7.88)

Note τk ≥ n− 2
3 . Sending k →∞, we have the C0 estimate

sup
X×[n,T ]

e−u ≤ C‖e−u‖L1(X×[n− 2
3
,T ]). (7.89)

By Proposition 21, for n ≤ T ≤ n+ 1 and n ≥ 1, we obtain

sup
X×[n,T ]

e−u ≤ C

M
. (7.90)

Next, we consider the small time region [0, T ] ⊆ [0, 1]. Integrating (7.82) from 0 to 0 < s < T , we

obtain

k

4

∫ s

0

∫
X
e−(k−1)u|Du|2 +

2

k − 1

∫
X
e−(k−1)u(s) ≤ C

{∫ T

0

∫
X
e−(k+1)u +

∫ T

0

∫
X
e−ku +

M−(k−1)

k − 1

}
.

We rearrange this inequality to obtain, for k ≥ 1,∫ s

0

∫
X
|De−

k
2
u|2 + 2

∫
X
e−ku(s) ≤ Ck

{∫ T

0

∫
X
e−(k+2)u +

∫ T

0

∫
X
e−(k+1)u +M−k

}
. (7.91)
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Since e−u ≤ δ < 1, we have∫ s

0

∫
X
|De−

k
2
u|2 + 2

∫
X
e−ku(s) ≤ Ck

{∫ T

0

∫
X
e−ku +M−k

}
. (7.92)

As before, by the Sobolev inequality∫ T

0

∫
X
e−kue

− k
β∗ u ≤ C sup

s∈[0,T ]

(∫
X
e−ku

)1/β∗ ∫ T

0

{∫
X
e−ku +

∫
X
|De−

k
2
u|2
}
. (7.93)

Combining this with (7.92) yields(∫ T

0

∫
X
e−γku +M−γk

)1/γ

≤ Ck
{∫ T

0

∫
X
e−ku +M−k

}
. (7.94)

Iterating, we obtain the C0 estimate

sup
X×[0,T ]

e−u ≤ C‖e−u‖L1(X×[0,T ]) + CM−1. (7.95)

By Proposition 21, for 0 < T ≤ 1 we obtain

sup
X×[0,T )

e−u ≤ CTM−1 + CM−1 ≤ C

M
. (7.96)

By combining (7.90) and (7.96), we conclude the proof of Proposition 22. Q.E.D.

Theorem 23. Suppose the flow exists for t ∈ [0, T ), and initially starts with u0 = logM . There

exists M0 � 1 such that for all M ≥M0, there holds

sup
X×[0,T )

eu ≤ C1M, sup
X×[0,T )

e−u ≤ C2

M
, (7.97)

where C2, C1 only depends on (X, ω̂), ρ, µ, α′.

Proof: By Proposition 20 and Proposition 22, the estimates hold as long as we stay in Sδ.

Choose M0 such that
C2

M0
<
δ

2
, (7.98)

where recall δ is defined in (7.66). Then at t = 0, we have e−u0 < δ, and the estimate is preserved

on [0, T ). The theorem follows. Q.E.D.
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7.3 Evolution of the torsion

Before proceeding, we clearly state the conventions and notation that will be used for the maximum

principle estimates of Sections §4-6. All norms from this point on will be with respect to the evolving

metric ω = euω̂, unless denoted otherwise. We will write ω = igk̄jdz
j ∧ dz̄k. We will use the Chern

connection of ω to differentiate

∇k̄V α = ∂k̄V
α, ∇kV α = gαβ̄∂k(gβ̄γV

γ). (7.99)

The curvature of the metric ω is

Rk̄j
α
β = −∂k̄(gαγ̄∂jgγ̄β) = R̂k̄j

α
β − uk̄jδαβ. (7.100)

The torsion tensor of the metric ω is Tk̄mj = ∂mgk̄j − ∂jgk̄m, and since ω̂ has zero torsion, we may

compute

T λmj = gλk̄Tk̄mj = umδ
λ
j − ujδλm. (7.101)

We note the following formulas for the torsion and Chern-Ricci curvature of the evolving metric

Rk̄j = Rk̄j
α
α = −2uk̄j , Tj = T λλj = −∂ju. (7.102)

Recall that |T |2 refers to the norm of Tj , as noted in (7.17). We will often use the following

commutation formulas to exchange covariant derivatives

[∇j ,∇k̄]Vi = −Rk̄jpiVp, [∇j ,∇k]Vi = −T λjk∇λVi. (7.103)

To handle the differentiation of the equation, we will rewrite the terms involving ρ in the flow (7.1).

Compute

−α′i∂∂̄(e−uρ) = −α′e−ui∂∂̄ρ+ 2α′Re{e−ui∂u ∧ ∂̄ρ}

+α′e−ui∂∂̄u ∧ ρ− α′ie−u∂u ∧ ∂̄u ∧ ρ. (7.104)

We introduce the notation

− α′i∂∂̄(e−uρ) =

(
− α′e−uψρ + α′e−uRe{biρui}+ α′e−uρ̃jk̄uk̄j − α′e−uρ̃pq̄upūq̄

)
ω̂2

2
, (7.105)
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where ψρ(z), b
i
ρ(z), ρ̃

jk̄(z) are defined one by one corresponding to the previous expression. We note

that ψρ, b
i
ρ, ρ̃

jk̄ are bounded in C∞ by constants depending only on the form ρ and the background

metric ω̂. We also note that ρ̃jk̄ is Hermitian since ρ is real. We may rewrite this expression as

− α′i∂∂̄(e−uρ) =

(
− α′e−3uψρ − α′e−3uRe{biρTi} −

α′

2
e−3uρ̃jk̄Rk̄j − α′e−3uρ̃pq̄TpT̄q̄

)
ω2

2
. (7.106)

With all the introduced notation, we can write the flow (7.1) in the following way.

∂tgk̄j =
1

2‖Ω‖ω

(
− R

2
− α′

2
‖Ω‖3ωρ̃pq̄Rq̄p +

α′

4
σ2(iRicω) + |T |2 + ‖Ω‖2ω ν

)
gk̄j , (7.107)

where

ν = −α′‖Ω‖ωψρ − α′‖Ω‖ωRe{biρTi} − α′‖Ω‖ωρ̃pq̄TpT̄q̄ + µ̃. (7.108)

In the following, we will use ‖Ω‖ to replace ‖Ω‖ω for simplicity, if there is no confusing of the

notation.

7.3.0.1 Torsion tensor

Using ‖Ω‖ = e−u and gk̄j = euĝk̄j , (7.107) implies the following evolution of ‖Ω‖,

∂t log ‖Ω‖ =
1

2‖Ω‖

(
R

2
+
α′

2
‖Ω‖3ρ̃pq̄Rq̄p − |T |2 −

α′

4
σ2(iRicω)− ‖Ω‖2 ν

)
. (7.109)

Using (7.15) and (7.109), we evolve

∂tTj = ∂j∂t log ‖Ω‖

= ∇j
{

1

2‖Ω‖

(
R

2
+
α′

2
‖Ω‖3ρ̃pq̄Rq̄p − |T |2 −

α′

4
σ2(iRicω)− ‖Ω‖2 ν

)}
. (7.110)

Using ∂j‖Ω‖ = ‖Ω‖Tj and the definition of ν (7.108), a straightforward computation gives

∂tTj =
1

2‖Ω‖

{
− 1

2
TjR+ Tj |T |2 +

α′

4
Tjσ2(iRicω)

+
1

2
∇jR+

α′

2
‖Ω‖3ρ̃pq̄∇jRq̄p −∇j |T |2 −

α′

4
∇jσ2(iRicω) + Ej

}
, (7.111)

where

Ej = 2α′‖Ω‖3ψρTj + 2α′‖Ω‖3Re{biρTi}Tj + α′‖Ω‖3ρ̃pq̄Rq̄pTj

+2α′‖Ω‖3(ρ̃pq̄TpT̄q̄)Tj − ‖Ω‖2µ̃Tj + α′‖Ω‖3∇jψρ

+α′‖Ω‖3Re{∇jbiρTi}+ α′‖Ω‖3Re{biρ∇jTi}+
α′

2
‖Ω‖3(∇j ρ̃pq̄)Rq̄p

+α′‖Ω‖3(∇j ρ̃pq̄)TpT̄q̄ + α′‖Ω‖3ρ̃pq̄∇jTpT̄q̄ +
α′

2
‖Ω‖3ρ̃pq̄TpRq̄j

−‖Ω‖2∇jµ̃. (7.112)
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Our reason for treating Ej as an error term is that the C0 estimate tells us that ‖Ω‖ = e−u � 1 if

we start the flow from a large enough constant logM . As we will see, the terms appearing in Ej

will only slightly perturb the coefficients of the leading terms in the proof of Theorem 24.

We need to express the highest order terms in (7.111) as the linearized operator acting on

torsion. First, we write the Ricci curvature in terms of the conformal factor

∇jRq̄p = −2∇j∇p∇q̄u. (7.113)

Exchanging covariant derivatives

− 2∇j∇p∇q̄u = −2∇p∇q̄∇ju− 2T λpj∇λ∇q̄u. (7.114)

It follows from (7.102) that

∇jRq̄p = 2∇p∇q̄Tj + T λpjRq̄λ. (7.115)

Hence

∇jR−
α′

2
∇jσ2(iRicω) + α′‖Ω‖3ρ̃pq̄∇jRq̄p

= gpq̄∇jRq̄p + α′‖Ω‖3ρ̃pq̄∇jRq̄p −
α′

2
σpq̄2 ∇jRq̄p

= 2F pq̄∇p∇q̄Tj + F pq̄T λpjRq̄λ, (7.116)

where we introduced the notation

σpq̄2 = Rgpq̄ −Rpq̄, (7.117)

and

F pq̄ = gpq̄ + α′‖Ω‖3ρ̃pq̄ − α′

2
(Rgpq̄ −Rpq̄). (7.118)

The tensor F pq̄ is Hermitian, and in Section §7.4 we will show that F pq̄ stays close to gpq̄ along the

flow. Substituting (7.116) into (7.111)

∂tTj =
1

2‖Ω‖

{
F pq̄∇p∇q̄Tj −∇j |T |2 −

1

2
TjR+

α′

4
Tjσ2(iRicω)

+
1

2
F pq̄T λpjRq̄λ + Tj |T |2 + Ej

}
. (7.119)

Before proceeding, let us discuss σpq̄2 and F pq̄ using convenient coordinates. Suppose we work

at a point where the evolving metric gij̄ = δij and Rk̄j is diagonal. Let Aij = gik̄Rk̄j . The function
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σ2(Aij) maps a Hermitian endomorphism to the second elementary symmetric polynomial of its

eigenvalues. We are working in dimension n = 2, so σ2(Aij) is the product of the two eigenvalues

of A. Our operator σ2(iRicω) defined in (7.20) is with respect to the evolving metric ω, so denoting

Aij = gik̄Rk̄j , we have σ2(iRicω) = σ2(A). We define σpq̄2 = ∂σ2

∂Akp
gkq̄. It is well-known that

∂σ2
∂A1

1
= A2

2, ∂σ2
∂A2

2
= A1

1, and ∂σ2
∂A1

2
= 0 if A is diagonal. Then in our case,

σ11̄
2 = R2̄2, σ22̄

2 = R1̄1, σ12̄
2 = σ21̄

2 = 0. (7.120)

We obtain

F 11̄ = 1 + α′‖Ω‖3ρ̃11̄ − α′

2
R2̄2, F 22̄ = 1 + α′‖Ω‖3ρ̃22̄ − α′

2
R1̄1,

F 12̄ = α′‖Ω‖3ρ̃12̄, F 21̄ = α′‖Ω‖3ρ̃21̄. (7.121)

7.3.0.2 Norm of the torsion

We will compute

∂t|T |2 = ∂t{gij̄TiT̄j̄}. (7.122)

We have

∂tg
ij̄ = −giλ̄gγj̄∂tgλ̄γ =

1

2‖Ω‖

(
R

2
+
α′

2
‖Ω‖3ρ̃pq̄Rq̄p −

α′

4
σ2(iRicω)− |T |2 − ‖Ω‖2 ν

)
gij̄ . (7.123)

Hence

∂t|T |2 = 2Re〈∂tT, T 〉

+
|T |2

2‖Ω‖

(
R

2
+
α′

2
‖Ω‖3ρ̃pq̄Rq̄p −

α′

4
σ2(iRicω)− |T |2 − ‖Ω‖2 ν

)
(7.124)

Next, using the notation |W |2Fg = F pq̄gij̄WpiW̄q̄j̄ ,

F pq̄∇p∇q̄|T |2 = F pq̄gij̄∇p∇q̄TiT̄j̄ + F pq̄gij̄Ti∇p∇q̄T̄j̄ + |∇T |2Fg + |∇T |2Fg

= F pq̄gij̄∇p∇q̄TiT̄j̄ + gij̄TiF qp̄∇q∇p̄Tj + F pq̄gij̄TiRq̄pj̄
λ̄T̄λ̄

+|∇T |2Fg + |∇T |2Fg. (7.125)

We introduce the notation ∆F = F pq̄∇p∇q̄. We have shown

∆F |T |2 = 2Re〈∆FT, T 〉+ |∇T |2Fg + |∇T |2Fg + F pq̄gij̄TiRq̄pj̄
λ̄T̄λ̄. (7.126)
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Combining (7.119), (7.124), and (7.126), we obtain

∂t|T |2 =
1

2‖Ω‖

{
∆F |T |2 − |∇T |2Fg − |∇T |2Fg − 2Re{gij̄∇i|T |2T̄j̄}

−1

2
R|T |2 +

α′

4
σ2(iRicω)|T |2 + Re{F pq̄gij̄T λpiRq̄λT̄j̄}

−F pq̄gij̄TiRq̄pj̄ λ̄T̄λ̄ + |T |4 +
α′

2
‖Ω‖3ρ̃pq̄Rq̄p|T |2

−‖Ω‖2|T |2ν + 2Re〈E, T 〉
}
. (7.127)

7.3.0.3 Estimating the torsion

Theorem 24. There exists M0 � 1 such that all M ≥ M0 have the following property. Start the

flow with a constant function u0 = logM . If

|α′Ricω| ≤ 10−6 (7.128)

along the flow, then there exists C3 > 0 depending only on (X, ø̂), ρ, µ̃ and α′, such that

|T |2 ≤ C3

M
� 1. (7.129)

Denote Λ = 1 + 1
8 . We will study the test function

G = log |T |2 − Λ log ‖Ω‖. (7.130)

Taking the time derivative gives us

∂tG =
∂t|T |2

|T |2
− Λ∂t log ‖Ω‖. (7.131)

Computing using (7.15) and (7.118),

∆F log ‖Ω‖ = F pq̄∇pT̄q̄ =
1

2
F pq̄Rq̄p

=
1

2
R− α′

4
σpq̄2 Rq̄p +

α′

2
‖Ω‖3ρ̃pq̄Rq̄p

=
1

2
R− α′

2
σ2(iRicω) +

α′

2
‖Ω‖3ρ̃pq̄Rq̄p. (7.132)

Therefore by (7.109)

∂t log ‖Ω‖ =
1

2‖Ω‖

{
∆F log ‖Ω‖ − |T |2 +

α′

4
σ2(iRicω)− ‖Ω‖2 ν

}
. (7.133)
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Substituting (7.127) and (7.133) into (7.131), we have

∂tG =
1

2‖Ω‖

{
∆FG+

|∇|T |2|2F
|T |4

−
|∇T |2Fg
|T |2

−
|∇T |2Fg
|T |2

− 2

|T |2
Re{gij̄∇i|T |2T̄j̄}

−1

2
R+

α′

4
σ2(iRicω) +

1

|T |2
Re{F pq̄gij̄T λpiRq̄λT̄j̄}

− 1

|T |2
F pq̄gij̄TiRq̄pj̄

λ̄T̄λ̄ + |T |2 +
α′

2
‖Ω‖3ρ̃pq̄Rq̄p − ‖Ω‖2ν

+
2

|T |2
Re〈E, T 〉+ Λ|T |2 − α′

4
Λσ2(iRicω) + Λ‖Ω‖2 ν

}
. (7.134)

Let (p, t0) be the point in X× [0, T ] where G attains its maximum. Since we start the flow at t = 0

with a constant function u0 = logM , the torsion is zero at the initial time. It follows that t0 > 0.

The following computation will be done at this point (p, t0), and we note that |T |2 > 0 at (p, t0).

The critical equation ∇G = 0 gives

0 =
∇i|T |2

|T |2
− ΛTi. (7.135)

Using (7.16), this can be rewritten in the following way

〈∇iT, T 〉
|T |2

= ΛTi −
〈T,∇īT 〉
|T |2

= ΛTi −
1

2|T |2
gjk̄TjRk̄i. (7.136)

Therefore, by Cauchy-Schwarz and the critical equation,

−
|∇T |2Fg
|T |2

≤ −
∣∣∣∣〈∇T, T 〉|T |2

∣∣∣∣2
F

= −
∣∣∣∣ΛTi − 1

2|T |2
gjk̄TjRk̄i

∣∣∣∣2
F

= −Λ2|T |2F −
1

4|T |4

∣∣∣∣gjk̄TjRk̄i∣∣∣∣2
F

+
Λ

|T |2
Re{F pq̄gjk̄TjRk̄pT̄q̄}. (7.137)

Here we used the notation |V |2F = F pq̄VpV̄q̄. We may also expand the following term using the

definition of F pq̄,

4|∇T |2Fg = F pq̄gij̄Rq̄iRj̄p = |Ricω|2 −
α′

2
gij̄σpq̄2 Rq̄iRj̄p + α′‖Ω‖3gij̄ ρ̃pq̄Rq̄iRj̄p. (7.138)

Set ε = 1/100. Using (7.137) and (7.138), and the critical equation (7.135) once more on the first

and last term, we obtain

|∇|T |2|2F
|T |4

− (1− ε)
|∇T |2Fg
|T |2

−
|∇T |2Fg
|T |2

− 2

|T |2
Re{gij̄∇i|T |2T̄j̄}

≤ Λ2|T |2F − (1− ε)Λ2|T |2F − (1− ε) 1

4|T |4

∣∣∣∣gjk̄TjRk̄i∣∣∣∣2
F

+(1− ε) Λ

|T |2
Re{F pq̄gjk̄TjRk̄pT̄q̄} −

1

4

|Ricω|2

|T |2
+

α′

8|T |2
gij̄σpq̄2 Rq̄iRj̄p

− α′

4|T |2
‖Ω‖3gij̄ ρ̃pq̄Rq̄iRj̄p − 2Λ|T |2. (7.139)
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Substituting this inequality into (7.134), our main inequality becomes

∂tG ≤ 1

2‖Ω‖

{
∆FG− ε

|∇T |2Fg
|T |2

− 1

4

|Ricω|2

|T |2
− (Λ− 1)|T |2 + εΛ2|T |2F −

1

2
R

−α
′

4
(Λ− 1)σ2(iRicω) +

α′

8|T |2
gij̄σpq̄2 Rq̄iRj̄p + (1− ε) Λ

|T |2
Re{F pq̄gjk̄TjRk̄pT̄q̄}

− 1

|T |2
F pq̄gij̄TiRq̄pj̄

λ̄T̄λ̄ +
1

|T |2
Re{F pq̄gij̄T λpiRq̄λT̄j̄}

−(1− ε)
4|T |4

∣∣∣∣gjk̄TjRk̄i∣∣∣∣2
F

− α′

4|T |2
‖Ω‖3gij̄ ρ̃pq̄Rq̄iRj̄p +

α′

2
‖Ω‖3ρ̃pq̄Rq̄p

+(Λ− 1)‖Ω‖2ν +
2

|T |2
Re〈E, T 〉

}
, (7.140)

which holds at (p, t0). Next, we use (7.100) to write the evolving curvature as

Rq̄pj̄
λ̄ = R̂q̄pj̄

λ̄ +
1

2
Rq̄pδj

λ. (7.141)

This identity allows us to write

− 1

|T |2
F pq̄gij̄TiRq̄pj̄

λ̄Tλ̄ = − 1

|T |2
F pq̄gij̄TiR̂q̄pj̄

λ̄T̄λ̄ −
1

2
F pq̄Rq̄p. (7.142)

Next, by (7.101), the torsion can be written as

T λpi = Tiδ
λ
p − Tpδλi, (7.143)

so we may rewrite

1

|T |2
Re{F pq̄gij̄T λpiRq̄λT̄j̄} = F pq̄Rq̄p −

1

|T |2
Re{F pq̄gij̄Rq̄iT̄j̄Tp}. (7.144)

Together, we have

− 1

|T |2
F pq̄gij̄TiRq̄pj̄

λ̄T̄λ̄ +
1

|T |2
Re{F pq̄gij̄T λpiRq̄λT̄j̄}

= − 1

|T |2
F pq̄gij̄TiR̂q̄pj̄

λ̄T̄λ̄ +
1

2
F pq̄Rq̄p −

1

|T |2
Re{F pq̄gij̄Rq̄iT̄j̄Tp}

= − 1

|T |2
F pq̄gij̄TiR̂q̄pj̄

λ̄T̄λ̄ +
1

2
R− 1

2
α′σ2(iRicω)

+
α′

2
‖Ω‖3ρ̃pq̄Rq̄p −

1

|T |2
Re{F pq̄gij̄Rq̄iT̄j̄Tp}. (7.145)

We also compute

|T |2F = |T |2 + α′‖Ω‖3ρ̃pq̄TpTq̄ −
α′

2
σpq̄2 TpT̄q̄. (7.146)

146



CHAPTER 7. ANOMALY FLOW WITH FU-YAU ANSATZ

Substituting (7.145) and (7.146) in the main inequality (7.140), we see that the terms of order R

have cancelled.

∂tG ≤ 1

2‖Ω‖

{
∆FG− ε

|∇T |2Fg
|T |2

− 1

4

|Ricω|2

|T |2
− (Λ− 1− εΛ2)|T |2

−εΛ2α
′

2
σpq̄2 TpT̄q̄ − (1 + Λ)

α′

4
σ2(iRicω) +

α′

8|T |2
gij̄σpq̄2 Rq̄iRj̄p

+(Λ− εΛ− 1)
1

|T |2
Re{F pq̄gjk̄TjRk̄pT̄q̄} −

(1− ε)
4|T |4

∣∣∣∣gjk̄TjRk̄i∣∣∣∣2
F

− 1

|T |2
F pq̄gij̄TiR̂q̄pj̄

λ̄T̄λ̄ −
α′

4|T |2
‖Ω‖3gij̄ ρ̃pq̄Rq̄iRj̄p + εΛ2α′‖Ω‖3ρ̃pq̄TpT̄q̄

+α′‖Ω‖3ρ̃pq̄Rq̄p + (Λ− 1)‖Ω‖2ν +
2

|T |2
Re〈E, T 〉

}
. (7.147)

We now substitute Λ = 1 + 1
8 and ε = 1

100 . Then

∂tG ≤ 1

2‖Ω‖

{
∆FG−

1

100

|∇T |2Fg
|T |2

− 1

4

|Ricω|2

|T |2
− 1

9
|T |2 −

(
9

8

)2 1

100

α′

2
σpq̄2 TpT̄q̄

−17

16

α′

2
σ2(iRicω) +

α′

8|T |2
gij̄σpq̄2 Rq̄iRj̄p +

(
1

8
− 9

800

)
1

|T |2
Re{F pq̄gjk̄TjRk̄pT̄q̄}

− 99

400

1

|T |4

∣∣∣∣gjk̄TjRk̄i∣∣∣∣2
F

− 1

|T |2
F pq̄gij̄TiR̂q̄pj̄

λ̄T̄λ̄ −
α′

4|T |2
‖Ω‖3gij̄ ρ̃pq̄Rq̄iRj̄p

+α′‖Ω‖3ρ̃pq̄Rq̄p +
1

100

(
9

8

)2

α′‖Ω‖3ρ̃pq̄TpT̄q̄ +
1

8
‖Ω‖2ν +

2

|T |2
Re〈E, T 〉

}
(7.148)

We are assuming in the hypothesis of Theorem 24 that |α′Ricω| < 10−6. By Theorem 23, we know

that ‖Ω‖ ≤ C2
M � 1, so for M large enough we can assume

(1− 10−6)gij̄ ≤ F ij̄ ≤ (1 + 10−6)gij̄ . (7.149)

One way to see this inequality is by writing F ij̄ in coordinates (7.121). Using (7.149), we can

estimate

−17

16

α′

2
σ2(iRicω)− α′

8|T |2
gij̄σpq̄2 Rq̄iRj̄p +

(
1

8
− 9

800

)
1

|T |2
Re{F pq̄gjk̄TjRk̄pT̄q̄}

≤ 17

16

1

2
|α′Ricω| |Ricω|+

1

8
|α′Ricω|

|Ricω|2

|T |2
+

1

7
|Ricω|

≤ 1

(2)(3)
|Ricω|+

1

100

|Ricω|2

|T |2

≤ 1

(2)(3)2
|T |2 +

(
1

100
+

1

(2)(2)2

)
|Ricω|2

|T |2
. (7.150)
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We also notice

−
(

9

8

)2 1

100

α′

2
σpq̄2 TpT̄q̄ ≤ |α

′Ric||T |2 ≤ 1

106
|T |2, (7.151)

and

− 1

|T |2
F pq̄gij̄TiR̂q̄pj̄

λ̄T̄λ̄ ≤ Ce−u = C‖Ω‖. (7.152)

Substituting these estimates into (7.148) gives

∂tG ≤ 1

2‖Ω‖

{
∆FG−

1

200

|∇T |2

|T |2
− 1

100

|Ricω|2

|T |2
− 1

100
|T |2

+C‖Ω‖+
α′

4|T |2
‖Ω‖3gij̄ ρ̃pq̄Rq̄iRj̄p + α′‖Ω‖3ρ̃pq̄Rq̄p

+
1

100

(
9

8

)2

α′‖Ω‖3ρ̃pq̄TpT̄q̄ +
1

8
‖Ω‖2ν +

2

|T |2
Re〈E, T 〉

}
. (7.153)

By the definition of E (7.112) and ν (7.108), the terms on the last two lines can only slightly

perturb the coefficients of the first line since ‖Ω‖ = e−u ≤ C2
M � 1 for M � 1 large enough. We

recall that ρ̃pq̄ and biρ are bounded in C∞ in terms of the background metric ĝ, so for example,

‖Ω‖ρ̃pq̄ ≤ Ce−uĝpq̄ = Cgpq̄, ‖Ω‖1/2|biρTi| ≤ C|T |. (7.154)

This allows us to bound certain terms such as

α′‖Ω‖3ρ̃pq̄Rq̄p ≤ C‖Ω‖2|Ricω| ≤
C

2
‖Ω‖2 |Ricω|2

|T |2
+
C

2
‖Ω‖2|T |2, (7.155)

and

α′‖Ω‖3Re{biρTi} ≤ C‖Ω‖2|T | ≤ C‖Ω‖2
|T |2

2
+
C

2
‖Ω‖2. (7.156)

Covariant derivatives with respect to the evolving metric act like ∇i = ∂i − Ti, so we can bound

terms such as

2

|T |2
α′

2
‖Ω‖3gjk̄(∇j ρ̃pq̄)Rq̄pT̄k̄ ≤ C‖Ω‖2

|Ricω|
|T |

+ C‖Ω‖2 |Ricω|
|T |

|T |. (7.157)

The inequality 2ab ≤ a2 + b2 can be used to absorb terms into the first line. We also bound terms

− 2

|T |2
‖Ω‖2gjk̄∇jµ̃T̄k̄ ≤ C‖Ω‖2

‖Ω‖1/2

|T |
. (7.158)

Using these estimates, it is possible to show that at the maximum point (p, t0) of G, for ‖Ω‖ ≤
C2
M � 1, there holds

0 ≤ 1

2‖Ω‖

{
∆FG−

1

200
|T |2 + C‖Ω‖

(
1 +
‖Ω‖1/2

|T |

)}
. (7.159)
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By (7.149), ∆FG ≤ 0 at the maximum (p, t0) of G, hence

|T |2 ≤ C‖Ω‖ ≤ C

M
. (7.160)

Therefore

G ≤ G(p, t0) ≤ log
C

M
+ Λu(p). (7.161)

By Theorem 23,

|T |2 ≤ C

M
exp{Λ(u(p)− u)}

≤ C

M

(
sup

X×[0,T )
eu
)Λ(

sup
X×[0,T )

e−u
)Λ

≤ C

M
(C2C1)Λ � 1. (7.162)

This proves Theorem 24.

7.4 Evolution of the curvature

7.4.0.1 Ricci curvature

In this subsection, we flow the Ricci curvature of the evolving Hermitian metric euĝ. We will use

the well-known general formula for the evolution of the curvature tensor

∂tRk̄j
α
β = −∇k̄∇j(gαγ̄∂tgγ̄β). (7.163)

Recall that we defined Rk̄j = Rk̄j
α
α, hence substituting (7.107) yields

∂tRk̄j = −∇k̄∇j
{

1

2‖Ω‖

(
−R− α′‖Ω‖3ρ̃pq̄Rq̄p +

α′

2
σ2(iRicω) + 2|T |2 + 2‖Ω‖2ν

)}
. (7.164)
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Expanding out terms gives

∂tRk̄j =
1

2‖Ω‖

{
∇k̄∇jR+ α′‖Ω‖3ρ̃pq̄∇k̄∇jRq̄p −∇k̄∇j

α′

2
σ2(iRicω)− 2∇k̄∇j |T |2

+α′∇k̄(‖Ω‖3ρ̃pq̄)∇jRq̄p + α′∇j(‖Ω‖3ρ̃pq̄)∇k̄Rq̄p

+α′∇k̄∇j(‖Ω‖3ρ̃pq̄)Rq̄p −∇k̄∇j2‖Ω‖2ν
}

−∇j‖Ω‖
2‖Ω‖2

∇k̄
{
R+ α′(‖Ω‖3ρ̃pq̄Rq̄p)−

α′

2
σ2(iRicω)− 2|T |2 − 2‖Ω‖2ν

}
−∇k̄‖Ω‖

2‖Ω‖2
∇j
{
R+ α′(‖Ω‖3ρ̃pq̄Rq̄p)−

α′

2
σ2(iRicω)− 2|T |2 − 2‖Ω‖2ν

}
+

{
−∇k̄∇j‖Ω‖

2‖Ω‖2
+

2∇k̄‖Ω‖∇j‖Ω‖
2‖Ω‖3

}{
R+ α′‖Ω‖3ρ̃pq̄Rq̄p

−α
′

2
σ2(iRicω)− 2|T |2 − 2‖Ω‖2ν

}
. (7.165)

Using ∇j‖Ω‖ = ‖Ω‖Tj ,

∂tRk̄j =
1

2‖Ω‖

{
∇k̄∇jR+ α′‖Ω‖3ρ̃pq̄∇k̄∇jRq̄p −∇k̄∇j

α′

2
σ2(iRicω)

−2∇k̄∇j |T |2 + α′∇k̄(‖Ω‖3ρ̃pq̄)∇jRq̄p + α′∇j(‖Ω‖3ρ̃pq̄)∇k̄Rq̄p

+α′∇k̄∇j(‖Ω‖3ρ̃pq̄)Rq̄p − 2∇k̄∇j
{
‖Ω‖2ν

}
− Tj∇k̄R

−α′Tj∇k̄(‖Ω‖3ρ̃pq̄Rq̄p) + 2Tj∇k̄|T |2 +
α′

2
Tj∇k̄ (σ2(iRicω)) + 2Tj∇k̄

{
‖Ω‖2ν

}
−Tk̄∇jR− α′Tk̄∇j(‖Ω‖3ρ̃pq̄Rq̄p) + 2Tk̄∇j |T |2 +

α′

2
Tk̄∇j (σ2(iRicω))

+2Tk̄∇j
{
‖Ω‖2ν

}
+RTjTk̄ + α′TjTk̄(‖Ω‖3ρ̃pq̄Rq̄p)− 2|T |2TjTk̄

−α
′

2
σ2(iRicω)TjTk̄ − 2TjTk̄

{
‖Ω‖2ν

}
−R∇k̄Tj − α′∇k̄Tj(‖Ω‖3ρ̃pq̄Rq̄p)

+2|T |2∇k̄Tj +
α′

2
σ2(iRicω)∇k̄Tj + 2∇k̄Tj

{
‖Ω‖2ν

}}
. (7.166)

We now study the highest order terms, namely

∇k̄∇jRq̄p = −2∇k̄∇j∇p∇q̄u. (7.167)

We will use the following commutation formula for covariant derivatives in Hermitian geometry

∇k̄∇j∇p∇q̄u = ∇p∇q̄∇j∇k̄u+ T λpj∇q̄∇λ∇k̄u+ T̄ λ̄q̄k̄∇p∇j∇λ̄u

+Rk̄j
λ
puq̄λ −Rq̄pk̄λ̄uλ̄j + T̄ λ̄q̄k̄T

γ
pjuλ̄γ . (7.168)

150



CHAPTER 7. ANOMALY FLOW WITH FU-YAU ANSATZ

Using Rq̄p = −2uq̄p, we obtain

∇k̄∇jRq̄p = ∇p∇q̄Rk̄j + T λpj∇q̄Rk̄λ + T̄ λ̄q̄k̄∇pRλ̄j

+Rk̄j
λ
pRq̄λ −Rq̄pk̄λ̄Rλ̄j + T̄ λ̄q̄k̄T

γ
pjRλ̄γ . (7.169)

Hence

∇k̄∇jR = gpq̄∇p∇q̄Rk̄j + gpq̄T λpj∇q̄Rk̄λ + gpq̄T̄ λ̄q̄k̄∇pRλ̄j

+Rk̄j
pq̄Rq̄p −Rppk̄λ̄Rλ̄j + gpq̄T̄ λ̄q̄k̄T

γ
pjRλ̄γ . (7.170)

Differentiating σpq̄2 (7.117) leads to the following definition

σpq̄,rs̄2 = gpq̄grs̄ − gps̄grq̄. (7.171)

With this notation, we now differentiate σ2(iRicω) twice.

∇k̄∇jσ2(iRicω) = ∇k̄(σ
pq̄
2 ∇jRq̄p)

= σpq̄2 ∇k̄∇jRq̄p + σpq̄,rs̄2 ∇k̄Rs̄r∇jRq̄p

= σpq̄2 ∇p∇q̄Rk̄j + σpq̄,rs̄2 ∇k̄Rs̄r∇jRq̄p + σpq̄2 T
λ
pj∇q̄Rk̄λ

+σpq̄2 T̄
λ̄
q̄k̄∇pRλ̄j + σpq̄2 Rk̄j

λ
pRq̄λ − σpq̄2 Rq̄pk̄

λ̄Rλ̄j

+σpq̄2 T̄
λ̄
q̄k̄T

γ
pjRλ̄γ . (7.172)

By (7.170) and (7.172), and proceeding similarly for the ρ term, we obtain

∇k̄∇jR+ α′‖Ω‖3ρ̃pq̄∇k̄∇jRq̄p −
α′

2
∇k̄∇jσ2(iRicω)

= F pq̄∇p∇q̄Rk̄j −
α′

2
σpq̄,rs̄2 ∇k̄Rs̄r∇jRq̄p + F pq̄T λpj∇q̄Rk̄λ + F pq̄T̄ λ̄q̄k̄∇pRλ̄j

+F pq̄Rk̄j
λ
pRq̄λ − F pq̄Rq̄pk̄λ̄Rλ̄j + F pq̄T̄ λ̄q̄k̄T

γ
pjRλ̄γ , (7.173)

where the definition of F pq̄ was given in (7.118).

Using (7.16), we may convert derivatives of torsion ∇T into curvature terms, but terms ∇T are

of different type and must be treated separately. For example

−2∇k̄∇j |T |2 = −2gpq̄∇k̄∇jTpT̄q̄ − 2gpq̄∇jTp∇k̄T̄q̄ −
1

2
gpq̄Rk̄pRq̄j − gpq̄Tp∇k̄Rq̄j

= −gpq̄∇jRk̄pT̄q̄ − 2gpq̄Rk̄j
λ
pTλT̄q̄ − 2gpq̄∇jTp∇k̄T̄q̄

−1

2
gpq̄Rk̄pRq̄j − gpq̄Tp∇k̄Rq̄j . (7.174)
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Substituting (7.173) and (7.174) into (7.166),

∂tRk̄j =
1

2‖Ω‖

{
F pq̄∇p∇q̄Rk̄j −

α′

2
σpq̄,rs̄2 ∇k̄Rs̄r∇jRq̄p

+2α′‖Ω‖3ρ̃pq̄∇jTp∇k̄T̄q̄ − 2gpq̄∇jTp∇k̄T̄q̄ + Yk̄j

}
. (7.175)

where Yk̄j contains various combinations of torsion and curvature terms, but is linear in first

derivatives of curvature and torsion and does not contain higher order derivatives of curvature and

torsion. Explicitly,

Yk̄j = F pq̄T λpj∇q̄Rk̄λ + F pq̄T̄ λ̄q̄k̄∇pRλ̄j + F pq̄Rk̄j
λ
pRq̄λ − F pq̄Rq̄pk̄λ̄Rλ̄j

+F pq̄T̄ λ̄q̄k̄T
γ
pjRλ̄γ − gpq̄∇jRk̄pT̄q̄ − 2gpq̄Rk̄j

λ
pTλT̄q̄ −

1

2
gpq̄Rk̄pRq̄j

−gpq̄Tp∇k̄Rq̄j + α′∇k̄(‖Ω‖3ρ̃pq̄)∇jRq̄p + α′∇j(‖Ω‖3ρ̃pq̄)∇k̄Rq̄p

+α′(∇k̄∇j‖Ω‖3ρ̃pq̄)Rq̄p − TjF pq̄∇k̄Rq̄p − α′Tj∇k̄(‖Ω‖3ρ̃pq̄)Rq̄p + gpq̄TjRk̄pT̄q̄

+2gpq̄TjTp∇k̄T̄q̄ − 2

{
− α′∇k̄∇j(‖Ω‖3ψρ)−

α′

2
Re{‖Ω‖3biρ∇jRk̄i}

−α′Re{‖Ω‖3biρRk̄jλiTλ} − α′Re{∇k̄(‖Ω‖3biρ)∇jTi}

−α′Re{∇j(‖Ω‖3biρ)∇k̄Ti} − α′Re{∇k̄∇j(‖Ω‖3biρ)Ti}+∇k̄∇j(‖Ω‖2µ̃)

}
+

{
2α′(∇k̄∇j‖Ω‖3ρ̃pq̄)TpT̄q̄ + 2α′∇k̄(‖Ω‖3ρ̃pq̄)∇j(TpT̄q̄)

+2α′∇j(‖Ω‖3ρ̃pq̄)∇k̄(TpT̄q̄) + α′‖Ω‖3ρ̃pq̄∇jRk̄pT̄q̄ + 2α′‖Ω‖3ρ̃pq̄Rk̄jλpTλT̄q̄

+α′‖Ω‖3ρ̃pq̄Tp∇k̄Rq̄j +
α′

2
‖Ω‖3ρ̃pq̄Rk̄pRq̄j

}
+2Tj∇k̄

{
− α′‖Ω‖3ψρ − α′‖Ω‖3Re{biρTi} − α′‖Ω‖3ρ̃pq̄TpT̄q̄ + ‖Ω‖2µ̃

}
−Tk̄F pq̄∇jRq̄p − α′Tk̄∇j(‖Ω‖3ρ̃pq̄)Rq̄p + 2gpq̄Tk̄∇jTpT̄q̄ + gpq̄Tk̄TpRq̄j

+2Tk̄∇j
{
− α′‖Ω‖3ψρ − α′‖Ω‖3Re{biρTi} − α′‖Ω‖3ρ̃pq̄TpT̄q̄ + ‖Ω‖2µ̃

}
+RTjTk̄ + α′TjTk̄(‖Ω‖3ρ̃pq̄Rq̄p)− 2|T |2TjTk̄ −

α′

2
σ2(iRicω)TjTk̄

−2TjTk̄

{
− α′‖Ω‖3ψρ − α′‖Ω‖3Re{biρTi} − α′‖Ω‖3ρ̃pq̄TpT̄q̄ + ‖Ω‖2µ̃

}
−1

2
RRk̄j −

α′

2
Rk̄j(‖Ω‖3ρ̃pq̄Rq̄p) + |T |2Rk̄j +

α′

4
σ2(iRicω)Rk̄j

+Rk̄j

{
− α′‖Ω‖3ψρ − α′‖Ω‖3Re{biρTi} − α′‖Ω‖3ρ̃pq̄TpT̄q̄ + ‖Ω‖2µ̃

}
. (7.176)

The terms in brackets indicate terms which come from substituting the definition of ν (7.108).
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7.4.0.2 Evolving the norm of the curvature

We will compute

∂t|Ricω|2 = ∂t{gk
¯̀
gij̄R¯̀iRk̄j}. (7.177)

We have

∂tg
ij̄ = −giλ̄gγj̄∂tgλ̄γ

=
1

2‖Ω‖

(
R

2
+
α′

2
‖Ω‖3ρ̃pq̄Rq̄p −

α′

4
σ2(iRicω)− |T |2 − ‖Ω‖2 ν

)
gij̄ . (7.178)

Hence

∂t|Ricω|2 = 2Re〈∂tRicω,Ricω〉

+
|Ricω|2

2‖Ω‖

(
R+ α′‖Ω‖3ρ̃pq̄Rq̄p −

α′

2
σ2(iRicω)− 2|T |2 − 2‖Ω‖2 ν

)
. (7.179)

Next,

F pq̄∇p∇q̄|Ricω|2 = gk
¯̀
gij̄F pq̄∇p∇q̄R¯̀iRj̄k + gk

¯̀
gij̄R¯̀iF

pq̄∇p∇q̄Rj̄k

+|∇Ricω|2Fgg + |∇Ricω|2Fgg

= gk
¯̀
gij̄F pq̄∇p∇q̄R¯̀iRk̄j + gk

¯̀
gij̄R¯̀iF

qp̄∇q∇p̄Rk̄j

−gk ¯̀
gij̄R¯̀iF

pq̄Rq̄p
λ
kRj̄λ + gk

¯̀
gij̄R¯̀iF

pq̄Rq̄pj̄
λ̄Rλ̄k

+|∇Ricω|2Fgg + |∇Ricω|2Fgg. (7.180)

We have shown

∆F |Ricω|2 = 2Re〈∆FRicω,Ricω〉+ |∇Ricω|2Fgg + |∇Ricω|2Fgg

−gk ¯̀
gij̄R¯̀iF

pq̄Rq̄p
λ
kRj̄λ + gk

¯̀
gij̄R¯̀iF

pq̄Rq̄pj̄
λ̄Rλ̄k. (7.181)
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Substituting (7.175) into (7.179) gives

∂t|Ricω|2 =
1

2‖Ω‖

{
∆F |Ricω|2 − |∇Ricω|2Fgg − |∇Ricω|2Fgg (7.182)

−α′Re{gj ¯̀
gmk̄σpq̄,rs̄2 R¯̀m∇k̄Rs̄r∇jRq̄p}

+4α′Re{gj ¯̀
gmk̄R¯̀m‖Ω‖3ρ̃pq̄∇jTp∇k̄T̄q̄}

−4Re{gj ¯̀
gmk̄R¯̀mg

pq̄∇jTp∇k̄T̄q̄}+ 2Re{gj ¯̀
gmk̄R¯̀mYk̄j}

+gk
¯̀
gij̄R¯̀iF

pq̄Rq̄p
λ
kRj̄λ − gk

¯̀
gij̄R¯̀iF

pq̄Rq̄pj̄
λ̄Rλ̄k + |Ricω|2R

+α′‖Ω‖3ρ̃pq̄Rq̄p|Ricω|2 − 2|T |2|Ricω|2 −
α′

2
σ2(iRicω)|Ricω|2

−2‖Ω‖2|Ricω|2 ν
}
.

7.4.0.3 Estimating Ricci curvature

Lemma 12. Let 0 < δ, ε < 1
2 be such that −1

4g
pq̄ < α′δ2‖Ω‖ρ̃pq̄ < 1

4g
pq̄, and

‖Ω‖2 ≤ δ, |T |2 ≤ δ, |α′Ricω| ≤ ε, (7.183)

at a point (p, t0). Let Λ > 1 be any constant. Then at (p, t0) there holds

∂t(|α′Ricω|2 + Λ|T |2)

≤ 1

2‖Ω‖

{
∆F (|α′Ricω|2 + Λ|T |2)−

(
1

2
− 2ε

)
|α′∇Ricω|2

−
(

Λ

4
− (5 + Cδ2)ε|α′|−1

)
|∇T |2 − Λ

8
|Ricω|2 + C(1 + Λ)εδ + Cε2 + CΛδ

}
, (7.184)

for some constant C only depending on µ, ρ, α′, and the background manifold (X, ø̂).

Proof: Since ε and δ are assumed to be small, we have

F pq̄ = gpq̄ + α′‖Ω‖3ρ̃pq̄ − α′

2
σpq̄2 ,

1

2
gpq̄ < F pq̄ <

3

2
gpq̄. (7.185)

We note the following estimate

− α′Re{gj ¯̀
gmk̄σpq̄,rs̄2 R¯̀m∇k̄Rs̄r∇jRq̄p} ≤ |α′Ricω| |∇Ricω|2. (7.186)

We will estimate and group terms in (7.182) and (7.176). We will convert F pq̄ into the metric gpq̄,

and handle ρ̃pq̄ and bi as in (7.154). We will also use that the norm of the full torsion T (ø) = i∂ø
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is 2|T |2, ∇i‖Ω‖ = ‖Ω‖Ti, ∇k̄∇i‖Ω‖ = ‖Ω‖TiT̄k̄ + 2−1‖Ω‖Rk̄j , and ‖Ω‖ ≤ 1.

∂t|Ricω|2 ≤ 1

2‖Ω‖

{
∆F |Ricω|2 −

1

2
|∇Ricω|2 −

1

2
|∇Ricω|2 (7.187)

+|α′Ricω||∇Ricω|2 + (4 + C‖Ω‖2)|Ricω||∇T |2
}

+
C

2‖Ω‖

{
|T ||Ricω||∇Ricω|+ ‖Ω‖2(1 + |T |)|Ricω||∇Ricω|

+(|Ricω|+ |Ricω|2)|T |2|∇T |+ |Rm||Ricω|2 + |Rm||Ricω||T |2

+|Ricω|2|T |2 + |Ricω||T |4 + |Ricω|3(|T |+ 1)2 + |Ricω|4

+‖Ω‖2|Ricω|(|T |+ 1)4(|Ricω|+ |Rm|+ |∇T |+ 1)

}
.

First, we estimate

C(|Ricω|+ |Ricω|2)|T |2|∇T | ≤ |Ricω||∇T |2 +
C2

2
|Ricω|(1 + |Ricω|)2|T |4. (7.188)

C|T ||Ricω||∇Ricω| ≤
1

2
|α′Ricω||∇Ricω|2 +

C2

2|α′|
|Ricω||T |2, (7.189)

We may estimate, using |T | ≤ 1,

C‖Ω‖2|Ricω| (|T |+ 1)4|∇T | ≤ ‖Ω‖2 |Ricω||∇T |2 +
C2

4
(2)8‖Ω‖2|Ricω|, (7.190)

C‖Ω‖2(1 + |T |)|Ricω||∇Ricω| ≤
1

2
|α′Ricω||∇Ricω|2 +

1

2|α′|
(2C‖Ω‖2)2|Ricω|. (7.191)

Recall that

Rk̄j
α
β = R̂k̄j

α
β +

1

2
Rk̄j . (7.192)

Hence, using ‖Ω‖ ≤ 1, |T | ≤ 1 and |α′Ricω| ≤ 1 on lower order terms, from (7.187) and the above

estimates, we get

∂t|Ricω|2 ≤ 1

2‖Ω‖

{
∆F |Ricω|2 −

(
1

2
− 2|α′Ricω|

)
|∇Ricω|2 + (5 + C‖Ω‖2)|Ricω||∇T |2

}
+

C

2‖Ω‖

{
|Ricω||T |2 + |Ricω|2 + ‖Ω‖2|Ricω|

}
. (7.193)

In terms of 0 < ε, δ < 1, we have

∂t |α′Ricω|2 ≤ 1

2‖Ω‖

{
∆F |α′Ricω|2 −

(
1

2
− 2ε

)
|α′∇Ricω|2

+(5 + Cδ2)ε|α′|−1|∇T |2 + Cδ ε+ Cε2

}
. (7.194)
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Using the evolution of the torsion (7.127)

∂t|T |2 =
1

2‖Ω‖

{
∆F |T |2 − |∇T |2Fg −

1

4
|Ricω|2Fg − 2Re{gij̄gpq̄∇iTpT̄q̄T̄j̄}

−Re{gij̄gpq̄TpRq̄iT̄j̄} −
1

2
R|T |2 +

α′

4
σ2(iRicω)|T |2

+Re{F pq̄gij̄T λpiRq̄λT̄j̄} − F pq̄gij̄Ti(R̂q̄pj̄ λ̄ +Rq̄pδ
λ̄
j )Tλ̄ + |T |4

+
α′

2
‖Ω‖3ρ̃pq̄Rq̄p|T |2 − |T |2‖Ω‖2 ν + 2Re〈E, T 〉

}
. (7.195)

Estimating by replacing F pq̄ by the evolving metric gpq̄,

∂t|T |2 ≤ 1

2‖Ω‖

{
∆F |T |2 −

1

2
|∇T |2 − 1

8
|Ricω|2 + 2|∇T ||T |2 + C|Ricω||T |2

+|R||T |2 +
|α′|
4
|Ricω|2|T |2 + ‖Ω‖|R̂m|ĝ|T |2 + |T |4

+C‖Ω‖2(|T |4 + |T |3 + |T |2 + |T |)(1 + |Ricω|+ |∇T |)
}
. (7.196)

Estimate

2|∇T ||T |2 ≤ 1

8
|∇T |2 + 8|T |4, (7.197)

and

C‖Ω‖2(|T |4 + |T |3 + |T |2 + |T |)|∇T | ≤ 1

8
|∇T |2 + 2C2‖Ω‖4(4)2. (7.198)

Using 0 < δ, ε < 1,

∂t |T |2 ≤ 1

2‖Ω‖

{
∆F |T |2 −

1

4
|∇T |2 − 1

8
|Ricω|2 + Cεδ + Cδ

}
. (7.199)

Combining (7.194) and (7.199), we obtain the desired estimate.

Theorem 25. Start the flow with a constant function u0 = logM . There exists M0 � 1 such that

for every M ≥M0, if

‖Ω‖2 ≤ C2
2

M2
, |T |2 ≤ C3

M
, (7.200)

along the flow, then

|α′Ricω| ≤
C5

M1/2
, (7.201)

where C5 only depends on (X, ω̂), ρ, µ̃ and α′. Here, C2 and C3 are the constants given in Theorems

23 and 24 respectively.
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Proof: Denote

ε =
1

M1/2
, δ =

C3

M
. (7.202)

Let C4 denote the largest of the constants C on the right-hand side of (7.184). For M0 large

enough, we can simultaneously satisfy the hypothesis of Lemma 12, and the inequalities 2ε < 1
2

and (5 + C4δ
2)ε ≤ 1. We will study the evolution equation of

|α′Ricω|2 + Λ|T |2, (7.203)

where Λ is a constant given by

Λ = max{ 4|α′|−1, 8|α′|2(C4 + 1) }. (7.204)

With this choice of Λ and M0, we have(
1

2
− 2ε

)
≥ 0,

(
Λ

4
− (5 + C4δ

2)ε|α′|−1

)
≥ 0. (7.205)

At t = 0, u0 = logM and it follows that

α′2|Ricω|2 + Λ|T |2 = 0. (7.206)

Suppose that along the flow, we reach

α′2|Ricω|2 + Λ|T |2 = (2ΛC3 + 1)ε2, (7.207)

at some point p ∈ X at a first time t0 > 0. By Lemma 12,

∂t(|α′Ricω|2 + Λ|T |2) ≤ 1

2‖Ω‖

{
− Λ

8
|Ricω|2 + C4(1 + Λ)εδ + C4ε

2 + C4Λδ

}
. (7.208)

At (p, t0), we have

|α′Ricω|2 = (2ΛC3 + 1)ε2 − Λ|T |2 ≥ (2ΛC3 + 1)ε2 − Λδ. (7.209)

Thus

∂t(|α′Ricω|2 + Λ|T |2) ≤ 1

2‖Ω‖

{
− Λ

8|α′|2
ε2 + C4ε

2 − Λ2

8|α′|2
(2C3ε

2 − δ) + C4Λδ + C4(1 + Λ)εδ

}
.

After substituting the definition of ε and δ, we obtain

∂t(|α′Ricω|2 + Λ|T |2) ≤ 1

2‖Ω‖

{
−
(

Λ

8|α′|2
− C4

)
1

M
−
(

Λ

8|α′|2
− C4

)
C3Λ

M

+C3C4(1 + Λ)
1

M1/2

1

M

}
. (7.210)
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By our choice of Λ (7.204), for M0 � 1 depending only on (X, ø̂), α′, µ, ρ, for all M ≥M0 we have

at (p, t0)

∂t(|α′Ricω|2 + Λ|T |2) ≤ 0. (7.211)

Hence along the flow, there holds

|α′Ricω|2 + Λ|T |2 ≤ (2ΛC3 + 1)ε2. (7.212)

It follows that

|α′Ricω| ≤ (2ΛC3 + 1)1/2ε (7.213)

is preserved along the flow.

7.5 Higher order estimates

7.5.0.1 The evolution of derivatives of torsion

7.5.0.2 Covariant derivative of torsion

Since ∇k̄Tj = 1
2Rk̄j , we only need to look at ∇kTj . We will compute

∂t∇iTj = ∇i∂tTj − ∂tΓλijTλ. (7.214)

First, using the standard formula for the evolution of the Christoffel symbols and (7.1), we compute

∂tΓ
λ
ij = gλµ̄∇i∂tgµ̄j

= ∇i
{

1

2‖Ω‖

(
− R

2
− α′

2
‖Ω‖3ρ̃pq̄Rq̄p + |T |2 +

α′

4
σ2(iRicω) + α′‖Ω‖2 ν

)}
δλj

=
1

2‖Ω‖

{
− 1

2
∇iR−

α′

2
‖Ω‖3ρ̃pq̄∇iRq̄p +

α′

4
σpq̄2 ∇iRq̄p + gpq̄∇iTpT̄q̄

+
1

2
gpq̄TpRq̄i +

R

2
Ti − |T |2Ti −

α′

4
σ2(iRicω)Ti − Ei

}
δλj . (7.215)
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We recall that the definition of Ei is given in (7.112). Using (7.119)

∂t∇iTj =
1

2‖Ω‖
∇i
{
F pq̄∇p∇q̄Tj −∇j |T |2 −

1

2
TjR+

α′

4
Tjσ2(iRicω) +

1

2
F pq̄T λpjRq̄λ

+Tj |T |2 + Ej

}
+∇i

{
1

2‖Ω‖

}{
F pq̄∇p∇q̄Tj − gpq̄∇jTpT̄q̄ −

1

2
gpq̄TpRq̄j

−1

2
TjR+

α′

4
Tjσ2(iRicω) +

1

2
F pq̄T λpjRq̄λ + Tj |T |2 + Ej

}
− 1

2‖Ω‖

{
− F pq̄∇p∇q̄Ti + gpq̄∇iTpT̄q̄ +

1

2
gpq̄TpRq̄i

+
R

2
Ti − |T |2Ti −

α′

4
σ2(iRicω)Ti − Ei

}
Tj . (7.216)

First, we may rewrite

F pq̄∇p∇q̄Tj =
1

2
F pq̄∇pRq̄j . (7.217)

Next,

∇i{F pq̄∇p∇q̄Tj} = F pq̄∇i∇p∇q̄Tj +∇i
(
α′‖Ω‖3ρ̃pq̄ − α′

2
σpq̄2

)
∇p∇q̄Tj

= F pq̄∇p∇i∇q̄Tj + F pq̄T λpi∇λ∇q̄Tj + α′∇i(‖Ω‖3ρ̃pq̄)∇p∇q̄Tj

−α
′

2
σpq̄,rs̄2 ∇iRs̄r∇p∇q̄Tj

= F pq̄∇p∇q̄∇iTj − F pq̄∇p(Rq̄iλjTλ) + F pq̄T λpi∇λRq̄j

+
α′

2
∇i(‖Ω‖3ρ̃pq̄)∇pRq̄j −

α′

4
σpq̄,rs̄2 ∇iRs̄r∇pRq̄j . (7.218)

We also compute

∇i∇j |T |2 = gpq̄∇i∇jTpT̄q̄ + gpq̄∇jTp∇iT̄q̄ + gpq̄∇iTp∇j T̄q̄ + gpq̄Tp∇i∇j T̄q̄

= gpq̄∇i∇jTpT̄q̄ +
1

2
gpq̄∇jTpRq̄i +

1

2
gpq̄∇iTpRq̄j +

1

2
gpq̄Tp∇iRq̄j . (7.219)

We introduce the notation E , which denotes any combination of terms involving only Rm, T , g,

‖Ω‖, α′, ρ and µ, as well as any derivatives of ρ and µ. Note that F pq̄ is an element of E . The

notation ∗ refers to a contraction using the evolving metric g. The notation DE denotes any term

which is a covariant derivative of a term in E . For example, the group DE contains terms involving

∇T , ∇̄T̄ , and ∇Ricω. Substituting (7.217), (7.218), (7.219) gives

∂t∇iTj =
1

2‖Ω‖

{
∆F∇iTj −

α′

4
σpq̄,rs̄2 ∇iRs̄r∇pRq̄j +∇∇T ∗ E +DE ∗ E + E

}
. (7.220)

Here we also used that ∇iEj = ∇∇T ∗ E +DE ∗ E + E which can be verified from the definition of

Ej given in (7.112)
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7.5.0.3 Norm of covariant derivative of torsion

We will compute

∂t|∇T |2 = ∂t{gij̄gk
¯̀∇iTk∇j̄ T̄¯̀}. (7.221)

As in (7.124), we have

∂t|∇T |2 = 2Re〈∂t∇T,∇T 〉

+2
|∇T |2

2‖Ω‖

(
R

2
+
α′

2
‖Ω‖3ρ̃pq̄Rq̄p −

α′

4
σ2(iRicω)− |T |2 − ‖Ω‖2 ν

)
. (7.222)

Next,

∆F |∇T |2 = F pq̄gij̄gk
¯̀∇p∇q̄∇iTk∇j̄ T̄¯̀ + gij̄gk

¯̀∇iTkF qp̄∇p̄∇q∇jT`

+F pq̄gij̄gk
¯̀∇p∇iTk∇q̄∇j̄ T̄¯̀ + F pq̄gij̄gk

¯̀∇q̄∇iTk∇p∇j̄ T̄¯̀

= 2Re〈∆F∇T,∇T 〉+ gij̄gk
¯̀∇iTkF pq̄Rq̄pj̄ λ̄∇λ̄T̄¯̀

+gij̄gk
¯̀∇iTkF pq̄Rq̄p¯̀

λ̄∇j̄Tλ̄ + |∇∇T |2Fgg + F pq̄gij̄gk
¯̀∇q̄∇iTk∇p∇j̄ T̄¯̀.

The last term can be written as a norm of ∇Ricω plus commutator terms. Explicitly,

F pq̄gij̄gk
¯̀∇q̄∇iTk∇p∇j̄ T̄¯̀ = F pq̄gij̄gk

¯̀∇i∇q̄Tk∇p̄∇jT` + F pq̄gij̄gk
¯̀
Rq̄i

λ
kTλ∇p∇j̄ T̄¯̀

= F pq̄gij̄gk
¯̀∇i∇q̄Tk∇j∇p̄T` + F pq̄gij̄gk

¯̀∇i∇q̄TkRj̄p¯̀
λ̄Tλ̄

+F pq̄gij̄gk
¯̀
Rq̄i

λ
kTλ∇j̄∇pT̄¯̀ + F pq̄gij̄gk

¯̀
Rq̄i

λ
kTλRj̄p¯̀

λ̄T̄λ̄

=
1

4
F pq̄gij̄gk

¯̀∇iRq̄k∇jRp̄` +
1

2
F pq̄gij̄gk

¯̀∇iRq̄kRj̄p¯̀
λ̄Tλ̄

+
1

2
F pq̄gij̄gk

¯̀
Rq̄i

λ
kTλ∇j̄R¯̀p + F pq̄gij̄gk

¯̀
Rq̄i

λ
kTλRj̄p¯̀

λ̄T̄λ̄.

(7.223)

Hence

∆F |∇T |2 = 2Re〈∆F∇T,∇T 〉+ |∇∇T |2Fgg +
1

4
|∇Ricω|2Fgg

+gij̄gk
¯̀∇iTkF pq̄Rq̄pj̄ λ̄∇λ̄T̄¯̀ + gij̄gk

¯̀∇iTkF pq̄Rq̄p¯̀
λ̄∇j̄Tλ̄

+
1

2
F pq̄gij̄gk

¯̀∇iRq̄kRj̄p¯̀
λ̄Tλ̄ +

1

2
F pq̄gij̄gk

¯̀
Rq̄i

λ
kTλ∇j̄R¯̀p

+F pq̄gij̄gk
¯̀
Rq̄i

λ
kTλRj̄p¯̀

λ̄T̄λ̄. (7.224)
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Therefore, by (7.220), (7.222) and (7.224),

∂t|∇T |2 =
1

2‖Ω‖

{
∆F |∇T |2 − |∇∇T |2Fgg −

1

4
|∇Ricω|2Fgg

−α
′

2
Re{gij̄gk ¯̀

σpq̄,rs̄2 ∇iRs̄r∇pRq̄k∇j̄ T̄¯̀}+∇∇T ∗ ∇T ∗ E

+DE ∗DE ∗ E +DE ∗ E + E
}
. (7.225)

7.5.0.4 The evolution of derivatives of curvature

7.5.0.5 Derivative of Ricci curvature

We will compute

∂t∇iRk̄j = ∇i∂tRk̄j − ∂tΓλijRk̄λ. (7.226)

Using (7.175) and (7.215), we obtain

∂t∇iRk̄j =
1

2‖Ω‖

{
∇i(F pq̄∇p∇q̄Rk̄j)−

α′

2
∇i(σpq̄,rs̄2 ∇k̄Rs̄r∇jRq̄p)

+(2gpq̄ + 2α′‖Ω‖3ρ̃pq̄) ∗ ∇∇T ∗ ∇T +DDE ∗ E

+DE ∗DE ∗ E +DE ∗ E + E
}
. (7.227)

Here, we used that ∇∇̄T̄ = ∇̄Ricω +Rm ∗ T̄ . Compute

∇i(F pq̄∇p∇q̄Rk̄j) = F pq̄∇i∇p∇q̄Rk̄j + α′∇i(‖Ω‖3ρ̃pq̄)∇p∇q̄Rk̄j −
α′

2
∇i(σpq̄2 )∇p∇q̄Rk̄j

= F pq̄∇p∇i∇q̄Rk̄j + F pq̄T λpi∇λ∇q̄Rk̄j

+α′∇i(‖Ω‖3ρ̃pq̄)∇p∇q̄Rk̄j −
α′

2
σpq̄,rs̄2 ∇iRs̄r∇p∇q̄Rk̄j

= F pq̄∇p∇q̄∇iRk̄j + F pq̄∇p(Rq̄ik̄λ̄Rλ̄j −Rq̄iλjRk̄λ)

+F pq̄T λpi∇λ∇q̄Rk̄j + α′∇i(‖Ω‖3ρ̃pq̄)∇p∇q̄Rk̄j

−α
′

2
σpq̄,rs̄2 ∇iRs̄r∇p∇q̄Rk̄j . (7.228)

Hence, using that ∇iσpq̄,rs̄2 = 0 (7.171), we obtain

∂t∇iRk̄j =
1

2‖Ω‖

{
∆F∇iRk̄j −

α′

2
σpq̄,rs̄2 ∇i∇k̄Rs̄r∇jRq̄p

−α
′

2
σpq̄,rs̄2 ∇k̄Rs̄r∇i∇jRq̄p −

α′

2
σpq̄,rs̄2 ∇iRs̄r∇p∇q̄Rk̄j

+(2gpq̄ + 2α′‖Ω‖3ρ̃pq̄) ∗ ∇∇T ∗ ∇T

+DDE ∗ E +DE ∗DE ∗ E +DE ∗ E + E
}
. (7.229)
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7.5.0.6 Norm of derivative of Ricci curvature

We will compute

∂t|∇Ricω|2 = ∂t{giāgbk̄gjc̄∇iRk̄j∇aRb̄c}. (7.230)

As in (7.124), we have

∂t|∇Ricω|2 = 2Re〈∂t∇Ricω,∇Ricω〉

+3|∇Ricω|2
1

2‖Ω‖

(
R

2
+
α′

2
‖Ω‖3ρ̃pq̄Rq̄p −

α′

4
σ2(iRicω)− |T |2 − ‖Ω‖2 ν

)
.

Next, compute

∆F |∇Ricω|2 = F pq̄gij̄gk
¯̀
gmn̄∇p∇q̄∇iRn̄k∇jRm̄` + gij̄gk

¯̀
gmn̄∇iRn̄kF qp̄∇p̄∇q∇jRm̄`

+|∇∇Ricω|2Fggg + |∇∇Ricω|2Fggg

= 2Re〈∆F∇Ricω,∇Ricω〉+ |∇∇Ricω|2Fggg + |∇∇Ricω|2Fggg

+F pq̄gij̄gk
¯̀
gmn̄∇iRn̄kRq̄pj̄ λ̄∇λ̄R¯̀m + F pq̄gij̄gk

¯̀
gmn̄∇iRn̄kRq̄p¯̀

λ̄∇j̄Rλ̄m

−F pq̄gij̄gk ¯̀
gmn̄∇iRn̄kRq̄pλm∇j̄R¯̀λ. (7.231)

Commuting covariant derivatives

|∇∇Ricω|2Fggg = |∇∇Ricω|2Fggg +∇∇E ∗ E + E . (7.232)

Hence

∂t|∇Ricω|2 =
1

2‖Ω‖

{
∆F |∇Ricω|2 − |∇∇Ricω|2Fggg − |∇∇Ricω|2Fggg

}
+

1

2‖Ω‖
2Re

{
− α′

2
giāgbk̄gjc̄σpq̄,rs̄2 ∇i∇k̄Rs̄r∇jRq̄p∇aRb̄c

−α
′

2
giāgbk̄gjc̄σpq̄,rs̄2 ∇k̄Rs̄r∇i∇jRq̄p∇aRb̄c

−α
′

2
giāgbk̄gjc̄σpq̄,rs̄2 ∇iRs̄r∇p∇q̄Rk̄j∇aRb̄c

+(2gpq̄ + 2α′‖Ω‖3ρ̃pq̄) ∗ ∇∇T ∗ ∇T ∗ ∇Ricω

}
+DDE ∗DE ∗ E +DDE ∗ E +DE ∗DE ∗DE ∗ E

+DE ∗DE ∗ E +DE ∗ E . (7.233)
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Lemma 13. Suppose |α′Ricω| ≤ 1
4 and −1

8g
pq̄ < α′‖Ω‖3ρ̃pq̄ < 1

8g
pq̄. Then

∂t|∇Ricω|2 ≤ 1

2‖Ω‖

{
∆F |∇Ricω|2 −

1

2
|∇∇Ricω|2 −

1

2
|∇∇Ricω|2

}
+

1

2‖Ω‖

{
9α′2|∇Ricω|4 + 5|∇∇T ||∇T ||∇Ricω|

+DDE ∗DE ∗ E + (DE + E)3

}
. (7.234)

Proof: By assumption, we may use

|∇∇Ricω|2Fggg + |∇∇Ricω|2Fggg ≥
3

4
(|∇∇Ricω|2 + |∇∇Ricω|2). (7.235)

In coordinates where the evolving metric g is the identity, we have σpq̄,rs̄2 = ±1. Using 2ab ≤ a2 +b2,

estimate (7.234) follows from (7.233).

7.5.0.7 Higher order estimates

Theorem 26. There exists 0 < δ1, δ2 with the following property. Suppose

− 1

8
gpq̄ < α′‖Ω‖3ρ̃pq̄ < 1

8
gpq̄, ‖Ω‖ ≤ 1, (7.236)

|α′Ricω| ≤ δ1, (7.237)

and

|T |2 ≤ δ2, (7.238)

along the flow. Then

|∇Ricω| ≤ C, |∇T | ≤ C, (7.239)

where C depends only on δ1, δ2, α′, ρ, µ, and (X, ω̂).

Proof: Let us assume that δ1 <
1
4 . This will allow us to use the estimate

3

4
gk̄j ≤ F jk̄ ≤ 2gk̄j . (7.240)

This follows from the definition of F jk̄, see (7.121). From (7.182), with assumptions (7.237) and

(7.240) we may estimate

∂t|Ricω|2 ≤ 1

2‖Ω‖

{
∆F |Ricω|2 −

1

2
|∇Ricω|2

}
+

1

2‖Ω‖
Re

{
DE ∗ E + 5∇T ∗ ∇T ∗ Ric + E

}
. (7.241)
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Here we used

− α′Re{gj ¯̀
gmk̄σpq̄,rs̄2 R¯̀m∇k̄Rs̄r∇jRq̄p} ≤ δ1|∇Ricω|2, (7.242)

to absorb this term into the −|∇Ricω|2 term. We will compute the evolution of

G = (|α′Ricω|2 + τ1)|∇Ricω|2 + (|T |2 + τ2)|∇T |2, (7.243)

where τ1 and τ2 are constants to be determined. First, we compute

∂t{(|α′Ricω|2 + τ1)|∇Ricω|2} = α′2∂t|Ricω|2|∇Ricω|2 + (|α′Ricω|2 + τ1)∂t|∇Ricω|2. (7.244)

By (7.234) and (7.241)

∂t{(|α′Ricω|2 + τ1)|∇Ricω|2}

≤ 1

2‖Ω‖

{
∆F |α′Ricω|2|∇Ricω|2 −

α′2

2
|∇Ricω|4

}
+

1

2‖Ω‖
Re

{
DE ∗ E + 5∇T ∗ ∇T ∗ Ric + E

}
α′2|∇Ricω|2

+
(|α′Ricω|2 + τ1)

2‖Ω‖

{
∆F |∇Ricω|2 −

1

2
|∇∇Ricω|2 −

1

2
|∇∇Ricω|2

}
+

(|α′Ricω|2 + τ1)

2‖Ω‖

{
9α′2|∇Ricω|4 + 5|∇∇T ||∇T ||∇Ricω|

+∇∇E ∗DE ∗ E +∇∇E ∗DE ∗ E + (DE + E)3

}
. (7.245)

Hence

∂t{(|α′Ricω|2 + τ1)|∇Ricω|2}

≤ 1

2‖Ω‖

{
∆F {(|α′Ricω|2 + τ1)|∇Ricω|2} −

(
1

2
− 9|α′Ricω|2 − 9τ1

)
α′2|∇Ricω|4

−1

2
|∇∇Ricω|2(|α′Ricω|2 + τ1)− 1

2
|∇∇Ricω|2(|α′Ricω|2 + τ1)

−2Re {F ij̄∇i|α′Ricω|2∇j̄ |∇Ricω|2}+ 6(δ2
1 + τ)|∇∇T ||∇T ||∇Ricω|

}
+
α′2|∇Ricω|2

2‖Ω‖
Re

{
5∇T ∗ ∇T ∗ Ric +DE ∗ E + E

}
+

(|α′Ricω|2 + τ1)

2‖Ω‖

{
∇∇E ∗DE ∗ E +∇∇E ∗DE ∗ E + (DE + E)3

}
. (7.246)
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We estimate

−2Re {F ij̄∇i|α′Ricω|2∇j̄ |∇Ricω|2}

≤ 8|α′|δ1|∇Ricω|2(|∇∇Ricω|+ |∇∇Ricω|+ E)

≤ α′2

24
|∇Ricω|4 + 28δ2

1(|∇∇Ricω|2 + |∇∇Ricω|2) + C|∇Ricω|2, (7.247)

6(δ2
1 + τ1)|∇∇T ||∇T ||∇Ricω|

≤ 1

2
(δ2

1 + τ1)|∇∇T |2 + 2132(δ2
1 + τ1)|∇T |2|∇Ricω|2

≤ 1

2
(δ2

1 + τ1)|∇∇T |2 +
α′2

24
|∇Ricω|4 + 2434α′−2(δ2

1 + τ1)2|∇T |4, (7.248)

α′2|∇Ricω|2

2‖Ω‖
Re

{
5∇T ∗ ∇T ∗ Ric +∇E ∗ E + E

}
≤ 1

2‖Ω‖

{
α′2

24
|∇Ricω|4 + 2252δ2

1 |∇T |4 + C|∇Ricω|3 + C|∇T |3 + C

}
. (7.249)

(|α′Ricω|2 + τ1)

2‖Ω‖

{
∇∇E ∗DE ∗ E +∇∇E ∗DE ∗ E + (DE + E)3

}
≤ 1

2‖Ω‖

{
1

4
|∇∇Ricω|2(|α′Ricω|2 + τ1) +

1

4
|∇∇Ricω|2(|α′Ricω|2 + τ1)

+
1

2
(δ2

1 + τ1)|∇∇T |2 + C|∇Ricω|3 + C|∇T |3 + C

}
. (7.250)

Therefore

∂t{(|α′Ricω|2 + τ1)|∇Ricω|2} (7.251)

≤ 1

2‖Ω‖

{
∆F {(|α′Ricω|2 + τ1)|∇Ricω|2} −

(
1

4
− 9δ2

1 − 9τ1

)
α′2|∇Ricω|4

−(|∇∇Ricω|2 + |∇∇Ricω|2)(
τ1

4
− 28δ2

1) + (δ2
1 + τ1)|∇∇T |2

+

(
2434α′−2(δ2

1 + τ1)2 + 2252δ2
1

)
|∇T |4 + Cα′,τ,δ|∇Ricω|3 + Cα′,τ,δ|∇T |3 + Cα′,τ,δ

}
.

Next, we compute

∂t{(|T |2 + τ2)|∇T |2} = ∂t|T |2|∇T |2 + (|T |2 + τ2)∂t|∇T |2. (7.252)

By (7.127), we have

∂t|T |2 ≤
1

2‖Ω‖

{
∆F |T |2 − |∇T |2Fg + C|∇T |+ C

}
. (7.253)
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By (7.225), we have

∂t|∇T |2 ≤ 1

2‖Ω‖

{
∆F |∇T |2 − |∇∇T |2Fgg + |α′||∇T ||∇Ricω|2

+C|∇∇T ||∇T |+ C|∇T |2 + C|∇Ricω|2 + C

}
. (7.254)

By our assumption |α′Ricω| ≤ 1
4 , we have |∇∇T |2Fgg ≥

1
2 |∇∇T |

2 and |∇T |2Fg ≥
1
2 |∇T |

2. Therefore

∂t{(|T |2 + τ2)|∇T |2}

≤ 1

2‖Ω‖

{
∆F {(|T |2 + τ2)|∇T |2} − 2Re{F ij̄∇i|T |2∇j̄ |∇T |2}

−1

4
|∇T |4 − (|T |2 + τ2)

1

4
|∇∇T |2 + C|∇Ricω|3 + C|∇T |3 + C

}
. (7.255)

Here we used Young’s inequality |∇T ||∇Ricω|2 ≤ 1
3 |∇T |

3 + 2
3 |∇Ricω|3. In the following, we will

use that ∇T can be expressed as Ricci curvature. We estimate

−2Re{F ij̄∇i|T |2∇j̄ |∇T |2}

≤ 4|T ||∇T |(|∇T |+ |∇T |)(|∇∇T |+ |∇∇T |)

≤ 4|T ||∇T |2|∇∇T |+ 4|T ||∇T |2|∇Ricω|+ 4|T ||∇T ||Ricω||∇∇T |

+4|T ||∇T ||Ricω||∇Ricω|+ 4|T ||∇T |(|∇T |+ |∇T |)|R ∗ T |. (7.256)

We may estimate the first term in the following way

4|T ||∇T |2|∇∇T | ≤ 4|∇T |2(δ2)1/2|∇∇T | ≤ 1

23
|∇T |4 + 25δ2|∇∇T |2. (7.257)

The other terms may be estimated using Young’s inequality, and we can derive

−2Re{F ij̄∇i|T |2∇j̄ |∇T |2} ≤
1

23
|∇T |4 + 26δ2|∇∇T |2 + C|∇T |3 + C|∇Ricω|3 + C.

Hence

∂t{(|T |2 + τ2)|∇T |2} ≤ 1

2‖Ω‖

{
∆F {(|T |2 + τ2)|∇T |2} − 1

8
|∇T |4

−(
τ2

4
− 26δ2)|∇∇T |2 + C|∇Ricω|3 + C|∇T |3 + C

}
. (7.258)
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Combining (7.251) and (7.258) gives

∂tG ≤ 1

2‖Ω‖

{
∆FG−

(
1

4
− 9δ2

1 − 9τ1

)
α′2|∇Ricω|4

−
(
τ1

4
− 28δ2

1

)
(|∇∇Ricω|2 + |∇∇Ricω|2)−

(
τ2

4
− 26δ2 − δ2

1 − τ1

)
|∇∇T |2

−
(

1

8
− 2434α′−2(δ2

1 + τ1)2 − 2252δ2
1

)
|∇T |4

+Cα′,τ,δ|∇Ricω|3 + Cα′,τ,δ|∇T |3 + Cα′,τ,δ

}
. (7.259)

We may choose τ1 = min{2−7, 2−53−2|α′|} and τ2 = 1. Then for any δ1, δ2 > 0 such that

δ1, δ2 ≤ 2−6τ1 � τ2 = 1, (7.260)

we have the estimate

∂tG ≤
1

2‖Ω‖

{
∆FG−

1

8
α′2|∇Ricω|4 −

1

16
|∇T |4 + Cα′,τ,δ

}
. (7.261)

Now, suppose G attains its maximum at a point (z, t) where t > 0. From the above estimate, at

this point we have
1

8
α′2|∇Ricω|4 +

1

16
|∇T |4 ≤ Cα′,τ,δ. (7.262)

It follows that G is uniformly bounded along the flow, and hence

|∇Ricω| ≤ C, |∇T | ≤ C, (7.263)

along the flow.

Corollary 1. There exists 0 < δ1, δ2 with the following property. Suppose

− 1

8
gpq̄ < α′‖Ω‖3ρ̃pq̄ < 1

8
gpq̄, (7.264)

|α′Ricω| ≤ δ1, (7.265)

and

|T |2 ≤ δ2, (7.266)

along the flow. If there exists δ0 > 0 such that 0 < δ0 ≤ ‖Ω‖ ≤ 1 along the flow, then

|DkRicω| ≤ C, |DkT | ≤ C, (7.267)

where C depends only on δ0, δ1, δ2, α′, ρ, µ, and (X, ω̂).
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Proof: Since ‖Ω‖ = e−u, we are assuming that |u| stays bounded, and that the metrics ĝ and

g = euĝ are equivalent. We are also assuming that e−u|Du|2ĝ � 1 and e−u|α′uk̄j |ĝ � 1. By

Theorem 26, there exists δ1 and δ2 such that |∇∇u| and |∇∇̄∇u| stay bounded along the flow. We

will estimate partial derivatives in coordinate charts. Since

∂i∂̄j∂ku = ∇i∇̄j∇ku+ Γλikuj̄λ, ∂i∂ju = ∇i∇ju+ Γλijuλ, (7.268)

and the Christoffel symbol

Γλik = e−uĝλγ̄∂i(e
uĝγ̄k) = uiδ

λ
k + Γ̂λik (7.269)

stays bounded, we have that

|u|, |∂u|, |∂∂u|, |∂∂̄u|, |∂∂̄∂u| ≤ C. (7.270)

The scalar equation is

∂tu = ∆ω̂u+ α′e−2uρ̃pq̄uq̄p + α′e−uσ̂2(i∂∂̄u) + |Du|2ω̂ + e−uν. (7.271)

where ν(x, u,Du). Differentiating once gives

∂tDu = F̂ pq̄Duq̄p + α′D(e−2uρ̃pq̄)uq̄p +D|Du|2ĝ − α′e−uσ̂2(i∂∂̄u)Du+D(e−uν), (7.272)

where

F̂ pq̄ = ĝpq̄ + α′e−2uρ̃pq̄ + α′e−uσ̂2
pq̄. (7.273)

We note that F̂ jk̄ only differs from F jk̄ (7.118) by a factor of eu. From our assumptions on

|α′Ricω| = e−u|α′∂∂̄u|ĝ and ‖Ω‖ = e−u, we have uniform ellipticity of F̂ jk̄. Differentiating twice

yields

∂tuk̄j = F̂ pq̄∂p∂q̄uk̄j + Ψ(x, u, ∂u, ∂∂u, ∂∂̄u, ∂∂̄∂u, ∂∂̄∂̄u), (7.274)

where Ψ is uniformly bounded along the flow. By the Krylov-Safonov theorem [72, 73], we have

that uk̄j is bounded in the Cα/2,α norm. The function u and the spacial gradient Du are also

bounded in the Cα/2,α norm since the right-hand sides of (7.271) and (7.272) are bounded. We

may now apply parabolic Schauder theory (for example, in [71]) to the linearized equation (7.272).

Standard theory and a bootstrap argument give higher order estimates of u, and hence we obtain

estimates on derivatives of the curvature and torsion of g = euĝ.
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7.6 Long time existence

Proposition 23. There exists M0 � 1 such that for all M ≥ M0, the following statement holds.

If the flow exists on [0, t0), and initially starts with u0 = logM , then along the flow

1

C1M
≤ e−u ≤ C2

M
, |T |2 ≤ C3

M
, |α′Ricω| ≤

C5

M1/2
, (7.275)

and

|Dku|2ĝ ≤ C̃k,
1

2
ĝjk̄ ≤ F̂ jk̄ ≤ 2ĝjk̄, (7.276)

where C̃k only depends on (X, ĝ), µ, ρ, α′, M .

Proof: Let δ1 and δ2 be the constants from Corollary 1, and choose a smaller δ1 if necessary to

ensure δ1 < 10−6. Recall that from Theorem 23,

1

C1M
≤ ‖Ω‖ = e−u ≤ C2

M
(7.277)

along the flow for M large enough. Consider the set

I = {t ∈ [0, t0) such that |α′Ricω| ≤ δ1, |T |2 ≤ δ2 holds on [0, t]}. (7.278)

Since at t = 0 we have |α′Ricω| = |T |2 = 0, we know that I is non-empty. By definition, I is

relatively closed. We now show that I is open. Suppose t̂ ∈ I. By definition of I, the hypothesis of

Theorem 24 is satisfied, hence |T |2 ≤ C3
M < δ2 at t̂ as long as M is large enough. It follows that the

hypothesis of Theorem 25 is satisfied as long as M is large enough, hence |α′Ricω| ≤ C5

M1/2 < δ1 at

t̂. We can conclude the existence of ε > 0 such that [t̂+ ε) ⊂ I, and hence I is open.

It follows that I = [0, t0). We know that −Cĝpq̄ ≤ ρ̃pq̄ ≤ Cĝpq̄ since ρ̃ can be bounded using

the background metric. For M large enough, we can conclude

− 1

8
e−uĝpq̄ < α′e−3uρ̃pq̄ <

1

8
e−uĝpq̄, (7.279)

and we can apply Corollary 1 to obtain higher order estimates of u. Uniform ellipticity follows

from the definition of F̂ jk̄ (7.273) and the estimates on |α′Ricω| = e−u|α′∂∂̄u|ĝ and ‖Ω‖. Q.E.D.

Theorem 27. There exists M0 � 1 such that for all M ≥ M0, if the flow initially starts with

u0 = logM , then the flow exists on [0,∞).

Proof: By short-time existence [89], we know the flow exists for some maximal time interval

[0, T ). If T <∞, we may apply the previous proposition to extend the flow to [0, T + ε), which is

a contradiction. Q.E.D.
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7.7 Convergence of the flow

We may apply Theorem 27 to construct solutions to the Fu-Yau equation.

Theorem 28. There exists M0 � 1 such that for all M ≥ M0, if the flow initially starts with

u0 = logM , then the flow exists on [0,∞) and converges smoothly to a function u∞, where u∞

solves

0 = i∂∂̄(eu∞ω̂ − α′e−u∞ρ) +
α′

2
i∂∂̄u∞ ∧ i∂∂̄u∞ + µ,

∫
X
eu∞ = M. (7.280)

Proof: Since we will work with the scalar equation, all norms in this section will be with respect

to the background metric ω̂. Let v = ∂te
u. Recall that∫

X
v = 0, (7.281)

along the flow. Differentiating equation (7.9) with respect to time gives

2∂tv
ω̂2

2!
= i∂∂̄(vω̂ + α′e−2uvρ) + α′i∂∂̄u ∧ i∂∂̄(e−uv). (7.282)

Consider the functional

J(t) =

∫
X
v2 ω̂

2

2!
. (7.283)

Compute

dJ

dt
=

∫
X
v i∂∂̄(vω̂ + α′e−2uvρ) + α′

∫
X
v i∂∂̄u ∧ i∂∂̄(e−uv) (7.284)

= −
∫
X
i∂v ∧ ∂̄v ∧ ω̂ − α′

∫
X
i∂v ∧ ∂̄(e−2uvρ)− α′

∫
X
i∂∂̄u ∧ i∂v ∧ i∂̄(e−uv)

= −
∫
X
|∇v|2 − α′

∫
X
e−2u i∂v ∧ ∂̄v ∧ ρ+ 2α′

∫
X
e−2uv i∂v ∧ ∂̄u ∧ ρ

−α′
∫
X
e−2uv i∂v ∧ ∂̄ρ− α′

∫
X
e−u i∂∂̄u ∧ i∂v ∧ i∂̄v + α′

∫
X
e−uv i∂∂̄u ∧ i∂v ∧ i∂̄u.

We may estimate

dJ

dt
≤ −

∫
X
|∇v|2 + α′‖ρ‖

∫
X
e−2u|∇v|2 + 2α′‖ρ‖‖∇u‖

∫
X
e−2u|v| |∇v| (7.285)

+α′‖∂ρ‖
∫
X
e−2u|v| |∇v|+ ‖α′e−ui∂∂̄u‖

∫
X
|∇v|2

+‖∇u‖ ‖α′e−ui∂∂̄u‖
∫
X
|v| |∇v|.
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By Proposition 23, we know that on [0,∞) we have the estimates

e−u ≤ C2

M
� 1, |∇u|2ĝ ≤ C3C1, |α′e−uuk̄j |ĝ ≤

C5

M1/2
. (7.286)

Hence for any ε > 0, we can choose M large enough such that

dJ

dt
≤ −1

2

∫
X
|∇v|2 + ε

∫
X
|v| |∇v| ≤ −

(
1

2
− ε

2

)∫
X
|∇v|2 +

ε

2

∫
X
|v|2. (7.287)

Since
∫
X v = 0, we may use the Poincaré inequality to obtain, for ε > 0 small enough,

dJ

dt
≤ −η

∫
X
v2 = −ηJ, (7.288)

with η > 0. This implies that ∫
X
v2 ≤ Ce−ηt. (7.289)

From this estimate, we see that for any sequence v(tj) converging to v∞, we have v∞ = 0. We can

now show convergence of the flow. Following the argument given in Proposition 2.2 in [15], we have∫
X
|eu(x, s′)− eu(x, s)| ≤

∫
X

∫ s′

s
|∂teu(x, t)| =

∫ s′

s

∫
X
|v(x, t)|

≤
∫ s′

s

(∫
X
v2

) 1
2

dt ≤
∫ +∞

s

(∫
X
v2

) 1
2

dt

≤ C

∫ +∞

s
e−

η
2
tdt (7.290)

Recall that we normalized the background metric such that
∫
X

ω̂2

2 = 1. This estimate shows that,

as t → +∞, eu(x, t) are Cauchy in L1 norm. Thus eu(x, t) converges in the L1 norm to some

function eu∞(x) as t→∞.

By our uniform estimates, eu∞ is bounded in C∞, and a standard argument shows that eu

converges in C∞. Indeed, if there exist a sequence of times such that ‖e−u(x,tj) − e−u∞(x)‖Ck ≥ ε,

then by our estimates a subsequence converges in Ck to e−u
′
∞ . Then ‖e−u′∞(x) − e−u∞(x)‖L1 = 0

but ‖e−u′∞(x) − e−u∞(x)‖Ck ≥ ε, a contradiction.

It follows from (7.289) that eu∞ satisfies the Fu-Yau equation (7.280).
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[19] T. Collins and G. Székelyhidi. Convergence of the J-flow on toric manifolds. Journal of

Differential Geometry, 107(1):47–81, 2017.

[20] G. Deschamps, N. Le Du, and C. Mourougane. Hessian of the natural Hermitian form on
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