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Abstract

Carbon nanotube field-effect sensors for single-molecule

detection

Sebastian Sorgenfrei

This thesis describes a detection system for single molecules based on individual single-

walled carbon nanotube field-effect sensors. The sensitivity, spatial confinement and trans-

ducer gain of the sensor is derived from a conductance controlled electrochemically created

defect, which is also chemically reactive. An automated microfluidic system is designed to

enable long and stable measurements of the carbon nanotube device in aqueous environment

with temperature control of ±0.1◦C. A probe DNA can be covalently attached to the defect

through an amide bond and the conductance is modulated when a target DNA binds to the

probe. As a result, the conductance shows a traditional random telegraph signal and fluctu-

ates between a hybridized and melted state. By monitoring the conductance as a function

of temperature, the kinetics and thermodynamics can be extracted, which are comparable

to previous fluorescent correlation spectroscopy studies using optical fluorescent resonant

energy transfer. By studying the fluctuation amplitude as a function of charge proximity,

buffer concentration and solution potential, it is shown that the sensor is based on a field-

effect. The sensor has a temporal resolution of 200 µs and a signal to noise ratio of 3-8

when continuously measuring for 30 seconds. By further reducing the parasitics, the sensor

has the capabilities to detect biomolecule kinetics down to microsecond resolution, which

could make it an attractive tool for single-molecule experiments with fast kinetics.
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1

Chapter 1

Introduction

When Richard Feynman gave his famous talk “There is plenty of room at the bottom“

at the annual meeting of the American Physical Society on December 29th 1959, he was

envisioning a world where things could be manipulated and controlled on an atomic scale.

His idea of a physicist arranging individual atoms to synthesize any chemical compound

certainly sounded like science fiction at the time, when computers were still the size of a

room. The tools and methods to manipulate and image individual atoms and molecules did

not exist. Around the same time, on September 12th 1958, Jack Kilby demonstrated the

first monolithic integrated circuits with a single transistor and a few other components on

a single piece of germanium [1].

More than half a century later, generations of scientists and engineers have greatly

improved existing techniques and made groundbreaking new discoveries. A single integrated

circuit chip can now have billions of transistors and other components and the channel length

of commercial state of the art transistors is only 22 nm (announced by Intel Corporation

on May 4th, 2011), which approaches the atomic scale that Feynman was dreaming about.

Many biophysical methods for the study of single molecules have been developed and are

still being developed that provide a toolbox for novel fundamental experiments in biology,

chemistry and physics and also allow a significant cost reduction in DNA sequencing. In

particular, inventions such as the scanning tunneling microscope and the atomic force mi-
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croscope have enabled researchers to probe and manipulate single atoms and molecules.

Using advanced optical and spectroscopy techniques such as single molecule fluorescent res-

onance energy transfer and optical tweezers, researchers are able to study the dynamics and

fluctuations of single molecules such as DNA and proteins.

When probing biomolecules at the single molecule level, dynamics can be observed

that are usually hidden in ensemble measurements where dynamics of many molecules are

averaged. Because these methods require sensitivities at the single molecule level, which is

the fundamental limit, there is a complex tradeoff between sensitivity, signal-to-noise ratio

and bandwidth. The motivation for this thesis is to develop a single molecule biosensor based

on a nanoscale field-effect transistor with potential for very high bandwidth applications.

The biosensor is made from a single walled carbon nanotube field effect transistor,

which is around 1.5 nm in diameter and designed to operate in a liquid environment. A

point defect is introduced in the pristine nanotube by a conductance controlled electrochem-

ical oxidation step. The point defect localizes the sensitivity of the conductance and also

provides a chemical reactive site to which a biomolecule can be covalently attached. DNA

has been used as a proof of principle of the sensor and probe DNA is covalently attached to

the defect. The conductance shows a two level fluctuation when the channel is exposed to

complementary target DNA. Experiments at different temperatures, buffer concentrations

and DNA proximities to the defect demonstrate a field effect based sensing mechanism. The

biosensor is label free and has the potential for very high bandwidth applications because

of the underlying flicker noise limitation.

1.1 Thesis outline

Chapter 2 provides a brief overview of existing single molecule techniques and compares

them in terms of sensitivity, spatial resolution and bandwidth. Since the main experiments

involve the detection of DNA, the focus will be on techniques that are able to image and

probe single DNA molecules. Chapter 3 introduces carbon nanotubes and shows their

applications as field effect transistors with focus on one dimensional transport and defects.
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In order to further multiplex the nanotube sensors and reduce parasitics, the long term goal

is to integrate the devices on an active complementary metal oxide semiconductor (CMOS)

substrate. Chapter 4 describes some promising integration techniques such as mechanical

transfer, spin-on nanotubes and dielectrophoresis using an electronic detection system.

Chapter 5 discusses how carbon nanotube field effect transistors can operate in

liquid environment, discusses noise and demonstrates that pristine nanotubes can be used as

biosensors. However, the sensitivity is not sufficient for single molecule detection. Chapter

6 discusses how the sensitivity can be improved by point defects. This is done through

an electrochemical method while monitoring the device conductance. Both scanning gate

microscopy and low temperature measurements show that the sensitivity is localized and the

defect acts as a barrier for electron transport. This chapter also describes the design of using

a carbon nanotube field effect transistor for single molecule DNA hybridization, shows the

experimental results and goes over the analysis of the thermodynamics and kinetics data.

Chapter 7 discusses an improved design and shows how the amplitude is affected by charge

proximity and buffer concentration. Chapter 8 concludes the thesis.
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Chapter 2

Measuring single molecules

Fundamental biological and biophysical research has created a variety of different tools and

techniques for single-molecule studies. This chapter provides a brief overview of several

of the most common techniques for probing single molecules and compares them from the

perspective of a sensor system. Since the main part of the thesis studies DNA hybridization

dynamics, the chapter will very briefly discuss DNA and its thermodynamic properties.

Important performance metrics for single molecule sensors will be discussed such as noise,

signal-to-noise ratio, spatial resolution and bandwidth.

2.1 DNA overview

2.1.1 DNA structure

All living organisms on earth store their hereditary information in double stranded molecules

of deoxyribonucleic acid (DNA). This genetic blueprint is essential to life because it serves as

the long-term storage for the instructions for all cellular functions. DNA can be copied in a

process called DNA replication in which the original double stranded DNA is separated and

then used as a template to make identical strands. The information to make single proteins

and ribonucleic acid molecules (RNA) are stored in genes, which are small segments of

DNA. These genes are first transcribed into RNA and then translated into amino acids,

which are the building blocks of proteins.
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Figure 2.1: The structure of DNA. (a) Chemical Structure of DNA showing all four nu-
cleotides. (b) The 3D structure of the DNA double helix.

The basic structure of DNA is shown in Fig. 2.1 and was first suggested by Watson

and Crick [2]. The DNA molecule consists of two polynucleotide chains with four types

of nucleotide subunits. The nucleotides consist of three parts, the phosphate group, the

deoxyribose sugar and the nitrogenous bases shown in Fig. 2.1a. There are four types

of bases, adenine (A), cytosine (C), guanine (G) and thymine (T). The sequence of these

bases contains all the organisms hereditary information. At neutral buffer concentration,

the phosphate group is negatively charged, which is responsible for the acidic nature of the

molecule.

The nucleotides are covalently linked to each other through the sugars and phos-

phates, which forms the backbone of the DNA strand. Two polynucleotide chains are held

together by hydrogen bonds between the bases: an A base can only pair with a T base

and a G base can only pair with a C base. The resulting structure is displayed as a double

helix in Fig. 2.1b. The double helix structure is an energetically favorable configuration

and leads to a very tightly packed and rigid structure with a base-to-base separation of 0.33

nm and with a width of 2 nm [3]. This is also the reason for the long persistence length in
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double stranded DNA of 50 nm, whereas single stranded DNA (only one polypeptide chain)

has a persistence length of only 2 nm [4].

2.1.2 DNA Thermodynamics

A lot of cellular functions such as DNA replication and translation require the ordered

double helix DNA structure to transition into an unpaired single strand in which the bases

are not stacked. At low temperatures, the double helix structure has a lower energy than

two single strands of DNA in the random coil state. Because the double stranded state is

stable and there is a large energy barrier to go from the double stranded state back into

the single stranded state, single stranded DNA hybridizes and then stays in the double

helix state. As the temperature is increased, the energy barrier decreases and the double

stranded DNA will eventually melt into two single strands of DNA.

In order to better understand the formation of duplex DNA, it is essential to consider

chemical kinetics and thermodynamics [5]. The hybridization between probe A and target

B to result in a DNA duplex AB can be expressed as the reversible reaction

A+B ↔ AB. (2.1)

The equilibrium constant K is given by the concentration of the product divided by

the concentrations of the reactants,

K =
[AB]

[A][B]
. (2.2)

Assuming an equal probe and target DNA concentrations that are free to react

in solution, the above concentrations can be rewritten in terms of the fraction of total

strands in duplex form α. For initial DNA concentrations [A]0 = [B]0 = C, the equilibrium

concentrations will be [A] = C − αC, [B] = C − αC and [AB] = 2αC. K can be rewritten

as

K =
2αC

(C − αC)2
≈ 2α

(1− α)2C
(2.3)
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The equilibrium constant K is given by the change in Gibbs free energy, ∆G as

K = e−
∆G
kT (2.4)

where the Gibbs free energy is the work that needs to be done to create the duplex

DNA or the work that is recovered when going back to the single strands at a constant

pressure and temperature. The change in Gibbs free energy can be expressed in terms of

the change in enthalpy, ∆H and change in entropy, ∆S, as

∆G = ∆H − T∆S. (2.5)

Combining equations 2.3-2.5, the change in enthalpy and entropy can be related to

the fraction of strands in duplex form at a given temperature so that

kT ln (
2α

(1− α)2C
) = ∆S − T∆H. (2.6)
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Figure 2.2: DNA Thermodynamics. (a) DNA absorption spectrum taken with UV-Vis (b)
Extracted melting curve for different concentrations.

There are two main methods for monitoring the thermodynamic properties of DNA.

The first one is using scanning differential calorimetry, which monitors the change in heat

capacity. If some of the heat is used for the chemical reaction, a change in heat capacity

will be detected. This analysis can be done for several temperatures to develop a melting
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curve and extract enthalpy and entropy values. Another method is to use the temperature

dependence of the spectroscopy properties as shown in Fig. 2.2a. The absorption of the

solution with the majority of the DNA in single stranded form is higher at 260 nm than

the adsorption with the majority of the DNA in the duplex form, resulting in an increase of

the 260 nm peak at higher temperatures. By plotting the normalized change in the 260 nm

peak, it is possible to extract the melting curve as shown in Fig. 2.2b. This melting curve

is extracted from equal concentrations of probe DNA with sequence 5’-GGAAAAAAGG-3’

and complementary target DNA using ultraviolet-visible absorption spectroscopy (UV-Vis).

As shown in Eqn. 2.6, the melting curve is dependent on the concentration. The melting

temperature shifts to lower temperatures at lower concentrations.

2.2 DNA sequencing

2.2.1 Ensemble Sequencing

Since the start of the Human Genome Project [6] in 1990, tremendous work has been

made both in DNA sequencing and improving sequencing technologies. Even though the

sequence of the human genome was already completed in 2003, sequencing continues to be

a growing market with applications in comparative genomics [7], genomic studies especially

targeted towards the role of single nucleotide polymorphisms (SNPs) in both common and

rare human diseases [8], cancer research [9], gene regulation [10], personal medicine [11] and

drug discovery [12].

The total cost for the bulk sequencing of the human genome was approximately US

$300 million. In order to make the above applications commercially viable, the cost of

sequencing the genome has to be significantly decreased. In fact, the ambitious goal after

the completion of the human genome was to reduce the cost for an entire human genome to

US $1000. This can only be achieved if significant technological improvements in sequencing

technologies are made by increasing the throughput and reducing the costs per base. In

fact, the sequencing method used to complete most of the human genome has not changed
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significantly since its invention in 1977 though it was made more efficient. It is based on the

Sanger Sequencing method [13,14], which uses electrophoresis to separation DNA fragments

with single base pair resolution.

Emerging ensemble technologies for sequencing are based on hybridization sequenc-

ing [6,15] in which single stranded DNA probes are immobilized on a surface, usually glass,

and then analyte with single stranded DNA target is introduced. If the probe and target

sequences are complementary, hybridization will occur and trigger a signal from a label.

Sequence-by-synthesis [16, 17] and pyrosequencing [18] has also been used for sequencing

(these are also refered to as cyclic-array sequencing). These methods use the enzyme DNA

polymerase to incorporate a single nucleotide to an unknown single DNA stand by cycling

through the four bases. If a new base is complementary to the next unknown base, it will

get incorporated and triggers a signal by either chemiluminescence or fluorescence.

The ensemble techniques described above have been demonstrated for genomic se-

quencing with high yield and accuracy. However, the initial concentration of DNA when

extracted is below the detection limit of most sensors and needs to be amplified and puri-

fied. When extracting DNA from the white blood cells in human blood, the concentration

is usually in the 10s of attomoles, which is too low for accurate detection [19]. Amplifica-

tion is usually done by a method called polymerase chain reaction (PCR) [20] which cycles

through a three step process until the desired concentration is reached. The solution used

in PCR consists of the double stranded DNA to be amplified, DNA polymerase, the four

nucleotide triphosphates, magnesium ion and two synthetic oligonucleotide primers. In the

first step, the solution is heated to 95 C to anneal the target DNA. In the second step, the

solution is cooled to 37-55 ◦C so that the primers anneal to their target sequence. Then in

the last step, the solution is heated to 75 ◦C so that the polymerase can extend the primers.

These steps are repeated and after each cycle, the amount of DNA strands is approximately

doubled. The final products after PCR can be separated by agarose gel electrophoresis.
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2.2.2 Single-Molecule Sequencing

The drawback of the ensemble based techniques is that they require DNA cloning and PCR

amplification which limits the reduction in costs that can be achieved. As an alternative,

methods to directly sequence single DNA molecules have been suggested [6, 21]. Besides

avoiding amplification, single molecule based sequencing also requires less starting material

and has the potential for a very multiplexed detection. The basic technique is also based

on a cyclic-array method in which a polymerase incorporates a fluorescent-labeled single

nucleotide to a primed DNA template. A review of these advanced sequencing technologies

can be found in [21]. Compared to the automated Sanger sequencing method previously

used, these single molecule techniques can reduce the cost by 3-4 orders of magnitude and

provide a viable platform for sequencing.

2.3 Single-Molecule Techniques for Fundamental Research

In the last two decades, the field of single molecule biophysics has continuously grown and

due to tremendous technological advancements, groundbreaking experimental studies on

single molecules have been accomplished [22–24]. These studies have focused on studying

and understanding biological systems by visualization and manipulation of biomolecules.

The following sections serve as an overview of the most popular and successful techniques

in single molecule studies. Because single molecules are the ultimate detection limit of

biosensors, performance metrics such as limit of detection, sensitivity and bandwidth are

important system considerations. A discussion on the sensor fundamentals has been adopted

in Section 2.3.1, signal-to-noise ratio is discussed in Section 2.3.2 and general attributes of

good single-molecule sensors in Section 2.4. Then in Section 2.4, representative single

molecule techniques based on optical, force, tunneling, nanopore and field effect are dis-

cussed.
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Figure 2.3: System block diagram.

2.3.1 Sensor Fundamentals

At its most fundamental level, the task of any sensor is to infer the internal state of a system

through a set of external observables. Due to the limited signal levels available from single

molecule sensors, a compromise is often made to observe only discrete states such as the

presence or absence of a molecule or discrete conformational changes in a single molecule.

Any real sensor will have some degree of variability in its output, leading to uncertainty in

estimates of the systems state. The uncertainty can be expressed as measurement noise, but

it is instructive to categorize the paths through which noise can appear in a measurement.

A conceptual schematic of a biosensor signal path is shown in Fig. 2.3. The system is

separated into three parts, a transducer, detector and amplifier. The transducer is directly

in contact with the biological system and produces a set of signals, which corresponds

the presence or state of the biomolecule. Depending on the transducer, the output may

take the form of photons, ions or electrons. The role of the detector is to convert the

transducer output into an electrical signal (either current or voltage). An amplifier adjusts

the signal level such that it is appropriate to interface with other electronic circuits and

data converters. Ideally, the state of the biomolecule has been converted to a digital signal

that can either be further processed or stored in memory.

Due to limitations in specificity, noise can appear at the transducer. Specificity

refers to the ability of the transducer to only show a response to the biomolecule to be

studied and not to other extraneous signals. This category of noise can include effects such
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as nonspecific adsorption to the transducer or the degree to which the transducer produces

a similar signal from other biomolecules in the solution. Noise (or unwanted signals) can

also arrive later in the signal chain. In contrast to signals that originate at the sensor input,

this noise is uncorrelated to the transducer output and can be categorized as part of the

background detection limit. These effects include dark current of a photodetector or noise

added from an amplification stage.

In order to quantify the noise better, it is useful to refer the noise contribution of

the system back to the input. This can be achieved by dividing the noise by the total

gain to that point in the signal chain. In this way, a high-gain transducer can reduce the

contributions of noise which appears later in the signal chain. The input-refered noise power

(Ninput) of the system in Fig. 2.3 is given by:

Ninput = Nspecificity +
Ninterferenc

A2
T

+
NDetector

(YDAT )2
+

Namplifier

(ADYDAT )2
(2.7)

The noise formulation in Eqn. 2.7 includes all noise and interference sources which

exist in the signal path. So far the assumption was made that the signals are continuous

quantities. Often however, the weak signals produced by the single-molecule biosensors

consist of a countable number of particles, which can make the intermediary signal Sprimary

discrete. As a consequence, when interrogating biomolecular processes at short time scales

(millisecond or microsecond timescales), the signal presented to the detector can be ex-

tremely quantized both in time and amplitude.

In traditional systems, the gain is defined as the ratio of the continuous amplitudes

along a signal chain. However, this definition cannot be used in the case of weak discrete

signals. Instead of using the amplitude, it is possible to specify the rate of a signal since the

signal is made of discrete particles. For modeling purposes, the transducer output can be

expressed by a homogeneous Poisson process. The probability of having k events in time τ

is given by

P (k events in time τ) =
e−λτ (λτ)k

k!
(2.8)
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The rate parameter λ is the expected number of events in unit time. If the gain of

the transducer is low, then the rate parameter λ is also small and there is a high variance

in the measurements, which can be described as either thermal or shot noise, depending

on the context [25]. This noise is intrinsic to working with weak quantized signals and

can only be reduced by increasing the gain of the transducer, thereby increasing the rate

λ or by increasing the measurement time τ . In the limit of either infinite gain or infinite

measurement intervals, the system approaches a continuous output.

2.3.2 Signal-to-Noise Ratio and Bandwidth

When comparing different biosensor platforms, a good performance metric is the signal-

to-noise ratio (SNR), which is simply the signal at the input divided by the noise at the

input, given by Eqn. 2.7. However, both the signal and the noise of a sensor are functions

of frequency and a careful study of the biosensor system is necessary to optimize the SNR.

First, it is crucial to understand the bandwidth of the biological system as well as the

bandwidth of the transducer and noise. For example, if the noise spectrum is flat but the

signal fluctuations are band-limited, then increasing the bandwidth will improve the SNR

until the bandwidth exceeds the frequency content of the signal. Second, the optimum SNR

depends on what information the sensor system is trying to extract from the biological

system. A measurement of the average state of a single fluctuating molecule would be

optimized with a lower bandwidth than a measurement of the molecules kinetic parameters.

2.4 Representative Single Molecule Systems

Given the above discussion on the system level description of single molecule biosensor

systems, it is possible to look at general features that can optimize these sensors. In order

to make single-molecule measurements at all, the system has to constrain the sensitivity to

a very small physical volume because otherwise, the background noise can overwhelm the

single-molecule measurement. In optical sensors, this localization is usually achieved with

lenses and strategic illumination patterns. In electrochemical sensors such as nanopores and
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field-effect based sensors, the small dimension of the sensor itself provides the sensitivity

localization. However, just having a sensor with a very localized sensitivity is not enough

since the sensor could also respond to other biomolecules in the sample. To get around this

problem, specificity is introduced by making the transducer biological interface chemical

selective. This is done through the use of proteins or functional group, which specifically

bind to the target molecule.

Lastly, the ideal single-molecule sensor will also have high gain in the transducer.

This will produce a high rate of observations, thereby increasing the SNR. A high gain

transducer can ease the impact of noise later in the signal chain and can be leveraged either

to increase the bandwidth of the system or lower the minimum detectable signal.

2.4.1 Fluorescent techniques

Over the last two decades, fluorescent techniques have arguably become the standard

method for probing molecules at the single-molecule level both in vivo and in vitro. From a

sensor perspective, a fluorescent molecule is used to label the biological system or biomolecule

and it serves as the transducer. The energy from absorbed photons is used to excite elec-

trons, which again emit photons when relaxing from excited states back down to bound

states [26]. The emitted photon is slightly lower in energy due to energy given off to lattice

vibration and heat and the shift in wavelength is called the Stokes shift. By using optical

filtering, the background noise from the laser can be reduced and only the emitted photons

from the fluorophore are imaged.

The spatial resolution of fluorescence has long been limited by the diffraction limit of

light to around 200-300 nm and only very recent techniques have successfully overcome this

limit through statistical reconstruction algorithms [27, 28]. Single molecule fluorescence

has been used to study Brownian diffusion of single DNA molecules [29], one dimensional

diffusion of proteins along DNA [30], the motion of the molecular motor myosin on actin [31]

and molecular rotation [32]. However, spatial separation of two fluorescent particles in close

proximity is very difficult to do especially at molecular dimension.
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Using Fluorescence Resonance Energy Transfer (FRET) [33, 34], events at much

smaller length scales in the 1-10 nm range can be probed. In this technique, the dipole-dipole

interaction of a donor and acceptor fluorophore is used to obtain information about their

spatial separation. The donor fluorophores emission spectrum overlaps with the acceptor

fluorophores excitation spectrum as depicted in Fig. 2.4. The donor fluorophore can transfer

energy to the acceptor fluorophore according to the following relationship for the fraction

of energy transfered,

E =
1

1 + (R/R0)6
(2.9)

Where R is the distance separating the molecules andR0 is the characteristic distance

of the FRET pair (Fig. 2.4). Therefore by looking at the donor and acceptor intensities

simultaneously, the distance between the two molecules can be accurately extracted. Since

most biomolecules such as DNA, RNA and proteins are a few nanometers in size, the length

scale of FRET is ideal to explore inter- and intramolecular dynamics. FRET at the single

molecule level has been used to study surface tethered molecules down to millisecond time

scales. It has been frequently used to study and probe proteins such as DNA helicases

during unwinding [35] and translocation [36] of double stranded DNA, the transcription
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mechanism of RNA polymerase [37] and the coupling of the ribosome to RNA [38]. FRET

has also been used to look at protein folding in order to determine the folding landscape [39]

and also DNA interactions in the form of the four-way Holliday junction [40].

Most of the biological systems or biomolecules in the above experiments have dynam-

ics above 10 milliseconds. For temporal resolutions below 10 milliseconds to microseconds,

FRET does not have sufficient SNR and fluorescent correlation spectroscopy (FCS) is used

instead. This method focuses a laser on a very small detection volume and extracts the

fluctuation rates by taking the autocorrelation of the intensity fluctuation. The advantage

is that the signal originates from a very small ensemble of molecules thereby increasing the

signal strength. FCS has been used to study molecular diffusion by recording the rates at

which molecules enter and leave the detection volume [41] and molecular rearrangements

inside of living cells [42].

FCS has also been used to study the loop kinetics of DNA hairpins. In a molecular

beacon configuration, the single stranded DNA consists of a stem part at the two ends,

which are complementary to each other and a loop part in the middle, which is not comple-

mentary. In order to study the kinetics, a donor and acceptor fluorophore is linked to the

5’ and 3’ end of the DNA. By recording both the donor and acceptor intensities and taking

the autocorrelation of the normalized ratio, the hairpin opening and closing rates can be

measured. Bonnet et al. [43] first recorded the hairpin kinetics and a similar measurement

was later repeated by Wallace et al. [44] and Li et al. [45] By studying the kinetics as a

function of temperature, the activation energies can be extracted from the Arrhenius plot.

The advantage of the FCS in solution approach is that the results are independent of the

diffusion rate and that the molecular interactions can be studied in equilibrium. In Chapter

6, these results will be compared to the data from the single-molecule carbon nanotube

sensor, which results in a very similar Arrhenius plot.

For single molecule techniques based on fluorescence, the sensitivity and spatial

resolution often results from the advanced microscopy techniques and optics and also low

readout noise from the avalanche photodiodes (APD) or charged coupled devices (CCD).
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This section describes the different microscopes that are used for single molecule fluorescent

detection. One of the most common microscopy setups is the wide-field or epifluorescence

microscope. A laser or uniform white lightsource with an excitation filter illuminates the

sample and the fluorescent light is detected by a CMOS camera or a CCD sensor. While

the epifluorescence microscope is able to uniformly illuminate a relatively large area of

about 100 µm, the drawbacks are large background from the out-of-focus light and Raman

scattering from the large volume [22]. To reduce the background, a confocal microscope can

be used in which a pinhole is introduced in front of the detector. The pinhole can provide

three-dimensional resolution by raster scanning in all directions.

While a confocal microscope uses a point detection method, further background

reduction can also be achieved by a point illumination. In two-photon microscopy, a laser

with energy at about half that necessary for excitation of the fluorophore is focused on a

small volume. Excitation is only possible if two photons arrive at approximately the same

time to excite the flurophore. Total internal reflection fluorescence microscopy (TIRF)

uses an evanescent wave from a total reflection cavity to create a very thin illumination

thickness at a liquid/glas interface. This dramatically reduces background so that a wide

field microscope can be used to detect multiple molecules at the surface.

2.4.2 Force based techniques

Single-molecule force spectroscopy techniques include optical tweezers, magnetic tweezers

and atomic force microscopy (AFM), which will be discussed in this section. A review of

these can be found in [24, 46]. These techniques in general involve the application of force

to a single molecule and the measurement of displacement. The transducer is the spring

element such as the AFM tip or the bead that serves as a force transducer.

The atomic force microscope probes surface properties with a proximal probe at sub-

nanometer resolution. A piezoelectric actuator manipulates a cantilever with a nanometer

size tip in all three dimensions and the interacting force between the sample and the tip

is measured by monitoring the deflection of a laser from the beam of the cantilever. AFM
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has mostly been used as an imaging tool to capture topography images of surfaces both

in ambient conditions and in vivo such as protein assembly [47], protein diffusion [48] and

DNA origami [49].

AFM has also been used for one-dimensional force measurements. In this method,

the cantilever is not scanned over the surface in the horizontal plane, but rather in the

vertical direction at a single point. In this way, the force can be monitored as a function of

tip extension and inter and intramolecular interaction forces and extensions can be studied.

This method has been used to study the strength of covalent bonds [50], unfolding of

proteins [51] and pulling apart of complementary DNA [52]. While the sample preparation

for AFM based techniques is relatively straightforward, the disadvantage is the large tip

of the cantilever, relative to the molecules, which makes it difficult to distinguish between

interactions due to the molecule of interest and nonspecific adsorption to the tip [46]. Also,

the relatively large and stiff cantilever results in a lower bound of the pulling force range.

Optical tweezers, also called optical traps, have become a standard method to probe

single molecules. By focusing a laser to a diffraction-limited spot, a dielectric particle can

be trapped. The laser light creates an optical dipole in the particle, which is attracted by

the electric field gradient and therefore exerts a restoring force on the particle. For small

particles and steep field gradients, this force dominates and is approximately linear with

distance [46]. At the same time, the position of the bead can be monitored down to sub-

nanometer resolution by detecting changes in the interference pattern resulting from light

that is scattered by the particle with light that has not been scattered. When the particle

is at the center of the trap, the interference pattern will be symmetric. Otherwise there are

asymmetries in the pattern which can be detected.

Optical tweezers therefore provide a way to both manipulate particles and also record

their position and forces. These particles can be polystyrene beads or silica microspheres

but also single cells [53] and lipid vesicles [54]. There are two common setups for probing

biomolecules with optical tweezers. In the first setup, one end of the molecule is attached

to the surface while the other end is attached to the dielectric particle and pulled by the
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Figure 2.5: Optical tweezers with different configurations (a) Surface tethered (b) held by
pipette and (c) held by another optical trap

field gradient, shown in Fig. 2.5a. The second setup sandwiches the molecule between two

dielectric particles. One of them is held in place by a pipette (Fig. 2.5b) or another optical

trap (Fig. 2.5c) while the other is pulled. Similar to the AFM experiments, it is possible to

record force curves as a function of pulled distance but with much better timing resolution

due to a much faster reaction time of the particles (millisecond). Optical tweezers have

been used to probe the elastic properties of DNA [55,56], the transcription of DNA in RNA

polymerase [57], folding of biomolecules such as the riboswitch [58] and the opening of an

RNA hairpin [59].

Magnetic tweezers are based on a similar concept as optical tweezers. Instead of an

electric field, the force on a magnetic particle is generated by the gradient of the square of

the magnetic field. The magnetic field is generated by a permanent magnet based on rare

earth magnets [60] or electromagnets [61]. Magnetic tweezers have been used in such exper-

iments as supercoiling DNA by rotating an attached magnetic bead [60] and non-invasive

measurements inside of cells [62]. However, the bandwidth and sensitivity of magnetic

tweezers are limited by video detection, which does not enable the measurement of fast

dynamics or small displacements [46].

2.4.3 Tunneling and molecular transport

The first tool to image individual atoms, molecules and atoms in a crystal lattice was the

scanning tunneling microscope (STM). Similar to the AFM, a tip is controlled very precisely

by a piezoelectric stage to about 0.1 nm lateral resolution and a bias is applied between the
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conductive sample and the tip. A tunnel current results when the tip is brought in very

close proximity to the surface. Because this tunneling current depends exponentially on the

distance, atomic resolution can be achieved. The tunnel current also depends on the local

density of states of both the tip and the sample, which makes the STM the ideal tool to

probe molecular orbits.

The STM has been used to image the atoms on a silicon surface [63], atomic structure

and density of states of different chiral carbon nanotubes [64, 65] and electronic structure

of DNA molecules [66]. The STM has also been used to manipulate individual atoms such

as Xeon atoms on a copper substrate [67] and create devices built up from single atoms

such as the quantum corral [68]. Due to noise constraints and bandwidth limitations in

the piezoelectric actuators and feedback control systems, STM has been primarily used to

capture still images at frame rates of around 0.1 Hz or lower.

The concept of probing electronic structure by measuring tunneling currents into

and out of molecules can also be achieved by creating nanometer sized gaps in electrodes,

which are then bridged by the molecule of interest. These gaps have been made by me-

chanical [69] or electromigrated break junctions [70], high-resolution lithography [71] and

by breaking a metal point contact made by an AFM tip on a conducting surface [72]. Many

of these molecular electronics experiments have focused on measuring the electronic trans-

port through individual molecules in solutions at room temperature or in high vacuum at

cryogenic temperatures. Break junctions based on both a conducting AFM tip and surface

provide a reliable and reproducible platform to measure average conductance values for

different molecules.

Tunneling currents through single nucleotides and oligonucleotides have recently

been measured by two different groups. Tsutsui et al. [73] used a mechanical break junction

to create a controlled gap between gold electrodes in order to investigate the capture and

release dynamics of single nucleotides between the gap. By measuring the tunneling current

to millisecond temporal resolution, the experiments show that the amplitude of the current

peaks can be used to identify different nucleotides. Huang et al. [74] and Chang et al. [75]
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used a functionalized STM tip to study tunneling into nucleotides and short oligonucleotides.

They obtained similar results and were able to distinguish all four DNA nucleosides by

their respective amplitude changes of the tunneling current. In order to use tunneling

spectroscopy for DNA sequencing, more development has to be done in order to control the

speed at which the DNA passes through the tunnel junction and also separate the current

amplitude further between the difference base pairs.

2.4.4 Nanopore

A nanopore sensor is made by connecting two fluid reservoirs with a small aperture in a thin

membrane [24,76]. This aperture is usually only a few nanometers in diameter, comparable

in size with the molecules to be studied. When applying a small voltage bias between the

reservoir electrodes, a baseline bias current can be measured which corresponds to the flux

of dissolved ions moving from one reservoir to the other. When a charged molecule such as

DNA is introduced in the electrolyte, the electric field inside the nanopore will translocate

these molecules through the nanopore. Because the mobility of the molecules will be lower

with respect to the ions, the presence of a molecule in the pore will result in a change in

conductivity.

Since nanopores are very common in biology, the first demonstration of a nanopore

and many subsequent experiments used biological nanopores from proteins in transmem-

branes such as the α-Hemolysin [77] (about 1.4 nm in diameter) and the Bacillus subtilis

ion channels [78] (about 2 nm in diameter). Synthetic nanopores have also been fabricated

from a silicon nitride [79] and silicon dioxide [80] membranes. The nanopore is created and

then imaged by using an ion beam or transmission electron microscope (TEM). With this

method, pores from 2-100 nm [24] can be reliably drilled in a thin membrane.

In order to optimize the nanopore biosensor, the pore diameter should be of the same

size as the biomolecule because the pore size does not affect the signal strength. However,

a larger pore increases the background current and the associated noise so that the signal

can quickly be obscured. The membrane should also be as thin as possible in order to
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maximize gain and bandwidth of the nanopore. Nanopores have been used to detect single

and double stranded DNA and RNA molecules [81,82], differentiate between different DNA

molecules [83], detect DNA hybridization [84] and filter out single stranded DNA molecules

from a solution containing both single and double stranded DNA [85]. Nanopores have

been proposed for DNA sequencing but this remains challenging because of the high speed

of DNA molecules inside of the pores ( 1 bp/µs). For this purpose, nanopores with specificity

to slow down translation and also nanoelectrodes for measuring tunneling currents are being

explored [76].

2.4.5 Field effect techniques

Field effect based biosensors traditionally use a complementary metal-oxide-semiconductor

(CMOS) topology as the sensing transducer as shown in Fig. 2.6. The exposed channel

is sensitive to surface charges, which can be measured through changes in the capacitance

or conductance of the sensor. Initially, ion sensitive field effect transistors (ISFETs) were

developed to measure pH and ion concentrations [86]. Since the surface of these transistors

is silicon dioxide, standard coupling reactions can be used to covalently attach biomolecules

very close to the channel in order to increase specificity and render the ISFET sensitive to

specific biomolecules.

SourceDrain

Bulk

Oxide

Channel

dsV

ELV

Figure 2.6: Schematic of ISFET.

Technological breakthroughs in lithography and chemical synthesis have lead to
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the development of field effect biosensors made of one-dimensional nanostructures such

as nanowires and nanotubes. The advantage of these nanostructures is that their diameter

is comparable to the biomolecules of interest and that their surface to volume ratio is very

large so that most atoms are close to the surface. The combination of these characteristics

results in a higher sensitivity, higher signal-to-noise ratio and higher bandwidths.

A top down fabrication scheme has been implemented by Stern et al. [87] to litho-

graphically define silicon nanowire transistors on a silicon-on-insulator substrate. These

field effect biosensors were used for label-free immunodetection of proteins down to 10 fM

concentrations. A bottom up synthesis of silicon nanowires using chemical vapor deposi-

tion was used to fabricate nanowire devices with a diameter below 10 nm [88]. These were

used to detect cancer markers such as prostate specific antigen in solution with a detection

limit of 0.9 pg/ml. The same group also used these nanowires to detect DNA molecules

with peptide nucleic acid receptors (PNA) attached to the nanowire oxide [89]. Sensitivi-

ties down to the single molecule were demonstrated with nanowires when a single influenza

A virus molecule first binds to the channel and then unbinds from it, resulting in a con-

ductance step [90]. One recent commercial success of CMOS-based biochemical analysis

is the Ion Torrent sequencing platform (recently aquired by Life Technologies), which uses

CMOS-integrated pH sensors for ensemble sequencing-by-synthesis [91].

Carbon nanotubes have also been used as field-effect transistors for biosensing ap-

plications. Initially, biological experiments on carbon nanotubes were done by nonspecific

binding of biomolecules [92,93]. Hydrophobic interactions between the nanotube surface and

the biomolecules such as proteins cause them to adsorb strongly without preferences [94].

Star et al. [95] demonstrated that probe DNA molecules can be adsorbed to the nanotube

sidewall in a nanotube network. When the devices are exposed to complementary DNA,

hybridization will occur and a change in conductance can be measured. This label free

approach was capable of detection target DNA with a detection limit of 12 pM.

In order to improve specificity, noncovalent and covalent attachments have been

pursued. For the noncovalent attachements, 1-pyrenebutanoic acid [96] and surfactant
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molecules [97] have been successfully used as anchors for protein immobilization. The

advantage of the noncovalent attachement procedure is that the electronic properties of

the nanotube remain relatively unperturbed by the chemical functionalization. A covalent

approach is much more invasive and can render the nanotube insulating [98].

The carbon nanotube field effect biosensors described above have demonstrated the

possibility of detecting molecules down to picomolar concentrations. However, they are not

able to detect single molecule events because they have insufficient sensitivity localization

since many biomolecules can adsorb along the nanotube sidewall and each will contribute

to the change in conductance. They also have insufficient gain for detecting individual

molecules. These issues can be overcome by two different approches. In the first approach,

a small nanogap is etched into the nanotube channel by ultrafine lithography [71]. The

carboxylic acid groups at each side on the nanotube gap can be used to covalently attach

a biomolecule with the same dimensions inside the gap. The carbon nanotube acts as very

small electrodes for a tunneling probe of the biomolecule, similar to an STM. In this way,

conductance of small molecules and DNA molecules has been measured [71,99].

Another approach is to create a defect in the nanotube channel in a controlled way.

This has been achieved by using conductance controlled electrochemical oxidation [100],

which will be further explained in Chapter 6. The advantage of this approach is that the

resulting defect is both chemically reactive and electrically sensitive. Goldsmith et al. [101]

used this method to study the binding of a small linker molecule (a reactive carbodiimide) to

the carboxylic acid defect. Coulomb interactions between the molecule and the defect result

in modulation of the scattering in the one-dimensional channel. A two level fluctuation in

the device conductance with a change of more than 100 nS is observed.

2.4.6 Comparison

Despite their significant differences, it is worthwhile to find general metrics by which to com-

pare these different single molecule techniques. A few important parameters are summarized

in Table 2.1. The exact value of these parameters will depend strongly on the specifications
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Fluorescence Force Tunneling Nanopore CNT

Spatial
Resolution

Rayleigh limit
(∼200 nm);
FRET
∼1 nm

Interferometry
≤1 nm

Tunnel gap
∼nms

Pore diameter
∼nms

Defect size
∼nms

Transducer
Gain

Low Moderate High Moderate High

Specificity High Moderate Low Low Moderate

Transducer
Output

Photons Mechanical
Deflection

Electrons Electrons Electrons

Detector Photodiode
CCD
PMT
SPAD

Photodiode
CCD

None Ag/AgCl None

Dominant
noise

Shot noise Thermal noise Shot noise
Thermal noise

Flicker noise
Thermal noise

Flicker noise

Temporal
Resolution

FRET∼ms
FCS∼ns

∼ 100µs ∼ 100µs ∼ 100µs ∼ 200µs
(parasitics)

Table 2.1: Single-molecule sensor comparison

of each sensor. The first comparison will regard spatial resolution. Whereas fluorescence

can distinguish multiple fluorescent probes on the order of the diffraction limit [102] (∼200

nm), the localized resonance energy transfer in FRET can distinguish donor and acceptor

fluorophore separations down to nanometer scales. Even higher spatial resolutions can be

obtained by force-based methods down to sub-nanometer resolution using back focal plane

interferometry for optical tweezers or very precise piezoelectric actuators in AFM. Tunneling

and nanopore sensors have a spatial resolution dependent on their geometries such as gap

size and pore diameter, usually around a few nanometers. The spatial resolution of carbon

nanotubes with a defect is dependent on the localized defect state, but is also affected by

the Debye screening in solution. This will be demonstrated in Chapter 7 of the thesis.

The gain in the transducers of the methods outlined above differs by several orders

of magnitude. Fluorophore emission rates depend on the laser excitation power and is

usually around 2500 photons per second for organic dyes and can be up to 50000 photons

per second for quantum dots [102]. However, organic dyes are much more common in

FRET applications because they are much smaller and minimize the perturbation of the

biomolecule of interest and because their orientation with respect to the biomoelcule is

much easier to control [103]. A higher gain can be achieved by increasing the laser power
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but this leads to faster photobleaching. Force-based methods have higher gain because the

laser intensity can be higher and a small deflection or change in position by the particle

leads to a large change in the output. Nanopore, tunneling devices and field effect carbon

nanotube transistors have a relatively high gain in the transducer because several billion

electrons are transduced in the channel for a single molecule.

Another important criterion to describe biomolecular sensors is specificity. The

specificity of proteins and functional groups used in fluorescent imaging techniques can be

extremely high. Force based techniques have lower specificity because the probe or the

AFM tip is usually larger and much more difficult to eliminate non-specific adsorption. In

Tunneling experiments, specificity can be high because single molecules can be easily imaged

and the small dimensions of the nanogap usually only allow for a single molecule to be

trapped. Nanopores usually have relatively little chemical selectivity and instead distinguish

molecules by their size and charge. Carbon nanotubes can achieve higher specificity by using

probe molecules but still have non-specific adsorption to the nanotube sidewall away from

the defect.

2.5 Model systems for SNR calculations

2.5.1 Autocorrelation and Spectrum

Suppose that in a chemical reaction, a reactant A can react to form a product B.

A
kf


kr
B (2.10)

This is a unimolecular reaction since there is only one reactant A. According to law

of mass action, the differential rate equation can be written as

−dcA
dt

= kfcA − krcB (2.11)

−dcB
dt

= krcB − kfcA (2.12)
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with initial conditions cA = cA0 and cB0 = 0 [104]. The solution is given by

cA − cAe
cA0 − cAe

= e−(kf+kr)t (2.13)

1− cB
cBe

= e−(kf+kr)t (2.14)

where cAe and cBe are the equilibrium concentrations. Over time, the concentration

of product B will increase and the concentration of reactant A will decrease as plotted in

Fig. 2.7a until the equilibrium is reached. At equilibrium, the concentrations of reactant

A and product B are constant over time and the equilibrium constant for the reaction is

given by K =
kf
kr

=
cBe
cAe

. In the single molecule case, the chemical reaction will turn a single

reactant molecule into a single product molecule and then back to a reactant molecule.

To a first approximation, the traditional phenomenology based on the simple rate law for

the large population should also be valid so that the single molecule kinetics should follow

Poisson statistics [105, 106] described by Eq. 2.8. After equilibrium is reached, Fig. 2.7b

shows the ideal trajectory of a molecule that fluctuates between two states. This is very

different compared to the ensemble case because after equilibrium is reached, the ensemble

concentrations are constant and information about the reaction rates cannot be extracted

because the signal from many molecules is averaged. For the single molecule case, the dwell

times follow an exponential distribution, given by the probability density function

f(t, τ) =
1

τ
e−

t
τ , (2.15)

for which the expected dwell time is τ . τ could be the same for the high and low

states but for generality, the dwell time in the high state is expressed as τ1 and in the low

state as τ0. If there existed an ideal detector without any variability in measuring the single

molecule trajectories, it would give an output that would be identical to the fluctuations in

Fig 2.7b with an amplitude variation between 0 and ∆I for the two states. This trajectory

is called random telegraph noise because it is continuous in time and discrete in amplitude.

For this stochastic process X(t), the autocorrelation can be computed [107,108]:
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Figure 2.7: Kinetics of a chemical reaction. (a) Ensemble experiments and (b) Single
Molecule Experiment (after equilibrium is reached).

Rxx(t, t+ τ) =< X(t)X(t+ τ) >

=
∑
i,j

XiXj ∗ Pr(x(t) = xi) ∗ Pr(x(t+ τ) = xj given that x(t) = xi). (2.16)

Since the amplitude of the low state is 0, all terms vanish except one [108],

Rxx(t, t+ τ) = Rxx(τ) =
∆I2

(τ0 + τ1)2
(τ2

1 + τ0τ1e
−τ( 1

τ0
+ 1
τ1

)
). (2.17)

The random telegraph noise is wide sense stationary (since the mean and autocor-

relation functions are invariant to time shifts) and ergodic (the ensemble average can be

calculated using time averages). Therefore using the Wiener-Khintchine-Einstein Theorem,

the power spectral density for the random telegraph noise can be computed by taking the

fourier transform of the autocorrelction function above.

Sxx(f) =

∫ +∞

−∞
Rxx(τ)e−j2πfτdτ

=
4∆I2

(τ0 + τ1)

1

[( 1
τ0

+ 1
τ1

)2 + (2πf)2]
(2.18)
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2.5.2 Noise in single molecule systems

The different transducer output signals and system gains result in very different input re-

ferred noise characteristics. Optical systems are often limited at low frequencies by the

detector dark current (or dark rate) and by shot noise at high frequencies due to the rela-

tively low photon rates. Force based methods are limited by thermal drift and mechanical

vibrations at low frequencies and thermal noise of the probe at high frequencies. Noise in

scanning tunneling microscope and tunnel gap devices contains both 1/f noise at low fre-

quencies and thermal noise at higher frequencies [109]. The exact noise shape depends on

the setup such as servo feedback and position control which can further shape the noise [75].

Both nanopore and carbon nanotube have large flicker noise at low frequencies and thermal

noise at high frequencies. In order to further study the trends in the signal-to-noise ratio,

signal-to-noise ratios as a function of the two level fluctuation rate has been calculated

for systems limited by shot noise (fluorescence), thermal noise (optical tweezer) and flicker

noise (carbon nanotube). In all three cases, the signal spectrum was calculated using the

spectrum in Eqn. 2.18 by varying Poisson rate parameter (1/τ=1/τ0+1/τ1) from 1 Hz to 1

MHz. In general, the SNR can be written as

S

N
=

∫ +∞
1/Tmeas

Sxx SMF SBW∫ +∞
1/Tmeas

Noise SMF

(2.19)

where SMF is the response of the matched filter and SBW is the lowpass filter due

to the detector, given by

SMF =
Sxx

Sxx(1/Tmeas)
=

1

1 + (2πfτ)2

SBW =
1

1 + ( f
BW )2

(2.20)

For fluorescence, the dominant noise is shot noise and the dark current of the detec-

tor. Assuming a photon emission rate of 5000 photons/s and a dark rate of equivalent to

50 photons/s, the noise can be represented by

Nfluorescence = Nshot +Ndark = 2q(50q + 5000q) (2.21)
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where q is the charge of the electron and the quantum efficiency was assumed to be

1. The signal is

Sxx =
2τ(5000q)2

4 + (2πfτ)2
, (2.22)

with a detector bandwidth of BW=10 kHz.

Optical tweezers are dominated by thermal fluctuations of the probe so that the

noise can be expressed as [46]

Ntweezers =
kBT

π2β(f2 + f2
0 )

(2.23)

Where β is the hydrodynamic drag (β = 6πηa), which is a function of the viscosity

of the medium (η) and the radius of the probe tip (a). f0 is related to the stiffness of

the optically trapped bead (α) and inversely proportional to the hydrodynamic drag (f0 =

α
2πβ . The signal is assumed to be a 5 nm displacement and there are no other bandwidth

limitations. The SNR was calculated for a 2 µm probe, stiffness of 0.1pN/nm and and

viscosity of water.

In chapter 5, it will be shown that flicker noise is due to random fluctuations of

charge in the environment of the channel. The noise model can be expressed as

NCNT =
A

f
(2.24)

where A = 1 nA2. The signal is 20 nA and a signal roll-off beginning at 5 kHz due

to electronic parasitics. For each system, a matched filter corresponding to the Lorentzian

spectral content of the fluctuations follows the sensor for optimal signal-to-noise ratio. The

results for these models are shown in Fig. 2.8. The plot shows the SNR as a function

of average rate of molecular fluctuations. The SNR is defined as the ratio of the root

mean square power after the matched filter. Clearly, there are different trends in the three

systems. The fluorescent and optical tweezer system have a flat noise spectrum and as a

result, the SNR decreases steadily with bandwidth. The carbon nanotube has a flicker noise
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Figure 2.8: Simulated SNR of two-level fluctuating systems for carbon nantoube, FRET
pair and optical tweezers.

spectrum yielding an SNR, which is relatively insensitive to bandwidth. In all models, the

SNR begins to decrease more rapidly after the transducer bandwidth is exceeded.

Even though Fig. 2.8 is simulated for a very specific case, this simple model can

be used to improve the SNR performance for each sensor. The FRET based SNR can be

improved by increasing the laser intensity, thereby decreasing the flicker noise and shifting

up the SNR curve. The carbon nanotube can be built on a better dielectric with lower traps

and dangling bonds, thereby reducing the flicker noise and also shifting up the SNR curve.

At the same time, the parasitics can be significantly improved so that the bandwidth based

rolloff can be pushed out. Finally for the optical tweezers, the viscosity of the medium and

the size of the particle can be increased thereby shifting up the SNR curve but reducing

the bandwidth at the same time.
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Chapter 3

Electronic properties of carbon

nanotubes

3.1 History of carbon materials

With its ability to form several distinct types of valence bonds, carbon based materials can

come in very different structural forms [110]. In its natural form, configurations of pure

carbon exist in both the three-dimensional diamond structure with diamond cubic crystal

structure and graphite made from stacked sheets of honeycomb crystals. Even though

Thomas Edison was able to engineer light bulb filaments from carbon fibers in the 19th

century, it took until the end of the 20th century for carbon materials to show their real

potentials. In 1985, the zero dimensional carbon fullerenes were discovered by Kroto et

al. [111], consisting of a truncated isohedral structure similar to a football. In 1991 Sumio

Iijima synthesized carbon nanotubes ranging from 2 to 50 shells [112]. Transmission electron

microscope confirmed the one-dimensional structure with diameter of a few nanometers and

length up to 1 µm. Finally in 2005, the two dimensional form of carbon, graphene made

from a single sheet of carbon atoms in a honeycomb crystal lattice was created [113,114].
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3.2 Energy dispersion in graphene

Carbon nanotubes are an especially interesting material since they are truly a one-dimensional

(1D) structure, which results in many unique properties, including quantization of con-

ductance, strong electron-electron interactions which deviates from the usual Fermi liquid

behavior and gives rise to Luttinger liquid behavior and finally strong singularities in the

density of states. In order to understand electronic properties of carbon nanotubes, it is

essential to first examine the electron transport in graphene. In fact, carbon nanotubes

can be seen as small cut out strips of graphene that are rolled up into cylindrical shape.

Carbon atoms consist of 6 electrons which occupy the 1s2, 2s2 and 2p2 orbitals. However,

since the energy levels for the 2s2 and 2p2 orbitals are very close, they start to mix and can

form different hybridization configurations such as sp, sp2 and sp3. Graphene and carbon

nantoubes are formed by sp2 hybridization by creating one 2s and 3p atomic orbitals in the

following manner [110]:

sp2
a± =

1√
3

(|2s〉 ±
√

2|2px〉)

sp2
b∓ =

1√
3

(|2s〉+
√

2(∓1

2
|2px〉+

√
3

2
|2py〉))

sp2
c∓ =

1√
3

(|2s〉+
√

2(∓1

2
|2px〉 −

√
3

2
|2py〉))

2pz = 2pz (3.1)

In the above equations, the sp orbitals are newly formed σ orbitals made from the

mixed 2p orbitals. The remaining 2pz orbital is called the π orbital. It is the π orbital that

forms the covalent bond between neighboring atoms and also conducts electrons. In Fig.

3.1, the σ orbitals are in the plane of the graphene sheet and the π orbital is in the out of

plane direction. As carbon atoms bond with each other, a graphene sheet is formed that

consists of a honeycomb lattice where each atom has three closest neighbors shown in Fig.

3.2. As a direct consequence of the covalent bond, neighboring atoms share electron pairs,

which leads to a delocalization of electrons in the 2pz orbital. These delocalized electrons
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Figure 3.1: Sp2 hybridization in graphene.

are free to move around in the crystal, but still feel the effect of the underlying period

potentials from the carbon ions, which leads to energy bands.

The band structure of graphene can be calculated by considering the tight binding

approximation, in which the electrons wavefunction is approximated by the original atomic

orbitals. In a periodic lattice, electrons wavefunction has to satisfy Bloch theorem [115]

φnk =
∑
R

eikRφn, (3.2)

where k is the wavevector of the plane wave and R is the position of all ions in the

crystal. If the localized atomic wavefunction solves the Schroedinger equation, given by

Hatφn = [
~2

2m
∇2 + Uat(r)]φn = Enψn where Uat(r) = −ze

2

r
, (3.3)

the delocalized states can be built up from the local atomic wavefunctions. If the

primitive basis (or unit cell) of graphene contains two atoms, given by atoms A and B in

Fig. 3.2 and only the pz atomic orbital is taken into account, the Bloch function for an

electron in the crystal can be written as a superposition of the atomic orbitals at position
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Figure 3.2: Graphene lattice.

A and B,

ψ = cAφA(r) + cBφB(r), (3.4)

which can solve the modified Schrdinger equation and satisfy Bloch theorem at the

same time.

H̃ψk = [
~2

2m
∇2 + Uat(r) +

∑
R 6=0

Uat(r −R)]ψnk = (Eat + ∆U)ψnk (3.5)

The energies of the Schrdinger equation above are given by

〈φn|H̃|ψnk〉 = Enk〈φn|ψnk〉. (3.6)

In order to solve for the energies Enk, the tight binding assumption is made. This

means that only the closest atomic orbitals (one A atom with the three surrounding B atoms

and one B atom with the three surrounding A atoms) are overlapping. The overlapping

integral from two neighboring atoms and the transfer integral are defined as

α = 〈φA|phiB〉 (overlap integral) and

γ = 〈φA|∆U |φB〉 (transfer integral) (3.7)
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The two equations at the A and B atoms are

〈φA|H̃|ψnk〉 = Ek〈φA|ψnk〉 and

〈φB|H̃|ψnk〉 = Ek〈φB|ψnk〉 (3.8)

Which can be simplified to

EatcA + ξγcB = Ek(cA + ξαcB)

EatcB + ξ∗γ∗cA = Ek(cA + ξ∗α∗cB). (3.9)

The function ξ above can be calculated by considering the position of the three

closest atom and summing up the equivalent phase contributions, so that

ξ =
eikxa√

(3)
+ 2e

− ikxa
2
√

3 cos(
kya

2
). (3.10)

 (Eat − Ek) (ξγ − Ekξα)

(ξ∗γ∗ − Ekξ∗α∗) (Eat − Ek)


 cA

cB

 =

 0

0

 (3.11)

which results in the energy dispersion relationship for graphene:

Ek = Eat ±
γ|ξ|

1± α|ξ|
≈ Eat ± γ

√
(1 + 4cos(

√
(3)kxa

2
)cos(

kya

2
) + 4(cos(

kya

2
))2) (3.12)

The energy dispersion of graphene is symmetric around the origin and the conduc-

tion and valence band are touching at 6 points, which is why graphene is refered to as a

semimetal. The energy dispersion of graphene is ploted in Fig. 3.3. Around these points,

the dispersion relationship is roughly linear given and often written in terms of the Fermi

velocity νF so that Ek ≈ ~νF
√
k2
x + k2

y.
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Figure 3.3: Energy dispersion in Graphene.

3.3 Energy dispersion and density of states in carbon nan-

otubes

Having derived the band structure of graphene, the band structure of carbon nanotubes

can be found by imagining the single walled carbon nanotube to consist of a cut out sheet

of graphene that is rolled up. A SWCNT can be characterized by its chirality, in which the

circumferential direction (around the tube) is expressed by the primitive vectors a1 and a2:

a1 = ac−c(
3

2
x̂+

√
3

2
ŷ)

a2 = ac−c(
3

2
x̂−
√

3

2
ŷ)

(3.13)

where ac−c is the carbon-carbon distance of 0.144 nm. An (n,m) nanotube means that

the chiral vector is Ch = na1 + ma2, which is demonstrated for a (4,2) nanotube in Fig.

3.4. The dotted line is the unit cell of the nanotube and the vector T is in the direction

of the continuous wavevector along the length of the nanotube, which can go from a few

nanometers up to centimeters.
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Figure 3.4: Rolling up a sheet of graphene into a carbon nantoube. (a) Showing the chiral
vector Ch and the translational vector T written in terms of the unit vectors for the (4,3)
carbon nanotube. (b) The same vectors of the rolled up carbon nanotube.

Due to the small dimension in the chiral direction, a new boundary condition exists

in this direction and the wavevector is discretized. By calculating the reciprocal lattice

vectors and applying the boundary condition, the energy dispersion of the carbon nanotube

can be found. This has been done in [110] and leads to the dispersion relationship:

Ecnt(k) = Egraphene(kK2 + µK1) (3.14)

Where K1 and K2 are the reciprocal lattice vectors and k is the new wavevector

with the condition π/T < k < π/T and u is an integer between 0 and N-1 where N is

the number of hexagonals per nanotube unit cell. Since µ is discretized, the dispersion

will consist of discrete subbands shown in Fig. 3.5a for a (10,0) nanotube. This tube is

semiconducting since the subbands do not pass through the K or K points shown in Fig.

3.5b. In general, metallic nanotubes have a n-m value that is a multiple of 3, so any (3n,0)

nanotube is metallic, also called zigzag nanotube, or any (n,n) nanotube is metallic, also

called armchair.

The density of states (DOS) can be calculated by

D(E) =
∑
u

Du(E) =
∑
u

dNu

dk

dk(E)

dE
(3.15)

Here, dNudk is 2L
2π where L is the length of the tube. In Fig. 3.6a, the density of states

has been calculated for a (9,0) SWCNT, which is expected to be metallic. The DOS show
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Figure 3.5: Energy dispersion in carbon nanotube. (a) Discrete energy bands of (10,0)
nanotube (b) Closeup at Dirac point. Since the (10,0) nanotube is semiconducting, the
energy bands do not intersect at the Dirac point.

that there is a subband at zero energy and the conductance and valence band are touching.

The (10,0) nanotube clearly shows a bandgap since the DOS is zero at zero energy show in

Fig. 3.6b. It is interesting to note that there are energies where the DOS diverge. These

are called van Hove singularities and characteristic of one-dimensional systems. Such a

singularity appears when a subband threshold is passed. Theoretical density of states can

be verified through STM [116] and through optical absorption and emission [117,118].

A simple approximation for the one dimensional density of states was derived by [119].

The 1D nanostructure has quantized energies in the x and y dimensions given by Ei,j where

i and j are the quantum numbers for the quantized energies. Assuming that the z direction

is continuous, the dispersion can be written as

E = Ei,j +
~2k2

2m
(3.16)

From Eqn. 3.15, the density of states for a subband can be written as

Di,j(E) =
2L

π

√
m

2~2(E − Ei,j)
. (3.17)
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Figure 3.6: Density of States.(a) for the metallic (9,0) nanotube and (b) for the semicon-
ducting (10,0) nanotube with a clearly visible energy gap.

Now using the carrier velocity ν(k) = 1
~
dE
dk , the density of states for a subband can

be written as

Di,j =
4L

hνi,j
. (3.18)

This equation will be used later to derive the quantum capacitance for carbon nan-

otubes.

3.4 Carbon nanotube conductance

The current through an ideal 1D conductor can be calculated using the following expres-

sion [110,120]

I =
2e

h

∫
[f(E − µ1)− f(E − µ2)]M(E)T (E)dE (3.19)

where M(E) is the number of conduction channel, f(E) is the Fermi Dirac distri-

bution, given by f(E) = 1/(1 + e
E
kT ), 2e/h is the quantized conductance and T(E) is

the transmission probability. Eqn. 3.19 can be used to calculate the current for any 1D

transport regime where effects from contacts, barriers or scattering are included in the

transmission probability. To illustrate the different transport regime, the following sections
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discuss ballistic transport, diffusive transport and transport through a barrier.

3.4.1 Ballistic carbon nanotube (L < LM)

At zero temperature, ideal transmission (T(E)=1) and two available energy bands (since

the conduction and valence band are touching at the Dirac points), the above expression

simplifies to I = 4e2

h
µ1−µ2

e , which can be written as

R =
h

4e2
= 6.5 kΩ (G = 1/R = 153 µS). (3.20)

This model is valid for a short carbon nanotube less than the mean free path (L <

LM ) with perfect contacts to the channel. By using ohmic contacts to the nanotube at short

channel length, it was shown that the device behaves like an ideal ballistic conductor [121].

The concept that a ballistic conductor should have a finite resistance seems counterintuitive.

However, the current has to be redistributed from many modes at the contacts to only a few

modes inside the 1D conductor, which leads to a interface resistance [122]. In a perfectly

ballistic 1D conductor, both contacts will have equal contributions to the resistance and

there is no resistance drop inside of the conductor, which is demonstrated in the voltage

profile in Fig. 3.7a.

3.4.2 Diffusive carbon nanotube (L > LM)

In a real crystal, there are imperfections such as impurities and lattice vibrations, which

interfere with the carriers in the channel. Therefore the electrons (or holes) can collide and

transfer momentum by scattering. This leads to the concept of mean free path (LM ), which

describes the distance that a carrier can travel before undergoing a collision. Eqn. 3.19

above can be modified to take the diffusive component into account. Purewal et al. [123]

showed that the diffusive component of the resistance increases linearly with channel length,

so that the resistance will be

R =
h

4e2
(
L

LM
+ 1) (3.21)
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Figure 3.7: Conductance profile. for (a) a ballistic channel, (b) diffusive channel and (c)
channel with barrier.

The diffusive component scales with temperature and saturates to a finite value at

low temperatures. This happens because ineleastic scattering is due to acoustic phonons

and the phonon modes freeze out. It was shown both experimentally [123] and theoreti-

cally [124] that metallic carbon nanotubes are insensitive to long range disorder whereas

semiconducting carbon nanotubes are not. Therefore the mean free path of metallic carbon

nanotubes is much longer (on the order of µm) compared to semiconducting nanotubes

(more than 1 order of magnitude lower). As shown in the voltage profile in Fig. 3.7b, a

carbon nanotube with diffusive transport will have a finite resistance at the contacts and the

channel also has a finite resistance. In a practical device, the contacts are not completely

transparent so that another contribution to the resistance is due to small barriers between

the contacts and the channel. The total resistance will be
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R =
h

4e2
(
L

LM
+ 1) +Rc (3.22)

where the value of Rc depends on the metal that is used for the contact and also on

work function difference and wetting [125]. Some of the lowest contact resistance to carbon

nanotubes have been achieved using palladium [121].

3.4.3 Carbon nanotube with barrier

Because single-walled carbon nanotubes have all their atoms at the surface, the perfect

crystalline lattice can be disturbed relatively easily. If the nanotube is a ballistic conductor

with a single barrier, it was shown by Landauer et al. [126] that the resistance of the barrier

for a single channel can be expressed by

Rbarrier =
h

e2

1− T
T

(3.23)

where T is the transmission probability and 1-T is the reflection probability at the

barrier. The barrier can be the result of a defect due to a Stone-Wales defect, adatoms,

lattice vacancies, electrostatic pn junctions and pn junctions due to chemical doping. The

total resistance in the device can be expressed as

Rtotal = Rbarrier +Rc +RQ = Rc +
h

4e2
(1 +

1− T
T

). (3.24)

If the barrier is large, the device resistance will be dominated by the scattering at

the defect so that the potential will mostly drop across the defect as seen in Fig. 3.7c.

3.5 Summary

The electronic properties of carbon nanotubes have been reviewed in this chapter. The

dispersion in graphene and carbon nanotubes was derived leading to carbon nanotubes with

metallic and semiconducting properties. Also, a qualitative picture of transport through

a carbon nanotube with a defect has been given, which is going to be useful in the later
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chapters. This defect accounts for a large percentage of the resistance in the channel so

the carbon nanotube device is very sensitive to the location of the defect. Also, a simple

expression for the density of states in terms of the carrier velocity has been given which will

be later used for calculating the quantum capacitance.
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Chapter 4

Carbon nanotube synthesis and

integration

4.1 Introduction

In 1993, two different groups demonstrated the first growth of single-walled carbon nan-

otubes with a relatively small diameter distribution [127, 128], which created tremendous

excitement because theoretical calculations had already been done to show the outstanding

electrical [129] and mechanical [130] properties of these novel structures. Control of diame-

ter and chirality is crucial to characterize the properties of carbon nanotubes and eventually

use them as building blocks for applications. Three different growth techniques have been

mainly used since then, which are arc-discharge, laser ablation and chemical vapor depo-

sition (CVD) [131]. Both arc-discharge and laser ablation use solid-state carbon sources

(graphite powder). Synthesis is done at high temperatures (1200◦C) with a high-energy

source such as a plasma or laser, which results in relatively high quality carbon nanotubes.

While there are also large amounts of byproducts such as metal catalyst, amorphous carbon

and carbon fibers, these methods are good for bulk production of carbon nanotubes and

can yield a small distribution of diameters in large quantities.

Chemical vapor deposition has been mainly used to create high quality nanotube
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devices for electronic measurements on solid substrates. In this method, hydrocarbon gases

such as ethanol, methanol, ethylene and acetylene are used a sources for the carbon material

and the nanotubes are grown from catalyst seed particles such as iron, cobalt and nickel at

lower temperatures (500-1000 ◦C) [131,132]. The diameter of the grown carbon nanotube

matches approximately the diameter of the catalyst particle from where it starts to grow out

with a dome-closed end. The advantage is that the nanotubes will adhere to the substrate

after growth by van der Waals forces. The nanotube location and density of the films can

be approximately controlled by patterning the catalyst particles and also by varying the

catalyst density and growth conditions.

4.2 Techniques for assembly and integration of carbon nan-

otubes

Several problems arising from the bottom up assembly of carbon nanotubes have slowed

down their progress and have limited their use in commercial products. First of all, the crys-

tal structure of the nanotubes during growth cannot be reliably controlled. Even through

the existing techniques are able to get high yield of single walled carbon nanotubes, there

are still multiwalled nanotubes and small bundles of nanotubes in the products. Also the

chiral angle and diameter of the nanotubes cannot be precisely controlled so that both

metallic and semiconducting tubes exist after synthesis. This makes their use in electronic

application impractical since there will be metallic in parallel with semiconducting nan-

otubes, which cannot be fully depleted resulting in a poor transistor behavior with high off

currents. Second, the exact placement of nanotubes cannot be perfectly controlled during

growth. By patterning the catalyst during CVD, some control of nanotube location can

be achieved but the length and direction of the growth is fairly random. More recently,

it was demonstrated that well aligned, dense arrays of nanotube can be grown on quartz

substrates with as many as 1 nanotube per 100 nm on average [133]. Third, the growth

substrate (quartz, silicon, silicon with thin oxide film) is not necessarily the same substrate
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as the final application. For example, carbon nanotubes have shown their potential as thin

film transparent electrodes on flexible plastic substrates. Another application is as intercon-

nects or vias for standard complementary metal-oxide-semiconductor (CMOS) chips. None

of these substrates are compatible with the growth temperatures of high quality carbon

nanotube synthesis [134]. The plastic substrate would simply melt and the CMOS chips

cannot sustain the thermal stress and also diffusion of dopants, which the high temperatures

would cause.

In order to overcome these difficulties, techniques to both control the carbon nan-

otube assembly and also to transfer them to a different substrate are necessary. In particular

with regard to this thesis, being able to integrate carbon nanotube sensors with active CMOS

substrate chips would have several advantages. First, the CMOS chip could multiplex many

different devices on an electrode array and therefore many different devices could be mea-

sured simultaneously. For example, if the high-density array from the quartz growth could

be transferred to a CMOS chip with an electrode array with a 10 µm spacing (electrodes

of 7.5x7.5 µm2 with 2.5 µm gaps patterned afterwards) which connects to the underlying

circuitry, as much as 400x400=160000 devices could be measured in a 4x4mm2 area. The

chip could therefore be used to locate the randomly grown and transferred nanotubes and

measure their electronic properties. The second reason to integrate carbon nanotube sen-

sors directly with a CMOS substrate is to reduce parasitics in the electrodes and cables.

This could tremendously increase the bandwidth and lower the amplifier noise so that very

high kinetics could be measured (see Chapter 2). In the following section, different available

transfer and alignment techniques for carbon nanotubes will be discussed.

4.2.1 Spin-on

In the early days of carbon nanotube research, carbon nanotubes grown from arc discharge

or laser ablation were suspended in solvents such as acetone or dichloroethane and then

spin onto an insulating substrate [135–137] because CVD synthesis was not available.

Nanotubes in these suspensions were often short (< 1µm) and assembled primarily in
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Figure 4.1: Spin on process. (a) Nanotube suspension is spun onto the chip. (b) SEM
image of chip surface after spinning showing randomly distributed nanotubes. (c) Optical
image of metal electrode array which leads to nanotubes bridging electrodes in (d).

bundles and ropes depending on the solvent used. By using alignment markers on the

substrate, single nanotube ropes could be located and connected by metal electrodes for

electronic measurement. This method is straightforward but fairly time consuming because

the individual nanotubes have to be located.

Another way to make devices is to create random arrays of electrodes after the

nanotubes have been spun onto the substrate (Fig.4.1 a). Carbon nanotubes grown by the

arc discharge method have been suspended in Dichloroethane and then spun onto a silicon

chip with a thin thermal oxide (285 nm). Metal electrodes are then patterned in arrays as

shown in the optical image in Fig. 4.1b and c. By tuning the nanotube concentration in the

suspension and the spinning process, several electrodes will be bridged by a single carbon

nanotube shown in the scanning electron microscope image in Fig. 4.1d.
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Figure 4.2: (a) Transfer process of carbon nanotubes grown on surface with polymer film.
(b) Schematic of alternating current dielectrophoresis for alignment of nanotubes between
metal electrodes.

4.2.2 Polymer film transfer

Arrays of carbon nanotubes grown by CVD on regular substrates have been successfully

transferred using three different methods. In the first method [138], a thin polymer film such

as polymethylmethacrylate (PMMA) is spun on the substrate with nanotubes and baked to

encapsulate the nanotubes in the film. The film can be peeled off in basic solution (1M KOH)

by hydrolyzation as shown in Fig. 4.2a and can be transferred to a different substrate. In

another method [139], a stamping mold made from polydimethylsiloxane (PDMS) is used to

pick up nanotubes and then transfer them to a different substrate with a high surface energy

to peel the nanotubes off. This can be achieved by oxygen plasma and vapor silanization.

In the third method [140, 141], a thin gold film is evaporated onto the carbon nanotubes.

Because gold does not adhere well to the substrate, the film together with the nanotubes

can be picked up by a thermal release tape or PDMS stamp and transferred to a different

substrate. Gold etch is then used to dissolve the gold film and leave the nanotubes on the

receiving substrate.
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4.2.3 Dielectrophoresis

Both transfer and spinning approaches do not provide substantial control over the pre-

cise positioning and alignment of carbon nanotube. As an alternative, radio frequency

dielectrophoresis (DEP) can be used to align polarizable nanotubes through gradients in an

applied electric field [142] as shown in Fig. 4.2b . The dielectrophoretic force on a ballistic

nanotube can be expressed as [143]

FDEP = εm
εp − εm
εp + 2εm

∇E2 (4.1)

where εp and εm are the dielectric constants of the particle and medium and is the

magnitude of the electric field. Metallic SWCNTs have a very large dielectric constant

(εp � εm) so that the dielectrophoretic force is always positive for any tube (FDEP ≈

εm∇E2). Semiconducting nanotubes, however, have a dielectric constant that varies with

their bandgap as εp ≈ 1 + (
~ωp

5.4Eg
)2 [142]. Assuming Eg = |ξ|accd with the energy of the

plasma frequency ~ωp = 5eV , the graphite overlap integral |ξ| = 2.5eV and the carbon

nearest neighbor distance ac−c = 0.142 nm, FDEP is a strong function of diameter. If

εp < εm, the dielectrophoretic force is negative, which will repel any particle. This puts

an upper limit on the dielectric constant so that the dielectric force will be positive for

diameters d >
√

εm−1
6.76 . In order to trap nanotubes down to 1.2 nm, a dielectric constant of

the medium has to be below 10.8.

The simulated ∇E2 is shown in Fig. 4.3a for an applied bias of 2.5 V between two

electrodes and a dielectric constant of 10.3 (for dichloroethane) on top of a glass substrate,

showing the magnitude and direction that the force is pulling the particle between the

electrodes. Another configuration is to apply the time varying field between one electrode

and the substrate, which creates a force perpendicular to the electrode as shown in Fig.

4.3b. Both methods have been used to align carbon nanotubes specifically between one pair

of electrodes or randomly along a single electrode.
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Figure 4.3: Simulation of ∇E2 in Eq. 4.1 for two different geometries. In (a) two electrodes
are on top of a glass substrate. (b) shows the fringing field for a single electrode with a
silicon substrate and a thin oxide.

4.3 DEP with carbon nanotubes

In order to achieve the goal of bridging two electrodes with an individual single-walled

carbon nanotube with high yield, several parameters need to be optimized.

4.3.1 Nanotube Suspension

For random spinning on nanotubes and dielectrophoresis, a crucial part is making a good

suspension of nanotubes. Even if the growth yielded perfect control over the nanotube

chiralities, nanotubes tend to aggregate into bundles and ropes because of their high van

der Waals binding energy [144]. Since carbon nanotubes are non-polar, they can best be

suspended in non-polar solvents or polar aprotic solvents such as dimethylformamide [142],

dichloroethane [145] and chloroform [146]. Another way is to use polar solvents or water

in combination with surfactants such as sodium dodecyl sulfate (SDS) [144] to coat the

nanotubes and result in well dispersed suspension.

The carbon nanotubes used in this experiment were synthesized by the arc dis-

charge method (from Carbon Solutions) and dispersed in 1,2 dichloroethane (DCE) by

ultra-sonication for 2 h and centrifugation at 8000 rpm for 2 h, resulting in a concentration
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Figure 4.4: UV-Vis absorption of carbon nanotube suspension using 1,2 Dichloroethane.
The inset shows the nanotube raw material after synthesis.

of approximately 6 ng/ml. DCE has a dielectric constant of 10.3, which leads to a positive

DEP force for semiconducting nanotubes with diameters greater than 1.2 nm. The quality

of the suspension is verified by ultraviolet to visible absorption (UV-Vis), which is shown

in Fig. 4.4. Three distinct absorption peaks are visible (after subtracting the DCE back-

round), which are attributed to the pairwise excitations in the density of states between

van-Hove singularities [142]. There is a S22 peak for the 2nd semiconducting excitation

bands and the M11 for the 1st metallic excitation bands. The UV-Vis data is comparable

to published data for suspensions containing both metallic and semiconducting nanotubes.

DCE suspension allows surfactants to be avoided, which coat the nanotubes and affects

contact resistance. Several other solvents were tried to for suspensions including acetone,

isopropanol, ethanol, toluene and methanol but did not result in stable suspensions.

4.3.2 Metal Electrodes

The electrodes for the DEP experiment were fabricated on a glass substrate in order to limit

the fringing fields to the susbtrate and reducing the number of tubes attaching to the sides
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Figure 4.5: Metal electrodes with (a) sharp and (b) square geometry.

of the electrodes away from the gap. Since nanotube length range from 500 nm to 3 µm, a

gap of 1 µm was chosen so that most nanotubes can bridge the gap. The electrodes were

fabricated by standard electron-beam lithography, metal evaporation of 5 nm chromium

and 50 nm gold and lift off in acetone. Both sharp triangular electrodes as well as square

electrodes were fabricated as shown in Fig. 4.5. The geometry of the electrodes did not

substantially affect the dielectrophoresis process and most of the devices were made from

square electrodes. After fabrication, the electrodes are wire-bonded to a standard chip

carrier to facilitate the electrical measurments.

4.3.3 DEP parameters

Unlike larger particles such as bacteria, multiwalled nanotubes or nanowires, carbon nan-

otubes cannot be imaged by an optical microscope in real time while they deposit on the

surface. This makes the DEP experiment tedious because it involves an iterative process

involving SEM and AFM to optimize the parameters such as applied electric field (or po-

tential), the concentration of nanotubes in the suspension and the time that the field is

applied. Qualitatively, Fig. 4.6 shows the effects of these parameters on the number of

nanotubes that bridge the gap between the electrodes. The optimum conditions to get a

single bridging nanotube is a 1x concentration (around 6 ng/ml) at 2.5 V/µm and 2 minutes

application of the field. Doing DEP for longer times, at higher potentials and at higher

concentrations increases the number of tubes that bridge the electrode.
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Figure 4.6: Effect on cnt concentration, voltage and time on the yield of trapping a single
nanotube between the electrodes. In each SEM image, the bottom electrode is 2 µm wide.

4.4 Use detection system to improve yield of single tubes

A recent report demonstrated the real-time detection of dielectrophoretically trapped mul-

tiwalled carbon nanotubes by measuring a decrease in gap impedance [147]. There have

been no reports of the in situ control of the dielectrophoretic assembly of SWCNTs, which

represents a significantly more formidable challenge because of the much smaller dimensions

involved, the variability in chirality and the complexity in the measured electrical response.

The approach described here not only enables the real time determination of the trapping

of a carbon nanotube, but also allows the evaluation of the metallic/semiconducting nature

of the trapped species.

The lock-in detection system is shown in Fig. 4.7a and is implemented on a custom

printed circuit board as shown in Fig. 4.8, which has been described in [148]. Two ac
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Figure 4.7: (a) Lock-in detection setup allowing DEP to proceed along with real-time mea-
surement. (b,c) Real time measurement during DEP deposition of Idc and Iac respectively.
(d) Source to drain current as a function of top gate sweep for the deposited nanotube
shown in the inset.

potentials are superimposed through a summing amplifier: a signal at f2 = 5 MHz, which

is used to manipulate the carbon nanotubes, and a signal at f1 = 1 kHz, with a constant

100 mV amplitude. Both the dc (Idc) and f1-component (Iac) of the device conductance

are monitored in real time.

For the DEP protocol, a small drop of the nanotube suspension (40 µL) is introduced

onto the chip at the area of the electrodes. The 2.5 V 5 MHz signal is turned off less than 2

seconds after a change in both Iac and Idc is observed, avoiding the deposition of multiple

tubes across the gap. After deposition, the chip is carefully rinsed with DCE and isopropanol

followed by a gentle dry in nitrogen. This careful rinsing is necessary because otherwise,

the nanotube suspension will dry and nanotubes will be dispersed randomly on the surface.

Bridged carbon nanotubes are not removed through rinsing. The devices are imaged with
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Figure 4.8: PCB board design of DEP system shown in Fig. 4.8a.

a scanning electron microscope (SEM) and atomic force microscopy (AFM) to determine

how many nanotubes bridge each electrode pair. The electrical properties of the deposited

nanotubes are independently characterized by creating a top gate by depositing 15 nm

of hafnium oxide by atomic layer deposition and a gate electrode through electron-beam

lithography.

The results from a representative DEP deposition are shown in Fig. 4.7b-d. Fig.

4.7b-c show Iac and Idc as a function of time; deposition stops at t=20 s. A clear change in

the current magnitudes is evident at t=18 s as the electrodes are connected by a deposited

nanotube. The SEM image of the inset in Fig. 1d confirms that a single tube (or small

bundle) connects the electrodes. Fig. 4.7d shows the subthreshold characteristics of the

deposited nanotube device at Vds = 0.1 V, demonstrating an Ion/Ioff ratio of 105 and a

subthreshold slope of 240 mV/decade. Contact resistances generally range from 500 kΩ-10
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Figure 4.9: (a) Drain current (Ids) as a function of drain to source voltage (Vds) for a typical
semiconducting and metallic carbon nanotube. Measured data and the associated fit to Eq.
4.2 are shown. (b) Distribution of Iac and Idc values for 43 representative nanotube devices.

MΩ, consistent with other reported results for gold bottom contacts [149].

In order to understand the increase in Iac and Idc when a nanotube bridges the

electrodes, the nanotube device is modeled as a Schottky barrier with a series resistance, so

that the current-voltage characteristics of the nanotube can be approximated by [150,151]:

I =
kBT

qRD
ln [1 +

I0DqRD
kBT

e
qV
kBT

+
I0DqRD
kBT ]−I0D+

kBT

qRS
ln [1 +

I0SqRS
kBT

e
qV
kBT

+
I0SqRS
kBT ]+I0S (4.2)

where RD and RS are the resistance of drain and source, I0D and I0S are the diode

drain and source saturation currents, q is the electric charge, V is the applied drain-to-source
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Figure 4.10: SEM image of carbon nanotube devices deposited by the DEP detection system.

bias, T is the temperature, and kB is Boltzmanns constant. In Fig. 4.9a, this equation is fit

to a high bias drain to source sweep of a representative semiconductor and a representative

metallic nanotube with I0D, I0S , RD, and RS as fitting parameters. Because the saturation

currents I0D and I0S increase exponentially with decreasing barrier height, one finds that

for metallic nanotubes, I0D � kBT
qRD

and I0S � kBT
qRS

. In this case, a nearly linear relation

results with I ≈ V/RD for V > 0 and I ≈ V/RSfor V < 0.

In contrast, semiconducting nanotubes have large, unequal source and drain barriers,

resulting in very nonlinear and asymmetric current-voltage characteristics. We can use Eq.

4.2 and a Fourier analysis to estimate the Idc and Iac values that result from the applied

potential V = A1kHzcos(2πf1t) + A5MHzcos(2πf2t). The table in Fig. 4.9a shows the

calculated values that result for the two characterized tubes. These match closely those

measured in air and in DCE before creating the top gate. Large Iac values are observed

when the electrodes are bridged in Fig. 4.7c due to the fact that the large-amplitude 5 MHz

signal moves the bias point throughout the whole curve to increase the conductance at f1
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Figure 4.11: Diameter distribution for nanotubes randomly dispersed on substrate and
metallic, semiconducting and bundled nanotubes deposited by DEP. (b) Claussius Mosotti
function for metallic and semiconducting nanotubes. (c) A representative AFM image of a
single tube.

even for semiconducting devices that do not have significant conduction for small, applied

biases.

In Fig. 4.9b, the results for 43 representative devices are plotted as a function of

Idc and Iac. Semiconducting nanotubes are characterized by Ion/Ioff ratios greater than

3 as measured for top-gated field-effect structures fabricated from these nanotubes with

Ioff < 10 pA, while metallic nanotubes are characterized by Ion/Ioff ratio of 3 or smaller.

Devices with Ion/Ioff ratios in excess of 3 but without a bandgap (Ioff > 10 pA) are

called bundles. The inset of Fig. 4.9b indicates how the Idc/Iac ratio can be used to

distinguish metallic from semiconducting tubes during DEP. Idc/Iac ratios of greater than

2 are a confident indicator of semiconducting tubes, while Idc/Iac ratios of less than 2 are

a confident indicator of metallic tubes or bundles.

Fig. 4.10 show a few deposited carbon nanotube devices. Fig. 4.11a shows the

distribution of tubes randomly dispersed on a substrate (labeled ”substrate”) and the dis-

tributions of metallic, semiconducting and bundled nanotubes, as characterized by their

electronic properties, which are deposited by DEP. We only count devices with a single

bridging nanotube as verified by AFM (Fig. 4.11c). The distributions for single nanotubes
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are centered around 1.6-2.1 nm indicating that nanotubes are being deposited in a manner

that closely matches the original distribution of the nanotube soot [152]. It is important

to note that semiconducting nanotubes with diameters less than 1.2 nm are not present,

consistent with the prediction of Fig. 4.11b. As a result, there is a slightly higher affinity

for metallic tubes, resulting in deposition of metallic to semiconducting tubes in the ratio

of 1:1 compared to 1:2 in the original distribution.

Figure 4.12: Random DEP using parameter for low density of tubes bridging electrodes (a)
or high density of bridging tubes (b). These devices have low variability as shown in (c).

4.5 Random DEP for many devices or many tubes

When applying the electric field between an electrode and the substrate, nanotubes will

align along the electrode. This can be used to make large arrays of nanotubes and by

using different conditions devices with few bridging nanotubes (Fig 4.12a) to many bridging

nanotubes (Fig 4.12b) can be achieved. In these devices, carbon nanotubes have been first

deposited by DEP on a gold electrode and another palladium electrode has been deposited

on top to sandwich the nanotube and the bottom electrode which results in low contact

resistances. Fig. 4.12c shows the electronic properties of several devices fabricated in the

same processing step. Each of these 25 µm devices is bridged by several metallic and
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semiconducting nanotubes, which explains the high off currents. Because the electronic

properties are averaged out, the variability between devices is relatively low.

4.6 Summary

In conclusion, several methods have been presented to allow the fabrication of carbon nan-

otubes on different substrate. This is particularly important for substrate like CMOS chips

that cannot withstand the high CVD growth temperatures.
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Chapter 5

Pristine carbon nanotubes in

aqueous environment

In order to use carbon nanotubes as sensing elements for biosensors, a thorough under-

standing of their behavior in a liquid environment is necessary. This chapter reviews the

metal/electrolyte interface, which can be used to electrolytically gate the carbon nanotube

field-effect transistor and reviews the design and fabrication considerations for the nan-

otube transistor in an aqueous environment. The dominant noise will be measured and an

ensemble measurement of protein in solution will be discussed.

5.1 Solid liquid interface

A large part of the electrochemistry field deals with the properties of an electrode/electrolyte

interface and in particular with charge transport at the interface [153, 154]. There are

in general two types of reaction, a faradaic and a nonfaradaic process. In the faradaic

process, an electron charge is transferred through the interface when a chemical reaction

happens. Examples are galvanic cells such as fuel cells or batteries in which chemical

energy is converted to electrical energy or electrolytic cells, in which an external potential

is applied to a chemical cell such as electroplating or recharging of a lead acid battery. In

a nonfaradaic process, no charge transfer occurs and the interface itself charges up similar
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to a capacitor. In this chapter, the focus will be on the nonfaradaic process to explain

how carbon nanotubes can be electrolytically gated. The next chapter will explain how a

controlled faradaic process can lead to a chemical oxidation reaction at a single point in the

nanotube to create a defect.

An electrolyte is a conducting solution in which charged ions can diffuse (with the

exception of solid electrolytes and molten electrolytes). The resistivity of the electrolyte is

dependent on the concentration of the ions since the ions are responsible for charge trans-

port. However, the resistance due to the electrolyte is usually small in aqueous electrolytes.

The resistivity of phosphate buffered saline (1X PBS), which is the buffer used for the

biological measurements in Chapter 6 & 7 is about 0.65 Ωm. In a nonfaradaic process,

the metal/electrolyte interface is ideally polarizable so that the potential is dropped across

this interface. Several different models for this interface capacitance have been developed

since the beginning of the 20th century. One of the most popular models is based on the

Gouy-Chapman-Stern model [155]. In this model, the interface capacitance is given by a

series combination of the Helmholtz capacitance CH and the Gouy-Chapman capacitance

CGC as

1/Cd = 1/CH + 1/CGC (5.1)

The Helmholtz capacitance is the result of the ions having a finite radius so that the

ions cannot approach the surface closer than their radius. Due to counterion adsorption

to the surface, there will be a potential drop due to that layer so that CH = εε0/x2. The

distance x2 away from the electrode (same order of magnitude as the ion radius) is called

the outer Helmholtz plane. Further out from x2, the ions will be mobile and can diffuse

into the bulk solution. This diffusive layer can be modeled by the Poisson equation [153],

∇2Φ(x) =
ρ(x)

εε0
(5.2)

where the electrostatic potential Φ(x) is related to the charge density ρ(x). In order

to solve Eqn. 5.2, the assumption is made that the ions follow a Boltzmann distribution,
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Figure 5.1: Potential profile between a metal electrode and an electrolyte according to the
Gouy-Chapman-Stern model.

ni = n0
i e

zieΦ

kBT (5.3)

where zi is the charge of ion i and n0
i is the bulk ion concentration. Eqn. 5.2 can

then be rewritten as the Poisson-Boltzmann equation

∇2Φ(x) = − e

εε0

∑
i

n0
i zie

zieΦ

kBT . (5.4)

Assuming a symmetric electrolyte (only one anionic and one cationic species with

equal charge), the equation for the potential is

tanh zeΦ2(x)/4kBT

tanh zeΦ0/4kBT
= e
− x
λD . (5.5)

λD is the Debye length which will be discussed in more detail in Chapter 7. The

Debye length is related to the bulk concentration of the buffer (n0) such that

λD =

√
εε0kBT

2n0z2e2
. (5.6)

The potential profile between a metal electrode and an electrolyte is shown in Fig.

5.1. Close to the metal electrode, the Helmholtz layer leads to a linear decrease in the
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potential. After the outer Helmholtz plane, the diffusive layer roughly falls off exponentially.

The capacitance of this Gouy-Chapman diffusive layer can be written as

CGC =
εε0
λD

cosh(
zeΦ0

2kBT
). (5.7)

For small applied potentials (Φ0), the potential drop can be expressed as an expo-

nential decay with Φ(x) = Φ0e
− x
λD and the Gouy-Chapman capacitance as CGC ≈ εε0

λD
.

Since CH and CGC are in series, the smaller capacitance will dominate. At low bias and low

buffer concentration, the interface capacitance can be approximated by the Gouy-Chapman

capacitance. At high bias and high buffer concentration, the diffusive layer falls off very

quickly and the capacitance is dominated by the Helmholtz term.

5.2 Gate and quantum capacitance

As shown in Chapter 3, single walled carbon nanotubes can be metallic or semiconducting,

depending on their chirality. If the nanotube is fabricated as a field-effect transistor in

a three terminal fashion, a nearby gate electrode can capacitively tune the Fermi level

inside the nanotube and change the carrier density inside the nanotube channel. Under

ambient conditions, carbon nanotubes are usually p-type, which means that holes carry the

electric current in the channel and the Fermi level lies within the valence band. This is

most probably due to the metal contacts and also doping from adsorbed chemical species

to the sidewall [156]. However, the Fermi level can be changed from the valence band into

the bandgap and into the conduction band by increasing the gate voltage. Fig 5.2 shows

the energy band modulation in the channel. Because of Fermi level pinning at the source

and drain metal electrodes, there will be small barriers at the contacts in n-type operation,

which usually limits the electron transport to a lower level than the hole transport.

In a standard carbon nanotube field-effect transistor, the gate usually couples to

the channel via a thin oxide. This is usually done by growing the carbon nanotubes on a

silicon wafer with a thin thermal oxide (∼ 300 nm) and using the silicon as a back gate. The
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Figure 5.2: Schematic of energy bands as a function of gate voltage. (a) At negative gate
voltage, the device is p-type with small barriers at the contacts. (b) At zero gate voltage,
this particular device is insulating since the fermi level is inside of the bandgap. (c) At large
positive voltages, the energy bands have shifted down so that the device is n-type with large
barriers at the contacts.

capacitance to the channel can be modeled as an infinite plane to a cylinder of diameter d,

which is distance h apart. The capacitance from this configuration can be derived as [157]

Cox ≈
2πεε0

ln(4h
d )

(5.8)

For a 300 nm SiO2 oxide, the capacitance comes out to 33.9pF/m. In order to

improve the capacitance, the oxide thickness can be decreased and the dielectric constant

can be increased. This has been done using high-k dielectrics such as hafnium oxide for

ballistic carbon nanotubes [121].

The capacitance in an aqueous environment will be very different. As shown in

Section 5.1, the electrode/electrolyte capacitance will be set by the high dielectric constant

of water (ε=80) and the thickness is on the order of the Debye length. Assuming that the

water wraps around the nanotube, the capacitance can be approximated by a coaxial cable

with the distance between the inner and outer radius equal to the Debye length so that

Cel =
2πεε0

ln(2λD+d
d )

. (5.9)

This capacitance is about 7.6 nF/m for 1X PBS and more than 200 times larger than

the oxide capacitance. However this is not the capacitance that will actually appear at the

gate. In low dimensional systems such as the 1D carbon nanotube, the density of states

is relatively low, so that there are not enough states that can be filled by the electrolyte
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gate. In order to model this capacitance, the geometric capacitance is in series with another

capacitance, called the quantum capacitance, CQ:

CQ =
dQ

dV
=

edN

d(E/e)
= e2dN

dE
= e2g(E) (5.10)

Not surprisingly, the quantum capacitance is proportional to the density of states.

From Eqn. 3.18 in Chapter 3, the quantum capacitance can be written in terms of the

Fermi velocity, vF , so that

CQ =
4e2

hvF
(5.11)

Assuming a Fermi velocity of about 8×105 m/s, the quantum capacitance is around

386 pF/m. If the nanotube is gated through the oxide, the geometric capacitance is much

smaller than the quantum capacitance, so the total gate capacitance is equal to the geometric

capacitance. However, with very thin high-k dielectrics or electrolyte gating, the quantum

capacitance term is much smaller so that the device is limited by the quantum capacitance.

This has been plotted in Fig. 5.3 where the total capacitance is plotted as a function of

NaCl concentration. This clearly demonstrates that the quantum capacitance dominates

the gate capacitance in electrolyte, even down to very low buffer concentrations. The

total capacitance in electrolyte therefore is about 8-11 times larger than the back gate

capacitance.

5.3 Device Fabrication

While the transfer techniques discussed in Chapter 4 are necessary for ”on-chip” CMOS

measurements, the overall process can be reduced by several steps if the nanotubes are

not transferred. For the proof of principle carbon nanotube biosensors, the nanotubes are

directly grown on a silicon chip with a thin oxide. This allows far better control over the

carbon nanotube and several devices per chips can be made from the same chirality tube.

The fabrication steps can be divided into four parts, which are nanotube growth, fabrication
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Figure 5.3: Plot of device capacitance as a function of buffer concentration. Since the
electrolyte capacitance is always larger than the quantum capacitance, the total capacitance
is roughly equal to the quantum capacitance.

to create metal electrodes, nanotube mapping and post processing to define a single tube

and cleaning of the chip as shown in Fig. 5.4.

5.3.1 Nanotube growth

The most important part to fabricate the sensor is growing individual single-walled carbon

nanotubes. A simple CVD based process has been adopted from [158]. The catalyst solution

for the nanotube growth was composed of p-methyl methylacetoxy calyx[6]arene (MC6,

Toluyama Corp.) and Fe(III) acetylacetonate (Fe(Acac)3, Aldrich) in monochlorobenzene.

A solution of 1.0 wt% MC6 and 0.1 wt% Fe(Acac)3 was carefully brushed onto one edge

of a piranha-cleaned SiO2 substrate (300 nm) and then subjected to a preheated (500◦C)

furnace for 10 min in air to remove the resist. After flushing the system with argon at the

same temperature for 10 min, the temperature was ramped to 750◦C and connected to the

reducing gases of argon and hydrogen (642 sccm and 115 sccm, respectrively) to activate the

iron nanoparticles for 1h. Carbon nanotubes were then grown at 880◦C for 1h by chemical

vapour deposition (CVD) process from the iron nanoparticles, using ethanol as the carbon
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Figure 5.4: Overview of main processing steps. (a) Growth of carbon nanotubes on chip
in CVD furnace from catalyst particles. (b) Evaporation of titanium electrodes. (c) After
mapping out location of nanotubes, oxygen plasma etch to remove all nanotubes except for
one. (d) Also remove nanotube between devices to avoid shorting out all devices during
electrochemical oxidation (in Chapter 6)

source [159]. The flow rates for growth were 138 sccm for argon and 18 sccm for hydrogen.

In general, the nanotubes grown were several millimeter long (most of them were much

shorter) and had a spacing of around 50-200 µm as shown in Fig. 5.5a.

5.3.2 Metal electrodes

For device fabrication, nanotubes were grown on degenerately doped silicon substrates

(ρ = 0.01 Ωcm). Electrodes to the nanotubes were defined using optical lithography in a

bilayer resist for simple lift-off (120 nm LOR1A/1.3 µm Shipley S1813 both available from

Microchem Corp.) as shown in the SEM image in Fig. 5.5b, followed by electron-beam

evaporation of a 75 nm titanium film and lift-off in PG Remover. The overall electrodes

are shown in the optical image in Fig. 5.5c and d.
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Figure 5.5: Creating carbon nanotube devices. (a) SEM image of CVD grown carbon
nanotubes on chip with density of around 1nanotube/100 µm. (b) Side view of bilayer
photoresist showing undercut for metal liftoff. (c) Optical image of electrodes on chip with
zoomed in view in (d).

5.3.3 CNT mapping

Scanning electron microscopy and atomic force microscopy are used to locate the nanotubes

relative to alignment marks and electrodes on the substrate as shown in Fig. 5.6a and to

measure their diameter (only tubes with a diameter less than 2 nm were chosen). After-

wards, another lithography step is used to cover a selected nanotube followed by an oxygen

plasma etch (Technics Series 800 RIE machine, 50 W RF power, 250 mTorr oxygen for 10 s)

to remove all other nanotubes. This etching step is crucial because it guarantees that only

a single tube bridges the electrodes and that neighboring electrodes are electrically isolated

as shown in Fig. 5.6b.
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Figure 5.6: (a) SEM image of carbon nanotubes on substrate with titanium electrodes and
alignment markers. (b) Electrically isolated remaining nanotube after oxygen plasma etch.
(c) AFM image of nanotube after fabrication with resist residue. (d) cleaned nanotube after
hydrogen/argon anneal.

5.3.4 Surface cleaning

After the fabrication steps above, the surface of the chips is covered by a thin film of residual

resist as shown in the AFM image in Fig 5.6c. Due to the strong van der Waals interaction

with the hydrophobic surface of the nanotube, the resist molecules cannot be easily removed

by lift-off. A simple method to clean the surface is used similar to the one used to obtain

clean graphene [160]. The chip is annealed in hydrogen/argon (premixed at 1:10 ratio) for

2 hours at 400 degrees. The chip is now clean and free of residual resist as shown in the

AFM image after annealing in Fig. 5.6d.

5.3.5 Aqueous measurement

After wire-bonding the chips to a 44 pin J-leaded chip carriers (Chelsea Technology),

the wirebonds were electrically and mechanically insulated by standard epoxy (EPO-TEK

GE120 and EPO-TEK 302-3M for damming and filling). A small glass tube was fixed on
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Figure 5.7: (a) Measurement setup for liquid gated carbon nanotube. (b) SEM of carbon
nanotube device with a channel length of 2.5 µm. (c) Current as a function of back gate
(black) and liquid gate (red). (d) Implementation of setup with small glass tube over device
after wire-bonding and encapsulation.

top of the epoxy to create a 3 ml cavity for the aqueous experiments as shown in Fig. 5.7d.

Electrochemical experiments have a standard potentiostat configuration. Here, the

potential of the solution is set through a platinum electrode which is controlled by a feedback

system so that the Ag/AgCl reference electrode measures the potential that is applied to the

amplifier. The advantage of this setup is that there is no current flowing into the reference

electrode so the potential of the solution as measured by the reference electrode is very well

controlled. Also, the platinum electrode is able to supply large currents while any changes

at the interface do not have any affect.

A more common liquid gate configuration is using either a platinum or Ag/AgCl as

a pseudo reference electrode. Minot et al. [93] showed that using an Ag/AgCl reference

electrode, which is separated from the analyte by a porous glass frit can be used to gate
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the carbon nanotubes. The advantage of this configuration is that changes in the interface

of the platinum electrode with the analyte by binding of biomolecules can be avoided.

Therefore the sensor response only from the nanotube can be measured which is important

for biosensor applications, which only have a one-time event such as binding of biomolecules

to the sidewall. Alternatively, a platinum electrode can be used for gating of the nanotube,

which leads to the same gating efficiency except with a 330 mV offset (the same current

appears at a gate voltage 330 mV higher when using the platinum electrode than the

Ag/AgCl electrode). This is advantageous in harsh electrochemical environments and can be

used for biosensor measurements that do not have a one-time event. Here, the measurement

is done at equilibrium after the biomolecules have been introduced into the analyte and

the response is not due to adsorption of biomolecules to the platinum pseudo-reference

electrode. Another advantage of the platinum electrode is that it can be cleaned easily

after the experiment by grinding away the outer layer with fine sandpaper and then rinsing

it with deionized water.

The carbon nanotube field effect transistor in aqueous 1X PBS buffer solution is

shown in Fig. 5.7. Here an Ag/AgCl electrode is used to gate the device, which is made

from a semiconducting carbon nanotube. The gating is compared to the back gate through

the 300 nm oxide in air when a 100 mV source to drain bias is applied. Because of the much

larger capacitance in the electrolye (Clg/CBG)≈10), the device can be turned off at much

smaller voltages with the electrolyte gate than with the back gate. Using titanium elec-

trodes for source and drain contacts is advantageous because the thin oxide on the titanium

significantly reduces the faradaic currents and prohibits leakage through the solution during

measurement. The leakage current through the electrolyte is around 100 pA, several orders

of magnitude smaller than the device current. As an alternative, resist such as poly(methyl

methacrylate) or SU-8 (available from Microchem Corp.) can be patterned to open windows

only over the carbon nanotube. Because the electrodes are not in contact with the solution,

there will be no leakage current. However, the simple titanium electrodes reduce the pro-

cessing steps significantly so for all the experiments described here, this configuration has
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Back Gate Electrolyte Gate

Figure 5.8: Gate sweep with back gate (a) and electrolyte gate (b) and corresponding flicker
noise measurement (c) and (d).

been used.

5.4 Noise measurements

An essential attribute of any biosensor is their inherent noise and background limitations.

Since carbon nanotubes have nanoscale diameters and all channel atoms are at the surface,

they have shown tremendous sensitivities to biomolecules. The same characteristic also

makes them very vulnerable to charge fluctuations in their environment. Several reports

have described their low frequency noise characteristics with a typical flicker noise or 1/f

noise spectrum. In this section, a comparison is made between the back gated transistor

and electrolyte gated transistor in terms of noise characteristics.

The noise was measured [161] with a transimpedance current amplifier (Stanford
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Figure 5.9: Current noise spectral density at 1 Hz showing fit using charge-noise model.

Research SR570) to set a small 20 mV source and drain bias (less than the thermal voltage)

and convert the current to a voltage. The spectrum at the output is taken with a Dynamic

Signal Analyzer (Agilent 35670A). The gate bias in both cases is applied with a voltage

source (Agilent 4155C Semicondutor Parameter Analyzer). Fig. 5.8 shows the noise power

spectral density of the carbon nanotube current as a function of bias both for the back gate

configuration and the electrolyte gate (with Ag/AgCl pseudo-reference electrode in 1X PBS

buffer). Both experiments show that the noise has a flicker noise spectrum and the noise

amplitude is very similar. Overall, the flicker noise was measured at several different bias

points both for the back gated and electrolyte gated device.

There are two different models for the cause of flicker noise in carbon nanotubes. The

first is the empirical Hooge model [162], which suggests that noise is caused by independent

scattering events of charge carriers and therefore scales inversely with the number of charge

carriers in the nanotube. Recent experiments compared the Hooge model to data from

ambipolar devices and showed that the Hooge model does not fit the data [163]. A much

better fit was found using the charge noise model [164]. This model is attributed to random

fluctuations of charge in the environment of the channel.

The flicker noise obtained in Fig. 5.8 better fit to the charge-noise model with the
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spectrum proportional to

SI ∝
1

C2
g

(
dI

dVg
)2 (5.12)

The noise spectrum at 1 Hz has been plotted in Fig. 5.9 and fitted to the above

equation. The only difference between the back gate and electrolyte gate are the gate

capacitance. This result demonstrates that the liquid itself does not contribute significant

noise, which is important for biosensor applications in aqueous environments. The other

important result is that the majority of the noise is due to charges very close to the nanotube

channel because otherwise the counterion screening (Debye length is about 0.7 nm in 1X

PBS) would reduce the effect of 1/f noise in the electrolytic gated device compared to the

back gate device.

5.5 Subthreshold slope

The electronic properties of carbon nanotubes are mostly controlled by the nanotube/metal

contacts because of Schottky barriers at the interface. Even though Ohmic contacts have

been demonstrated using palladium as a metal contact [121], the variability in the contact

resistance is still large from device to device. Experiments with Schottky barrier devices

have shown limited ability to turn off as a function of gate voltage [165]. However, the turn

off characteristics can be improved by reducing the gate oxide thickness and also reducing

the barrier at the metal/nanotube interface [166] so that the subthreshold characteristics

approach the bulk switching limit in field-effect transistors [167,168].

Assuming that the subthreshold slope is given by a thermionic emission over a bar-

rier, the hole carrier concentration can be written in terms of the density of states and the

Fermi dirac distribution,

p(E) = gv(E)(1− f(E)) ∼ gv(E)e
Ev−EF
kBT (5.13)

The change in energy of the valence band can be approximated by an effective gate
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μ≈710 cm2/Vs

S≈70mV/decade

Figure 5.10: Gate sweep showing extraction of subthreshold slope of 70 mV/decade. The
inset shows fit to linear region to extract mobility from Eqn. 5.16.

coupling α with Ev = eαVg. The conductance can then be written as

G = Lpeµ = Legv(E)µe
e(αVg−EF )

kBT . (5.14)

The subthreshold slope is given by

S = (dlog(G)/dVg)
−1 ≈ 1/(logeαe/kBT ) = ln10

kBT

αe
(5.15)

Ideally, α = 1 and the ideal thermal limit of the subthreshold slope is 60 mV/decade.

From Fig. 5.10, the subthreshold slope for the electrolytically gated device is about 70

mV/decade, very close to the ideal limit. Other studies on carbon nanotube in aqueous

electrolytes have observed similar values of 80 mV/decade [169] and 75mV/decade [163].

5.6 Mobility and Transconductance

From the Drude model, the conductance for a nanotube device can be written as G =

Lσ = Lneµ. In the linear region, the gate can directly modulate the carrier density so that

n = CgV/e. Taking the derivative with respect to the gate voltage and rearranging for µ,

the mobility can be expressed as
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µ =
L

Cg

dG

dVg
. (5.16)

The extracted mobilities for this device is about 720 cm2/Vs, which is considerably

smaller than the highest reported limit of 79000 cm2/Vs [170]. This value was extracted

from the subthreshold region when the device started to turn off and the linear region mobil-

ity was around 10000. The transconductance for this device can be found by differentiating

the current with respect to gate voltage as gm = dI/dVg

In the linear region (with Vds=100mV), which is important for sensor applications,

this value is around 4.5 µS. This normalized value of 3.2 µS/nm is slightly lower than

previously reported [169]. This is both because of the long channel (2.5 µm) and also

because the contacts are far from ideal. By changing the metal contacts from titanium to

palladium, both the mobility and the transconductance could be improved. This would

however lead to more processing steps as the leakage current through the metal becomes

comparable to the device current and another passivation layer (oxide or resist) has to be

patterned over the electrodes.

5.7 Ensemble biosensing experiments

The carbon nanotube field-effect transistor described above is the ideal candidate for label-

free detection. The device can operate in aqueous environment that is compatible with

biomolecules, exhibits long-term stability and is extremely sensitive to environmental changes

and local charge density. Since biomolecules usually have local charges such as the negative

phosphate backbone in DNA molecules and side chain bases in proteins, they should lead

to a current change in the nanotube upon adsorption to the nanotube sidewall. Experi-

ments have been conducted either with specific adsorption using coated nanotubes [171] or

non-specific adsorption with pristine nanotubes [92,93].

As an example of ensemble sensing, bovine serum albumin (BSA) has been used.

After the annealing step, the pristine carbon nanotube in the AFM image in Fig. 5.11a

is immersed in 50 nM BSA in 1X PBS solution for 1h. Afterwards, the chip is rinsed
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Figure 5.11: AFM image of pristine device (a) and device after exposure to 50 nM BSA for
1 hour (b). Back gate sweep (c) and electrolyte gate sweep (d) before and after exposure
to BSA. The inset in (d) shows real time detection of BSA.

thoroughly with deionized water and dried in a stream of nitrogen. As shown in the AFM

image afterwards (Fig. 5.11b), the adsorption of proteins tends to be preferentially to

the carbon nanotube. A simple experiment is to measure the device before and after this

exposure using the back gate. This has been done in Fig. 5.11c. The BSA protein causes

a shift in the threshold voltage (this device is a metallic device with a small bandgap that

does not turn off so the threshold voltage is defined as the minimum in the conductance)

to a negative value with a threshold shift of around -3 V. This result would indicate that

the biomolecule is positively charged and donates electron.

Initially this might be a surprise because the isoelectric point (pI) of BSA is about

4.7, indicating that the total charge on the molecule is negative at neutral pH. In order to

verify that there have not been any artifacts due to the drying of the chip, the experiment
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was also done under aqueous buffer. Fig. 5.11d demonstrates that the Ag/AgCl electrolyte

gate response is shifted by around -120 mV when exposed to 1 µM BSA buffer. This can

also be seen in the real time conductance plot in the inset of Fig. 5.11d. Here, the device

was held under constant bias and the conductance was recorded using a lock-in amplifier.

The device shows no response when only buffer is used but a clear drop when the device is

immersed in BSA solution. This result is now consistent with the back gate sweep indicating

that there is a threshold shift to the negative direction.

Several other groups have also reported negative shifts using BSA [93, 172] and

Streptavidin (with pI∼5) [92,173]. An explanation was given by [92] who noted that these

proteins contain several arginine and lysine residues with amine groups. These amine groups

actually donate electrons to the nanotube similar to studies using ammonia in solution.

Therefore the negative threshold voltage shift due to the BSA molecules can be explained

by amine groups in close proximity to the nanotube channel. While the above biosensing

experiment has demonstrated the sensitivity of carbon nanotubes, the current version does

not have enough sensitivity to detect single molecules. The specificity is low even when

coated with surfactants to reduce nonspecific adsorption and there is no localization of the

sensitivity. These issues will be addressed in the next Chapter.
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Chapter 6

A label-free single-molecule

field-effect sensor

Single-molecule measurements of biomolecules can provide information about molecular in-

teractions and kinetics that are hidden in ensemble measurements. However, techniques

with improved sensitivity and time-resolution are required to explore biomolecular systems

with fast dynamics. In this chapter, the detection of DNA hybridization at the single-

molecule level using a carbon nanotube field-effect transistor is reported [174]. By covalently

attaching a single-stranded probe DNA sequence to a point defect in a carbon nanotube,

two-level fluctuations in the conductance of the nanotube in the presence of a complemen-

tary DNA target can be measured. The kinetics of the system are studied as a function

of temperature, allowing the measurement of rate constants, melting curves and activation

energies for different sequences and target concentrations. The kinetics show non-Arrhenius

behaviour, in agreement with DNA hybridization experiments using fluorescence correla-

tion spectroscopy. This technique is label-free and could be used to probe single-molecule

dynamics at microsecond timescales.
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6.1 Introduction

Studies at the single molecule level have revealed intramolecular dynamics and conforma-

tional changes in many biomolecular systems as described in Chapter 2. The intramolecular

chain diffusion of nucleic acids, particularly the hairpin configuration, has been extensively

studied by optical techniques such as fluorescence correlation spectroscopy (FCS) [43–45].

In these studies, labels are attached to the DNA hairpin and the opening and closing rates

of a small number of molecules can be monitored at sub-microsecond time-scales. One

of the disadvantages of FCS, however, is that observation time is limited to the diffusion

time of molecules through the observation volume [23]. Single-molecule fluorescence reso-

nance energy transfer (smFRET) has also been used to study conformational changes in

biomolecules [38] but provides only tens of millisecond time-scales for kinetic studies. Label-

free technologies for biomolecular detection include nanowires [90], microcavities [175], me-

chanical cantilevers [176], optical waveguides [177] and optical tweezers [178], but none have

combined high enough sensitivity for label-free detection with the high temporal resolution

necessary to monitor the kinetics of biomolecular processes to microsecond time-scales.

One-dimensional (1D) conductors such as single-walled carbon nanotubes (SWC-

NTs) act as high-gain field-effect sensors whose conductance varies strongly with local charge

density. As described in Chapter 5, initial experiments with both specific adsorption with

coated nanotubes [171] and non-specific adsorption with pristine nanotubes [171] have not

demonstrated sufficient sensitivity to detect single biomolecules with the highest reported

sensitivity for DNA detection of 14 pM [95]. Other studies have employed carbon nan-

otubes as electrodes. Small gaps are etched into the tubes, bridged by molecular junctions,

the conductance of which is monitored for sensing. These devices are able to distinguish

between fully complementary bridging DNA duplexes and ones with a single mismatch but

DNA hybridization kinetics could not be measured [99].

Recently it has been shown that single point defects can be electrochemically created

in nanotubes in a controllable manner and can be used to covalently bind biomolecules at

the scattering site [100]. The resulting device has been demonstrated to exhibit sensitivity
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to the binding of a single molecule (with a conductance change of more than 100 nS for

binding of a reactive carbodiimide), due to Coulomb interaction between the molecule and

the defect which modulates scattering in the 1D channel [101]. Compared with molecular-

bridge devices, these devices can be prepared with much higher yield due to the real-time

monitoring of conductance during defect generation. In this chapter, the defect-dominated

conductance in nanotubes is used to produce the first measurements of DNA hybridization

kinetics in which sufficiently high signal-to-noise ratio (SNR) and bandwidth have been

achieved to measure single-molecule kinetics and thermodynamics through a label-free field-

effect-based approach.

6.2 Defects in carbon nanotubes

Single-walled carbon nanotubes are often regarded as clean, defect-free, rolled up cylinders

of graphene. Many experiments have provided evidence of this claim through low tempera-

ture studies of interesting quantum mechanical effects such as Mott insulators [179], ballistic

transport [121], long mean-free paths [123] and Kondo effects [180] and also scanning tun-

neling microscopy on pristine nanotubes [64]. However, defects in carbon nanotubes such

as lattice vacancies, structural defects, deformations and nanotube junctions have been the-

oretically predicted [181–183] and several experiments have shown the effect of a defect on

electronic transport in CVD grown nanotubes [184, 185], solution processed devices from

dielectrophoresis [186] and carbon nanotube intramolecular junctions [187, 188]. In order

to utilize a defect in a sensor application, a controlled method for defect engineering is

necessary.

These methods can roughly be divided into electrical, mechanical, irradiation and

electrochemical based defect creation and they have mostly been used for low temperature

electronic transport measurements such as coulomb blockade and quantum dots. Electrical

oxidation of a carbon nanotube has been demonstrated by applying a voltage pulse between

an AFM [189] or STM [190] tip and the carbon nanotube sidewall. While the STM provides

atomic resolution, the experimental setup is difficult and requires the nanotube to be placed
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on top of a conducting surface. The AFM tip has been used to define a quantum dot by

locally nicking a carbon nanotube at two different locations 50 nm apart. An AFM has also

been used to mechanically deform a carbon nanotube [191] to create a barrier in electronic

transport or to cut a nanotube and move the two ends together [192]. This has been used

to experimentally verify electron tunneling into a nanotube as described by Luttinger liquid

theory, which will be further discussed in Section 6.3.3. Irradiation of carbon nanotubes

has also been used for defect generation by irradiation with argon ions [193] and electron

irradiation [194]. None of the methods mentioned above have a very good control over the

functional group that appears at the defect. This is crucial for biosensors since the defect

has to be chemical reactive for specificity.

6.3 Electrochemical method to create point-defect

As an alternative, point functionalization of carbon nanotubes can be achieved by a conduc-

tance controlled electrochemical method similar to the one previously reported: Goldsmith

et al. [100,195] reported that electrochemical oxidation of carbon nanotubes can break the

sp2 carbon lattice and lead to sp3 carbon, which will eventually make the nanotube insu-

lating. Similar experiments have been previously done in bulk where strong acids lead to

intercalation on the surface of highly oriented pyrolytic graphite (HOPG) [196].

The fabrication of the nanotube devices has been described in Chapter 5. After

wire-bonding and epoxy encapsulation, a platinum counter electrode was used in a pseudo

reference configuration to control the liquid potential during oxidation with a small 30 mV

bias applied between source and drain electrodes. For the electrochemical oxidation, sulfuric

acid (1M H2SO4 in deionized water) has been used. For small, applied potentials to the

platinum electrode (−0.7 V < VPt < 0.7 V), the sulfuric acid electrolyte can be used to gate

the device, very similar to other electrolytes such as NaCl buffers. However, if an oxidation

potential, slightly greater than the oxidation threshold (between -0.9 and -1V), is applied

through the platinum electrode, the conductance of the device decreases as the nanotube is

oxidized.
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Figure 6.1: Conductance-controlled electrochemical oxidation of a nanotube in 1M sulfuric
acid. (a) Typical oxidation with conductance decreasing to almost zero. Conductance drops
in discrete steps as shown in the inset. (b) After oxidation, conductance can be recovered
by inverting the solution potential (Reduction) and then device can be oxidized again.

A typical conductance controlled electrochemical oxidation is shown in Fig. 6.1a.

After a slowly decreasing period, which has been attributed to the buildup of positively

charged scatterers in the channel [195], the conductance starts to decrease in discrete steps.

The stochastic nature of this process can be seen since sudden drops are often followed by

reversals of similar amplitude. The histogram of the conductance shows several discrete

conductance levels before the conductance drops to zero and the device is insulating. By

reversing the solution potential to positive values, the initial conductance can be partially

restored as shown in the oxidation in Fig. 6.1b.
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Theoretical calculations on the effects of oxygen functional groups on the conduc-

tance of carbon nanotubes [197] show that single oxygen atoms do not account for the large

change in conductance. However, a small cluster of oxygen atoms can lead to conductance

changes in metallic carbon nanotubes (zigzag CNT) around one order of magnitude, which

is similar to the one observed experimentally. This is reasonable, because once a carbon

bond is broken, the atoms around it will be more chemically reactive so that the closest bond

could also be broken. The destruction of the hexagonal lattice by sp3 hyrbridization with

sulfuric acid intercalation will lead to a transport barrier, which reduces the conductance.

It was proposed [100] that after reduction of the insulating device, the resulting sp2 lattice

is again highly conducting but slightly lower than the initial value because the functional

group is an ether.

Devices were electrochemically oxidized by two different protocols. When the oxida-

tion is terminated at an approximately 90% reduction in the conduction level, 88% (23 out

of 26) of the devices remained conductive out of which 19% yield functional single molecule

devices for measuring DNA hybridization kinetics. At a greater than 99% reduction in the

conductance level [100], the percentage of conductive devices decreased to 18% (7 out of 38)

out of which 28% yield functional single molecule devices. The low yield in this final step

is attributed to a number of factors including the possibility of generating unreactive C-O

and C=O defects [198], multiple reactive defects and over-oxidation that yields insulating

devices. As shown in the following section, a single drop to about 10% of the original value

in conductance is sufficient to guarantee that the carbon nanotube devices has a single

point defect. Futher oxidation would only destroy the nanotube lattice futher and increase

resistance. After the drop in device conductance, the oxidation potential is reduced and

the device is immersed in 6.5 mM KMnO4 in order to create a carboxyl functional group

on the freshly created defect. Overall, seven functional devices (out of 64) were fabricated,

which are characterized by the two-level conductance fluctuations described below when

functionalized with probe DNA in the presence of complementary target.
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(a) 

(b) 

(c) 

Figure 6.2: Scanning gate microscopy of carbon nanotube. (a) In SGM, the tip of an AFM
is used to bias the device and the conductance is recorded as a position of the tip. (b)
Raw data of SGM with a pristine device on the left and an oxidized device on the right.
The total current is decreased by over a factor of 5. (c) Combined topography/SGM image
of a semiconducting nanotube. Scale bar is 500 nm. In the overlaid SGM image, the
darker yellow colour corresponds to lower current at a fixed bias voltage of 100 mV.Before
oxidation (left image), the current is enhanced near the source where the Schottky barrier
forms. After oxidation (right image), the well localized region of highest sensitivity shows
up in the middle of the tube, indicating the defect site.

6.3.1 Scanning gate microscopy

Since only a few carbon atoms are altered during the electrochemical oxidation, common

spectroscopy techniques such as Raman spectroscopy, atomic force microscopy and x-ray

photoelectric spectroscopy are not sensitive enough and cannot be used to determine the

position of the point defect and type of functional group. Instead, scanning gate microscopy

(SGM) provides a way to determine the location of the point defect.

During normal gating of the device, either the back gate or electrolyte gate is used

to induce or deplete carriers in the whole channel. This is sufficient to modulate the Fermi

level and the Schottky barriers and increase or decrease the conductance of the device. In

scanning gate microscopy, a local gate is applied to the cantilever of an AFM to a small

region of the nanotube, while the conductance of the device is monitored as shown in
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Figure 6.3: Conductance as a function of potential on the platinum electrode relative to
the source-drain potential of the nanotube. Initially, the nanotube is metallic but shows a
large gate response after oxidation.

Fig. 6.2a. Therefore this gate only acts very locally and the sensitivity of the device to

the local gate can be spatially mapped out. Fig. 6.2c shows an SGM image of a typical

semiconducting carbon nanotube device with a channel length of 2.5 µm. While the silicon

back gate is left grounded, the chrome/gold tip of the AFM cantilever is biased at -2 V and

scanned 30 nm above the surface. The pristine device is slightly p-type and the negative

bias of the tip actually increases the conductance through local tip gating (the raw data

is shown in Fig. 6.2b). Both the topography and SGM image are leveled without further

processing. The conductance of the device increases by about 8% when the tip is over the

Schottky barrier at the bottom contact.

The oxidized device has an overall conductance about 10 times smaller than the

pristine device. Now the gate sensitivity is found at the location of the defect and the

conductance can be modulated by about 22% over the defect. Both metallic and semi-

conducting devices have been used and they generally show a large gate dependence after

oxidation. A representative current/voltage characteristic for a device in its pristine and
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Figure 6.4: Point-functionalized nanotube after electrochemical oxidation after coupling
with streptavidin labeled gold particle. There are two 40 nm gold particles in the SEM
image. One of them is directly at the position of the highest sensitivity.

oxidized state is shown in Fig. 6.3.

6.3.2 Chemical reactivity

While the electrochemical oxidation introduces a defect in sulfuric acid, the short immer-

sion in potassium permanganate for 45 s afterwards increases the yield of defects with a

carboxylic acid functional group. In order to investigate the chemical reactivity of the

freshly created defect, a gold-labeled streptavidin nanoparticle of 40 nm diameter was used.

The streptavidin is a protein with many available amine groups so it can be coupled by

a standard coupling reaction to the carboxylic acid defect. At the same time, the gold

nanoparticle can be easily imaged by an SEM or AFM.

The coupling reaction is done in 0.05 M EDC (1-ethyl-3-[3-dimethylaminopropyl]

carbodiimide hydrochloride) and 0.1M sulfo-NHS (N-hydroxylsuphosuccinimide) overnight.

In order to reduce nonspecific adsorption, the surfactant Tween 20 is used (0.1 wt%). After

overnight coupling, a gold nanoparticle can be found at approximately the same position

where the gate sensitivity is as shown in the SEM image in Fig. 6.4. This ensures that the

device is both chemically reactive and sensitive at the defect site. Another gold nanoparticle
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Figure 6.5: Oxidation of device used for low temperature measurement. A very small drop
in the conductance can be seen at around 110 s. Initially, the pristine device and the
functionalized device before oxidation show a very similar low bias behavior as a function
of back gate as shown in the inset.

is found further up along the nanotube. This could be either a small minor defect or non-

specific adsorption to the nanotube sidewall.

6.3.3 Low temperature measurement

In order to investigate the physical transport mechanism created by the electrochemical

oxidation, temperature-dependent transport studies were done with a pristine and point

defect device in a vacuum cryostat after the oxidation step. All the devices were made

from the same carbon nanotube and showed almost identical low bias conductance as a

function of gate bias before oxidation as shown in the inset of Fig. 6.5. For the device used

for transport measurments after oxidation, the drop in conductance during the oxidation

process is shown in Fig. 6.5. Here, only one small drop is observed after which the oxidation

potential is reduced to avoid further oxidation and more than one dominant defect. The

device is rinsed with deionized water and then immediately placed in the vacuum cryostat

holder and pumped down to base pressure (around 10−6 mbar). At this pressure, the device

was stable and temperature dependent measurements could be done.

The stability diagram in Fig. 6.6a for the pristine device shows the differential
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Figure 6.6: Differential conductance at low temperature (2.1 K). (a) Pristine device shows
a very small bandgap that is less than 10 meV. (b) the oxidized device shows a barrier
around 100 meV with a long low conductance tail at large back gate voltages.

conductance (dI/dVds) as a function of drain-to-source and gate voltage, which is taken

at a temperature of 2.1 K. The diagram shows that the pristine device has a very small

bandgap (or barrier) of less than 10 meV. This has often been observed in metallic carbon

nanotube and is attributed to curvature effects [199] and also small barriers at the contacts

especially for metallic carbon nanotubes with a small diameter [200]. This small bandgap

is different from semiconducting carbon nanotubes that have a gap inversely proportional

with their diameter of the order Eg = 450 meV/d [110]. If the 1.4 nm diameter nanotube

used here was semiconducting, the bandgap would be around 320 meV, more than an order

of magnitude larger than the measured bandgap. Besides the small bandgap, there are

otherwise no particular features in the stability diagram. The scanning gate microscope

image in Fig. 6.7a shows some sensitivity around the top contact area around 8%, which is

attributed to a small barrier at the top contact.

The scanning gate microscopy image of the electrochemically-oxidized device is

shown in Fig. 6.7b. The sensivity of the device is far away from the contacts and the

modulation is around 15%. For this device, the stability diagram is shown in Fig. 6.6b.

At low gate voltage (Vg < 6 V), where the carriers are holes, the differential conductance

does not have any particular features and the values is similar to the pristine device. In
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Figure 6.7: SGM of low temperature devices. (a) Pristine device showing small sensitivity
at top contact due to Schottky barrier and (b) oxidized device with sensitivity over defect.
Solid white lines indicate the contacts and dashed white lines the position of the carbon
nanotube.

the middle of the gate range (6 V≤ Vg ≤13 V), there is a large region with low differential

conductance. This region is much larger than in the pristine device at the same temperature

and because of the strong localization in the scanning gate image, it is concluded that the

barrier is the result of the defect. The stability diagram has another interesting region at

the electron side. At large back gate potentials (Vg ≥ 13V ), the differential conductance

has a long tail with low conductance. The height of this tail is approximately 13 meV.

Temperature dependent low bias transport measurements were done to investigate

the barrier and the long tail in the stability diagram further as shown in Fig. 6.8 with

extracted values in Fig. 6.9. The pristine device has temperature dependence that is

typical for a diffusive device: As the temperature is lowered, the conductance at energies

far away from the barrier (Vg ≤ −10 V and Vg ≥ 10 V)increases and then saturates to a

finite value around 100◦C. This is associated with phonons that freeze out and has been

previously reported [123]. The minimum of the barrier has some temperature dependence.

The barrier extracted from this low bias data is approximately 4.2 meV, similar to the
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(a) (b)pristine oxidized

Figure 6.8: Low bias voltage sweep at different temperatures showing (a) pristine and (b)
oxidized device.

differential conductance stability diagram.

The oxidized device has very similar temperature dependence for holes, which sat-

urates at low temperatures. The conductance is only approximately 3 times lower in the

oxidized device compared to the pristine device indicating the small perturbation for holes

from the defect. At intermediate gate voltages (-10 V≤ Vg ≤10 V), however, there is a much

larger barrier, which comes out to be 35 meV from the exponential fitting. Also, there is an

interesting temperature dependence at the electron side that is proportional to Tα where α

is 0.95. Because of hysteresis and spreading of the coulomb peaks, integrated conductance

has been used, similar to previous analysis [191].

Due to their 1D structure, defects are expected to have a strong effect on electron

transport in carbon nanotubes. Theoretical simulations have predicted quasibound states

and strong backscattering in metallic carbon nanotubes with defects, which is not allowed

in pristine metallic carbon nanotubes. This situation is similar to acceptor and donor

states in bulk semiconductors [201]. The Tα temperature dependence has been previously

observed in carbon nanotubes [191, 192, 202, 203]. The origin of this behavior is believed

to be due to strong electron-electron interaction in a 1D conductor, which is described

by a Luttinger liquid model. This model best describes tunneling into and out of a one

dimensional conductor. This would imply that at positive gate voltages, the defect creates
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(a) (b)

Figure 6.9: (a) Temperature dependence of minimum conductance point for both devices,
which follows an exponential as expected from barrier activated transport. (b) Temperature
dependence of conductance away from minimum point. The data over gate voltage has been
averaged from -20 to -15 for the Gnegative values and 15 to 20 V for the Gpositive to reduce
the variability and hysteresis effects.

a tunnel barrier for electrons which does not appear in the pristine device. From the Tα

temperature dependence, the extracted α is also consistent with a Luttinger liquid model for

end tunneling. This is a consequence of tunneling into a one-dimensional channel. Assuming

that the quantum dot can be described by a sequential tunneling model, the conductance

should have a temperature dependence of G ≈ Tαend [191,204]. Theoretical predictions for

a carbon nanotube have predicted a Luttinger interaction parameter of g∼0.19-0.25 which

leads to αend=
1
4(1
g − 1) ∼0.75-1.06. From this model, the g value turns out to be roughly

g=0.21 consistent with the theoretical predictions.

6.4 Electrical detection of DNA hybridization

The above investigation has shown that the defect can be modeled as a barrier in the car-

bon nanotube. In this section, these point-functionalized devices (as functionalized in Fig.

6.10b) are used to study the kinetics and thermodynamics of DNA hybridization for two

different 10mer duplex DNAs with the experimental setup shown in Fig. 6.10a. Here, the ex-

perimental reservoir for the experiment is heated by a larger water reservoir that is controlled
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Figure 6.10: (a) Schematic of the nanotube device with external heater/refrigerator to
control the temperature. (b) Typical conductance controlled oxidation in 1M H2SO4(aq)
with 30 mV bias. After a finite drop in conductance, the oxidation potential is reversed to
avoid further oxidation. (c) Conductance as a function of potential: before oxidation, after
oxidation, after overnight coupling with probe DNA and after exposure to target DNA at
100 mV source-drain bias.

by a circular heater/refrigerator. Because of the large thermal mass, the smaller reservoir

has the same temperature as the large reservoir. Probe DNA, terminated with an amine

group and a three-carbon linker at the 5′ end is covalently attached to the carboxyl defect

on the nanotube through a standard coupling reaction using sulfo-N-hydroxysuccinimide

(sulfo-NHS) and 1-ethyl-3-(3-dimethylaminopropyl) carbodiimide (EDC). After thoroughly

rinsing the device with deionized water, all subsequent measurements are carried out in

phosphate buffered saline solution (1X PBS, pH=7.4). After attaching the probe DNA to

the point defect in the nanotube, the temperature is controlled with the thermal water

bath (0.1◦C). When thermal equilibrium is reached (∼10 minutes), we monitor the device

conductance for periods of 30 seconds. Without the presence of target DNA, the devices

show no particular features in a conductance dominated by flicker (1/f) noise as shown in

Fig. 6.11a.
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Figure 6.11: Real time measurements of DNA kinetics. (a) Conductance controlled
recordings of Device 1 over one 30 s interval with DNA oligonucleotide probe NH2-5′-
GGAAAAAAGG-3′ (A6) without exposure to complementary DNA in 1X PBS. (b) Con-
ductance based histograms of time intervals shown in a. (c) Same device as in a but with 1
µM complementary target DNA added. (d) Conductance based histograms of time intervals
shown in c.
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When the device is immersed in buffer containing complementary target DNA, how-

ever, large-amplitude two-level fluctuations appear as shown in Fig. 6.11c with a conduc-

tance difference of approximately 60-100 nS with an SNR of better than three over the 1/f

noise background for a time interval of 30 seconds. The real time conductance data of a

representative device (Device 1) is shown with the probe DNA NH2-5-GGAAAAAAGG-

3 (probe A6) and 1 µM complementary target DNA. The two conductance states have

a strong temperature dependence: the device is mostly in the low-conductance state at

low temperature and in the high-conductance state both at high temperature and prior to

the addition of target DNA. Around the melting temperature, the two states are similarly

occupied. Due to this evident temperature correlation, we propose a model in which the

conductance is modulated by probe-target hybridization, consistent with other observations

that target DNA binding to covalently attached DNA probe reduces tube conductance [95]

due to increased scattering and charge transfer at the defect created by the target at-

tachment. The low conductance state represents a device with duplex DNA and the high

conductance state represents a device with unbound probe DNA. In principle, longer DNA

strands should increase scattering further and result in larger amplitude fluctuations, but

we expect that this effect would be partially offset by Debye screening from the dissolved

solution counterions. This will be discussed in detail in the next Chapter. The above model

is further supported by the observation that these two-level fluctuations are not observed

in pristine control devices without electrochemical modification either before or after the

addition of target DNA as shown in Fig. 6.12 and control devices that have been linked

with probe DNA with non-complementary target as shown in Fig. 6.13. We note that there

is a baseline drop in the conductance after DNA target is added, which we attribute to

non-specific adsorption [93].

We can relate the conductance modulation to a change in the transmission proba-

bility at the defect using the Landauer-Bttiker formalism [205] as

Rtotal = Rc +
h

4e2
(1 +

1− T
T

) (6.1)
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Figure 6.12: Conductance recording for non-functionalized device.
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Figure 6.13: Conductance recording for device exposed to complementary and then non-
complementary DNA
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Figure 6.14: DNA melting curves. (a) Melting curve extracted from nanotube two-level fluc-
tuations (Device 1) for probe DNA NH2-5’-GGAAAAAAGG-3’ (A6) and complementary
target with van’t Hoff fit. (b) Melting curve extracted from nanotube two-level fluctuations
(Device 2) for probe DNA with DNA probe NH2-5’-GTGAGTTGTT-3’ (A1) and comple-
mentary target with van’t Hoff fit using Device 3. Error bars are calculated from at least
eight different 30 s intervals at each temperature.

where Rc is the resistance of the device before oxidation and T is the transmission

probability through the defect. For this particular device, Rc=53kΩ and the transmission

probability changes from 0.0055 before adding DNA target to roughly 0.0018 with target;

that is, when the target DNA binds, the transmission probability is modulated by a factor

of three. Neither AFM nor SGM techniques have sufficient spatial resolution to deter-

mine if the change in the device happens at a single carboxylate or if only a single DNA

molecule covalently attaches to the nanotube. Multiple DNA probes could be attached to

the nanotube leading to multi-level fluctuation; however, because of the strong two-level

fluctuations, we conclude that only a single DNA interaction dominates the conductance

modulation and the fluctuations are fit to a two-level model.

By taking the ratio of the areas under the low and high conductance state curves

from the Gaussian fits in Fig. 6.11d, we obtain the melting curve shown in Fig. 6.14. We

also obtain melting curves of the same DNA duplex in solution through ultraviolet-visible

absorption spectroscopy (UV-Vis) as shown in Fig. 6.15a.

Assuming a two-state model where the DNA strands are either in single or in duplex

form, the equilibrium constant, K, in solution is given by Eqn. 2.3, K = 2α
(1−α)2C

where

α is the fraction of total strand concentration C that is in duplex form [206]. For surface

based hybridization, the equilibrium constant can be written as the Langmuir isotherm
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Figure 6.15: Melting curves from UV-Vis for probe DNA sequence NH2-5’-
GGAAAAAAGG-3’ and complementary target and also (b) melting curves for probe DNA
sequence NH2-5’-GTGAGTTGTT-3’ and complementary target.

K = α
(1−α)C [207]. For both surface- and solution-based hybridization, we can then relate

the temperature to the fraction of DNA in duplex form through the thermodynamic relation,

−RTln(K) = ∆H◦ − T∆S◦. The melting temperature of the DNA duplex (where α =0.5)

as measured by the nanotube (Tm= 27.5◦C) is slightly lower and the transition is sharper

compared to the free DNA (Tm = 32.3◦C). A similar observation has been made for DNA

linked to gold nanoparticles [208] and RNA adsorbed to carbon nanotubes [209] due to

interactions between the molecules and the surface [210]. This is considered further below

in the context of analyzing the results of the kinetic studies.

Figs. 6.14b and c show the melting curves extracted for a different probe oligonu-

cleotide NH2-5-GTGAGTTGTT-3 (probe A1). The results are shown for a nanotube device

(Device 2) with 1 mM complementary target concentration (Fig. 6.14b) and another device

(Device 3) with both 1 mM and 100 nM complementary target concentrations (Fig. 6.14c).

We observe that the lower target concentration reduces the melting temperature, similar to

what has been observed in bulk solution. We summarize the thermodynamic properties for

both DNA strands and compare them to results with standard UV-Vis analysis in Table 6.1.
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DNA Method ∆H◦

(kJ mol−1)
∆S◦

(kJ
K−1mol−1)

Tm(◦C)
at 1µM

Ea
(kJ mol−1)
(hybridizing)

Ea
(kJ mol−1)
(melting)

Probe (A6): NH2-5′-GGAAAAAAGG-3′

Target: 3′-CCTTTTTTCC-5′
UV-Vis 384 1134 32.3 - -

Probe (A6):NH2-5′-GGAAAAAAGG-3′

Target: 3′-CCTTTTTTCC-5′
CNT 313 923 27.5 -142 44/398

Probe (A1):NH2-5′-GTGAGTTGTT-3′

Target: 3′-CACTCAACAA-5′
UV-Vis 357 1026 36.2 - -

Probe (A1):NH2-5′-GTGAGTTGTT-3′

Target: 3′-CACTCAACAA-5′
CNT 239 674 29.4 -202 225

Table 6.1: Thermodynamic properties of DNA hybridization comparing solution based UV-
Vis measurements and conductance-based single-molecule carbon nanotube experiments.
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Figure 6.16: DNA kinetics extraction using HMM. (a) Conductance of Device 1 (from Fig.
6.11a) showing experimental data and idealized fits resulting from hidden-Markov-model
analysis. Inset: associated bound and unbound state of the probe DNA. (b) Example of
double exponential fitting at 1 µM target concentration and 32◦C showing both fast and
slow lifetimes (Device 3).

6.5 Single-molecule hybridization kinetics

With a relatively low SNR ratio, extracting the kinetic data cannot be easily done. Similar

to other single-molecule studies, statistical methods are used to analyze the data and extract

important dynamical properties.

6.5.1 Hidden Markov Model

A Markov Chain is a model in which the state of a system is given by a random variable.

Given that the system is in a certain state, there is a probability to transition to a different
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state. Therefore the state will change over time. A Markov Chain can be described by

the initial state and the transition probabilities [211]. In a real system, the internal state

of a system can only be inferred to by a set of external observables, which often have

some degree of variability such as noise as shown in Chapter 2. This leads to the concept

of Hidden Markov Model (HMM) in which the states are not observable but statistical

methods can be used to extract the original information. Several different algorithms have

been developed such as the Baum-Welch algorithm [212] or Viterbi algorithm [213] to find

the most likely sequence of states. HMM has been used in many different applications such

as speech recognition [214], sequencing [215], protein structure [216] and single-molecule

modeling [217,218]. In particular, HMM has been successfully used to analyze noisy FRET

data and extract the states and also the dwell times [219]. Fig. 6.16a demonstrates how an

HMM model can be used to idealize the conductance data for the carbon nanotube.

6.5.2 Autocorrelation

Another method to extract the kinetics is by taking the autocorrelation of the conductance.

This method has been used for FCS based experiments when the FRET intensity levels can-

not be clearly identified and the SNR ratio is low. The autocorrelation of the conductance

is given by

A(τ) =
< G(t)G(t+ τ) >

< G2(t) >
− 1 (6.2)

The autocorrelation of the conductance has been plotted in Fig. 6.17b for a device

with no target DNA and then immersed in 1 µM target DNA. Ideally, the autocorrelation

should fit to an exponential, but because of noise (mostly flicker noise in the carbon nan-

otube), a stretched exponential function was shown to best fit the data. Similar to FCS

experiments, the autocorrelation can then be fit to

A(τ) = A(0)e−( t
τ

)β (6.3)

Where beta is the stretching parameter (0< β <1). This equation has been used for



104

Figure 6.17: DNA kinetics extraction using the autocorrelation of the conductance. (a)
There are non-ergodic time intervals where the fluctuations stop. These are represented by
long tails in the lifetime histograms after HMM analysis. (b) The same intervals can be
found in the autocorrelation based kinetics extraction along with the dominant kinetics.

fitting both the dominant and the non-ergodic time intervals as shown in Fig. 6.17b. One

problem arises because the autocorrelation based dwell time extraction is a combination

of the high and low rates, given by 1/τ = 1/τhigh + 1/τlow. By also knowing the melting

curve where the melted fraction can be written in terms of the high and low dwell times as

M =
τhigh

τhigh+τlow
, both the high and low dwell times can be computed.

6.5.3 Carbon nanotube kinetics extraction

In order to study the kinetics of DNA hybridization and obtain further insight into the

thermodynamics observed through time averaging of a single molecule system, we extract (as

shown in Fig. 6.16a) the dwell times in the high (τhigh) and low states (τlow) in the presence

of flicker noise by idealizing the transitions using a hidden Markov model (incorporated in

the vbFRET software package) [218], which has been used in smFRET experiments to study
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Figure 6.18: (a)Arrhenius plot showing hybridization and melting rates for Device 1. A
sharp transition in activation energy is shown around the melting temperature and is at-
tributed to bubble kinetics a lower temperatures. (b) Arrhenius plot of Device 2. There is
no sharp transition in the activation energy. (c) Conductance data showing intervals with
both fast and slow kinetics. (d) Arrhenius plot showing hybridization and melting rates
for 100 nM and 1 µM complementary target concentrations (Device 3). Error bars for the
Arrhenius plots are calculated from at least sixteen different 15 s intervals.

conformational changes in biomolecules [219]. To reduce random drift, the data is split into

15 second intervals and then fit to a two-level model. These idealized traces are then used

to extract the dwell times in the high and low states by generating dwell time histograms

at each temperature (shown in Fig. 6.16)b which can be best fit to a double exponential of

the form

y = y0 +Afaste
− t

τfast +Aslowe
− t

τslow (6.4)

The superscript fast indicates the shorter and slow the longer lifetime of the fit, such
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that tfasthigh < tslowhigh and tfastlow < tslowlow (the R2 values of the fits are always greater than 0.97).

The subscripts high and low are used to indicate the lifetime of the high and low states

respectively. The extracted lifetimes are used to generate the Arrhenius plot in Fig. 6.18.

The origin for the double exponential may be the result of two competing pathways

for hybridization. Similar models have been used to describe DNA hybridization kinetics

with immobilized probes on silicon or glass [220] and how proteins find specific target sites

along DNA strands [221,222]. In this model, target DNA reach probe by either 3D diffusion

or non-specific adsorption followed by surface diffusion. As shown in Fig. 6.18c, the nan-

otube conductance switches between two distinct kinetic modes which have different time

constants. How these time constants are associated with solution-based or surface-based

kinetics is determined by examining the concentration dependence of the associated dwell

times. From chemical kinetics, we expect the solution hybridization rate (khybridization) to

be proportional to DNA target concentration (bimolecular process) and the solution melt-

ing rate (kmelting) to be independent of concentration (unimolecular process). Fig. 6.18d

shows the Arrhenius plot for Device 3 with 100 nM and 1 µM complementary target con-

centration using khybridizing = 1/τ fasthigh and kmelting = 1/τ fastlow for the 1 µM concentration

and khybridizing = 1/τ slowhigh and kmelting = 1/τ slowlow for the 100 nM concentration so that the

hybridizing and melting rates behave as expected based on solution ensemble experiments

and as described above. We believe that the target concentration at which khybridization

(kmelting) goes from being determined by τ fasthigh (τ fastlow ) to being determined by τ slowhigh (τ slowlow )

depends on the ratio of one-dimensional and three-dimensional diffusion rates and the con-

centration dependence of the surface-based hybridization and melting rates.

The dwell time histograms for both DNA sequences over all measurements (temper-

ature and target concentrations) can be best fit by a double exponential. This behavior

originates from the system switching between two distinct kinetic modes (Fig. 6.19). We

have identified and analyzed longer time intervals in which the system stays in only one

of these modes. Fig. 6.19b and c shows the dwell time histogram at 1 µM DNA target

concentration (Device 3), in which the system is in either the fast mode (total of three sec-
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Figure 6.19: (a) Real time conductance data showing both surface and solution modes. (b,c)
Dwell time histograms when modes are decoupled for high and low states. (d,e) Combined
dwell time histograms when both modes are present leading to a double exponential.
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onds) or slow mode (total of five seconds). When we analyze only a single mode, the dwell

time histograms are largely mono-exponential and can be best fit with a single exponential

function. This analysis also demonstrates that in the fast kinetic interval, both high and

low lifetimes are shorter than in the slow kinetic interval. This behavior was seen over all

temperatures and for both measured concentrations. When we analyze intervals with both

modes present (6.19d and e), the dwell time histogram have a double exponential because

of the combination of the fast and slow modes.

Arrhenius plots for khybridization and kmelting at 1 µM target concentration for De-

vices 1 (probe A6) and 2 (probe A1) are presented in Figs. 6.18a and b, respectively.

The Arrhenius plot of Device 2 (Fig. 6.18b) looks very similar to ones reported [44, 45]

for DNA duplex kinetics studied with DNA hairpins. The melting rates (kmelting) fol-

low Arrhenius-like behavior and are very dependent on temperature while the hybridiza-

tion rates (khybridizing) have anti-Arrhenius behavior and are only slightly temperature-

dependent. This anti-Arrhenius behavior yields a negative activation energy, which implies

that the reaction rate decreases with increasing temperature and the free energy barrier

arises from a significant loss of entropy [223]. The slight curvature in the Arrhenius plot

has also been observed with DNA hairpin hybridization [44] and protein folding [224] and

is attributed to a change in the rate limiting step of the reaction as a function of temper-

ature, because of a significant temperature dependence in either the activation entropy or

enthalpy [225,226].

The Arrhenius plot of Device 1 (Fig 6.18a) shows a remarkably different behavior

for kmelting, with a sharp change in activation energy around the melting temperature. At

temperatures less than the melting temperature, kmelting has a small activation energy (44

kJ/mol) that can be seen from the shallow slope in the Arrhenius plot. We attribute this to

breathing of the DNA duplex (probe A6 for Device 1) which consists of six adenine-thymine

(AT) base pairs that are enclosed by guanine-cytosine (GC) bases. This differs from the A1

duplex (for Devices 2 and 3), which has at most two neighboring AT bases. We speculate

that the fluctuations below the melting point for Device 1 could be due to bubble dynamics
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Figure 6.20: (a) Effect of non-ergodic time intervals on the lifetime histograms. (b) Effect
of non-ergodic time intervals on the conductance based histograms (taken at the same
temperature).

Figure 6.21: Equivalent circuit of carbon nanotube in aqueous solution. The DNA kinetics
are modeled by a parallel resistor being switched in and out.

of the AT region which have been previously reported [227,228]. In addition to the solution

and surface modes, we also observe occasional several-second-long non-ergodic time intervals

when the fluctuations stop as shown in Fig. 6.20, which could be due to reversible states

in which the DNA complex may adhere to the nanotube surface in a conformation that

impedes the binding dynamics. From the dwell time histogram, we estimate the percentage

of non-ergotic time intervals to be approximately 10% of the total monitored time.
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6.6 Bandwidth of nanotube device

The bandwidth of the nanotube device itself is limited by extrinsic parasitics. The equivalent

circuit is shown in Fig. 6.21. Here RCNT is the resistance of the nanotube, Rp is the

resistance in the leads (due to the resistivity of titanium), Cox is the capacitance from

the leads to the substrate and Csol is the parasitic capacitance from the source and drain

electrodes to the electrolyte. The intrinsic bandwidth of the device can be found by assuming

that the biomolecule changes the resistance, which is approximated by another resistor in

parallel (RDyn) with the nanotube resistance. If the DNA hybridizes, the switch opens

and the resistance increases, if the DNA melts, the switch closes and the overall resistance

decreases.

From DC measurements, the electrode resistance is assumed to be approximately

Rp = 5kΩ and the oxide capacitance about 14 pF. The capacitance from the electrolyte to

the titanium was measured with a standard AC impedance potentiostat measurement in

1X PBS on a 100x100 µm2 electrode (the leads were passivated by a 5 µm SU-8 layer). The

extracted impedance magnitude and phase is shown in Fig. 6.22a and b. This impedance

was modeled by an equivalent circuit as shown in the inset of Fig. 6.22. The dominant

capacitance is the smaller one (there are two capacitances in series from the electrolyte

interface and the native titanium oxide) which came out to be approximately 31 fF/µm2,

which is the same order of magnitude as reported in literature [229]. For the electrodes in

the experiment (width=20 µm and length about 3 mm, the total capacitance is about 1.86

nF. The other values extracted are shown in the table.

Assuming that parallel resistance is a fraction α of the nanotube resistance so that

RDyn = αRCNT , this leads to two coupled KCL equations which can be solved for the cur-

rent IOUT . Assuming that Rp << RCNT , the solution to the above equation gives a corner

frequency of the device at fc = 1
2πRpC

where C = Cox||Csol is the parallel combination of the

oxide capacitance and the electrolyte capacitance. For the device used in this experiment,

this value comes out to be approximately 17 kHz. At a preamplifier gain of 200 nA/V, the

bandwidth was limited to about 4.8 kHz at a measurement filter corner frequency of 10
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Figure 6.22: Titanium electrode parasitics showing both (a) magnitude and (b) phase of the
titanium electrodes in 1X PBS buffer solution by A.C. impedance. The measurement was
done using a potentiostat with Ag/AgCl reference electrode, a platinum counter electrode
and a 100×100 µm2 electrode as the working electrode. The table shows the extracted values
from the fit to a equivalent circuit in the inset in b. This measurement was performed by
Steven Warren.

kHz.

6.7 SNR ratio

The noise of the point functionalized carbon nanotube at low frequencies is dominated by

flicker (or 1/f) noise, which can be seen from the measured power spectrum in Fig. 6.23

(calculated from the Fourier transform of the autocorrelation function). This background

1/f noise is higher in the presence of target DNA where two very small Lorrentzian curves

can be seen. The signal is determined by the conductance difference between the two peaks

in Fig. 6.24. The noise is determined by integrating the noise spectrum from flower =
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Figure 6.23: (a) Flicker noise for device shown in Fig. 6.11 with and without target at 31.9
◦C. (b) System level noise characterization. At high bandwidth, the noise of the amplifier
surpasses the noise of the nanotube.

1/Twindow (where Twindow=30 s is the length of the analyzed time window) and fupper,

the bandwidth established by the measurement equipment (approximately 5 kHz). The

resulting SNR is shown in Table 6.2 as ”SNR (from 1/f)”. Another approach to quantify

the noise is by measuring the standard deviation of the Gaussian fits in Fig. 6.24, reported as

”SNR (from σ)”. We find this noise floor to be slighter higher than the one computed from

the integrated 1/f spectrum because of additional power supply noise harmonics, which are

not integrated in the 1/f noise calculation. The SNR ratio can be improved by decreasing

Twindow (Fig. 6.24), since this results in a higher low-frequency cutoff, reducing the effect

of low-frequency noise (drift). Twindow=15 s is used for the Arrhenius plot fittings in Figs.

6.18a,b and d.

There is also noise coming from the measurement equipment, in this case the current

preamplifier (Stanford Research SR570). As the bandwidth of the preamplifier is increased,

the noise internally generated by the preamplifier also increases, as shown in Fig. 6.23b

(taken from the preamplifiers datasheet). This noise at a bandwidth of 4 kHz, however,

is significantly lower than that coming from the nanotube itself. This results in an overall

input-referred noise level of 1 nArms at 100 mV source to drain bias (Table 6.2).
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Figure 6.24: SNR for different time intervals.

Noise Nanotube (pArms) 998.4

Noise Preamp (pArms) 14.1

SNR (from 1/f) 5.7-11.7

SNR (from σ) 3-5.3

Table 6.2: Noise calculations at 4 kHz bandwidth for Twindow=30 s.
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Chapter 7

Debye length screening

Point-functionalized carbon nanotube field-effect transistors can serve as highly sensitive

detectors for biomolecules. With a probe molecule covalently bound to a defect in the

nanotube sidewall, two-level random telegraph noise (RTN) in the conductance of the de-

vice is observed as a result of a charged target biomolecule binding and unbinding at the

defect site. Charge in proximity to the defect modulates the potential (and transmission)

of the conductance-limiting barrier created by the defect. In this chapter, the effects of

these single-molecule electronic sensors on ionic screening are studied [230]. Both charge

in proximity to the defect site and buffer concentration are found to affect RTN amplitude

in a manner that follows from simple Debye length considerations. RTN amplitude is also

dependent on the potential of the electrolyte gate as applied to the reference electrode; at

high enough gate potentials, the target DNA is completely repelled and RTN is suppressed.

7.1 Introduction

Point functionalization of the nanotube channel, which creates a conductance-dominating

scatterer as well as a chemically reactive site for molecular attachment, greatly enhances

the sensitivity of the device to charge in the region of the defect [101,231]. In the previous

Chapter, the appearance of two-level random telegraph noise (RTN) in the conductance of

the device was shown as a result of a biomolecule binding and unbinding from the defect
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site thereby modulating the transmission through the defect [174]. This RTN data can be

analyzed to study the kinetics and thermodynamics of the interaction by monitoring the

conductance as a function of temperature. In this case, all the information extracted from

the sensor is contained in the dynamics of the conductance transitions. In this Chapter,

the conductance magnitude of the two-level RTN as a function of the distance between

the biomolecule and the nanotube and as a function of buffer concentration are instead

examined.

Previous sensing experiments with nanowire field-effect transistors have demon-

strated that charges on biomolecules can be screened by increasing the distance of the

biomolecule from the nanowire surface [232] or by increasing the buffer concentration [233,

234]. As demonstrated here, the single-molecule response of these devices is also screened

by the counterions in the buffer solution. As a result, Debye screening constitutes an im-

portant design consideration for label-free single-molecule detection in order to maximize

RTN signal by optimizing buffer concentrations, linker and molecular arrangements, and

applied electric fields [235].

7.2 Automated microfluidic setup

7.2.1 On-chip platinum electrode

The fabrication method for the point functionalized carbon nanotube devices was described

in more detail in Chapter 4. In order for easy integration with the fluidic system described

below, an on-chip platinum electrode was fabricated for controlling the solution potential.

The thickness of the platinum electrode is 75 nm with a 2 nm titanium adhesion layer. As

shown in Fig. 7.1a, the on-chip platinum electrode can be used to electrolytically gate the

carbon nanotube device in 1X PBS buffer solution. The hysteresis in the gate sweep is only

about 8 mV at a sweep rate of 5 mV/s. Because titanium is used for the source and drain

electrodes of the device, the gate leakage current (shown in Fig. 7.1b) is below 300 pA,

which is more than 20 times smaller than the smallest measured device current.
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(a) (b)

  Sweep
Direction

Figure 7.1: On-chip platinum electrode as gate. (a) Hysteresis of on-chip pseudo reference
electrode. (b) Gate leakage current through 1X PBS buffer solution.

After a short transient of around 30 minutes, the open circuit potential between

the Ag/AgCl (3M NaCl) reference electrode (Bioanalytical Systems; 0.209V vs. Normal

Hydrogen Electrode (NHE)) and the on-chip platinum electrode is very stable as shown

in Fig. 7.2a with a standard deviation of only 1 mV over a 90-minute observation period.

The absolute value of the on-chip platinum open circuit potential is about 300 mV above

the potential of the platinum wire and the platinum evaporated on a glass slide (during

the same evaporation step) as shown in Fig. 7.2b. We believe that this is the result of the

annealing step in a forming gas (Hydrogen/Argon) at 340 ◦C. Similar to hydrogen plasma

experiments [236,237], the forming gas annealing step reduces the amount of platinum oxide

at the surface of the platinum electrode and therefore reduces the open circuit potential.

7.2.2 Microfluidic channel

After wire-bonding, the chip is assembled in a microfluidic setup with a poly(dimethylsiloxane)

(PDMS) mold as shown in Fig. 7.3a. This microfluidic channel inside the PDMS mold was

defined using a standard fabrication method [238]. Briefly, a master is patterned on a sil-

icon chip using SU-8 resist (Microchem Corp.) and soft lithography to define the channel.

The master chip is then coated with a thin layer silane layer (trimethoxysilane) using silane

vapor in a closed container in order to avoid permanent bonding of the cured PDMS to the



117

(a) (b)

Figure 7.2: Stability of on-chip electrode. (a) Open circuit voltage for on-chip platinum
electrode vs. Ag/AgCl reference electrode. (b) Open circuit voltage for evaporated platinum
on glass and platinum wire vs. Ag/AgCl reference electrode.

chip. PDMS from a two-component base and curing agent (Dow Corning, Sylgard 184) is

poured over the master to about 1 cm in height and cured at 80 ◦C for 2 hours. The PDMS

stamp is peeled off and small holes are drilled into it for connecting the fluid lines to the

channel. The tearing of the relatively soft polymer during drilling could be significantly

reduced by submerging the PDMS into liquid nitrogen before drilling.

The PDMS mold with the channel is sealed against the substrate with the devices

and held in place by epoxy as shown in Fig. 7.3b. Teflon tubing (0.91 mm inner diameter)

is mechanically attached to the PDMS channel and permanently bonded by epoxy to create

a stable system. The cured PDMS was chemically resistive to the dilute sulfuric acid

(1M) and the potassium permanganate (6.5 mM) [239]. The temperature inside the tubing

is controlled by a large, grounded water reservoir (1M NaCl). A copper coil provides

good thermal coupling to this reservoir and the temperature is controlled by a circular

heater/refrigerator (PolyScience 9112). The inside fluid at the channel never gets in contact

with the outside heating/cooling bath as shown in Fig. 7.3c.
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Figure 7.3: Microfluidic cell. (a) Chip with nanotube devices is wire-bonded and encapsu-
lated in a PDMS microfluidic cell. (b) Picture of assembled chip carrier with PDMS mold
sealed over the devices. (c) Teflon tubing is connected to the channel and a larger water
reservoir is used to heat or cool the tubing and the device (from circular heater/refrigerator.

7.2.3 Fluidic System

The Debye length studies described in this report are facilitated by a microfluidic system

shown in Fig.7.4. Different aqueous solutions (with different target DNA or ionic concen-

trations) can be automatically drawn into the channel with the nanotube devices. Digitally

controlled pinch valves, manifolds (NResearch Incorporated), and a syringe pump are used

to selectively pull and push solutions from reservoirs into a microfluidic channel and into

a waste reservoir. In order to avoid solution mixing, solutions are split up into 120 µL

intervals that are separated by ∼20 µL air gaps. To deliver a new solution into the channel,

a Labview program (National Instruments) automatically cycles through a combination of

pulling solution into the fluid lines, pulling an air gap, and finally pushing out solution into

the waste reservoir. In this way, the fluid channel above the devices can be first flushed by

buffer solution and then the selected solution can be introduced automatically. We have

verified that the variation in the solution volume is less than ∼ 20µL when pulling solution

into the channel. This setup provides the controlled fluidic platform for the experiments
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Figure 7.4: Fluid delivery system. (a) Digitally controlled pinch valves and manifolds can
automatically deliver solutions into and out of the microfluidic channel with a syring pump.
(b) Picture of system implementation.

outlined in this Chapter.

7.3 Charge proximity

The point defect in the carbon nanotube sidewall is created by the electrochemical oxidation

method in 1 M H2SO4 followed by a 45 s immersion in 6.5 mM KMnO4. After overnight

coupling of the probe oligonucleotide NH2-5′-GTGAGTTGTT-3′ to the carbon nanotube

defect, we characterize conductance of the carbon nanotube in 1X PBS buffer. In previous
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Figure 7.5: Real time measurements of binding kinetics with different target DNA. Conduc-
tance recordings are performed at Vsd=100 mV and VPt=-0.3V showing a small intervals
from an 8 minute recording. (a) Conductance recording in 1X PBS buffer solution without
target DNA. (c,e,g) Conductance recording with 10, 9 and 8 bases of complementary target
DNA. (b,d,f,h) Conductance based histograms from 30 s time intervals (of which panels a,
c, e and g are small subsets).

studies, we have examined the conductance at different temperatures with and without

adding complementary DNA target [174]. Now the temperature is set to 17 ◦C with a

circular heater/refrigerator and different solutions are introduced into the channel. After

turning off the fluid flow and equilibrating the temperature, the conductance is measured

for periods of eight minutes at a constant pseudo reference potential of -0.3 V, applied to

the on chip platinum electrode. Without complementary target DNA, the device shows a

conductance that is dominated by flicker noise as shown in Fig. 7.5a and only contains a

single state (Fig. 7.5b). Different lengths of target complementary oligonucleotides are now

added at 1 µM concentration and the device is again measured for each nucleotide without

flow after the equilibrium temperature is reached.

Fig. 7.5c shows the real-time conductance with the corresponding histogram in Fig.

7.5d for an exactly complementary ten-base-pair target DNA (5′-AACAACTCAC-3′). The

conductance fluctuation is similar to previous measurements [174], and the device is mostly

in the low (bound) state with occasional large but very short spikes corresponding to brief
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66.2±20.6%
(a) (b)

Figure 7.6: Fluctuation variability. (a) Standard deviation of point functionalized device
resistance and (b) normalized device RTN amplitude.

intervals in which the probe DNA is unbound to complementary target. This behavior

is expected because at 17 ◦C, the temperature is well below the melting point and the

DNA is mostly in the duplex state. Overall, more than 7 devices have been fabricated,

which have been functionalized with probe DNA. These devices have a wide variety of

resistances spanning almost two orders of magnitude as shown in Fig. 7.6a. The random

telegraph noise (RTN) amplitude is relatively invariant with a normalized resistance change

of 66.2±20.6 % as shown in Fig. 7.6b, which is taken at 17 or 19 ◦C, well below the melting

temperature. The variability is attributed to differences in the initial nanotube electronic

properties, defect geometry, device doping and electrochemical potential.

Fig. 7.5e shows the two-level RTN observed for a complementary nine-base-pair

oligonucleotide, one base pair shorter at the 3 end of the target (5′-AACAACTCA-3′),

where the 3 end is closest to the carbon nanotube. The amplitude of the two-level RTN

is lower in this case as is also evident in the histogram of Fig. 7.5f. An increase in the

time spent in the high (unbound) state was also observed, which indicates that the melting

curve has shifted toward lower temperature, as expected for a shorter DNA target. For the

complementary eight-base-pair oligonucleotide (5′-AACAACTC-3′), shortened now by two

based at the 3 end, the amplitude of the RTN further decreases as shown in Fig. 7.5g and

in the histogram in Fig. 7.5h. Even though a small overall decrease in the conductance over
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Noise !oor

Figure 7.7: Normalized resistance change as a function of length of the target DNA. Nu-
cleotides of the target DNA are removed from the 3′ end, closest to the carbon nanotube.
Error bars are calculated from at least 5 different 30 s time interval histograms. (b) Plot of
Eqn. X as a function of distance for a Debye length of λD = 0.70 nm (1X PBS). Base pairs
further out are almost completely screened by the counterions. The noise floor is calculated
for a signal-to-noise ratio of one using the full width at half maximum (FWHM) of the
gaussian fits in the histograms in Fig. 7.5d,g and h for the noise amplitude.

several cycles has been observed, which is attributed to non-specific adsorption of target

DNA to the sidewall, the fluctuations are repeatable over multiple cycles of flushing buffer

and complementary target DNA. In Fig. 7.7a, the normalized change in resistance, ∆R/R

is plotted as a function of different target lengths. The RTN amplitude decreases with

reduction of the target sequence length at the 3′ end.

To explain the length effect on RTN amplitude, Debye screening theory is used.

When a charged molecule is placed in a buffer solution, electrostatic interactions cause

counterions to surround the molecule, partially offsetting the molecular charge. A very

simple approximation of the resulting screened electric potential from a point charge Q is

given by the Debye-Hückel model [240] as

Φ =
Q

4πε0

1

d
e
− d
λD (7.1)

where ε0 is the dielectric constant, d is the distance from the charge, and λD is the

Debye length. That is, the potential decreases exponentially with distance and the Debye

length sets the length scale at which the potential approaches zero.



123

In Fig. 7.7b, we plot the change in potential (∆Φ) normalized to change in potential

for the 10-mer target (∆Φ0) as determined by Eqn. 7.1 as a function of the distance

between the defect and the position of the first nucleotide on 3 end of the target. Assuming

that the DNA is upright and each base is separated by 0.33 nm [241] (the three-carbon

linker was estimated to be around 0.697 nm long), bases more than 2 nm away from the

nanotube lead to changes in the potential smaller than the noise level (flicker noise) in 1X

PBS buffer solution. The data in Fig. 7.7a can be represented as a function of distance

between the defect and the first target nucleotide and fit with Eqn. 7.1. To simplify this

analysis, all of the DNA targets are assumed to have fixed charge despite having varying

lengths. This is justified because in 1X PBS buffer solution, only charges within 2 nm of

the defect contribute to the potential. It was further assumed that the resistance change in

the nanotube is proportional to the change in potential at the defect. This is valid since the

simulated potential change is typically between 8 and 15 mV (see Section 7.6), considerably

smaller than the thermal voltage. Excellent agreement is found with the measured data

with an extracted value of the Debye length of 0.73 nm, slightly larger than the 0.70 nm

predicted from Eqn. 7.1.

7.4 Buffer concentration

Fig. 7.8 shows how the RTN amplitude for the 8-mer hybridization target depends on

the buffer concentration, which modulates the Debye length of the counterions in solution.

Here we use five different buffer concentrations of PBS buffer: 10X, 5X, 1X, 0.4X and 0.1X.

Reducing the buffer concentration increases the Debye length, which leads to an increase

in the RTN amplitude. At the highest buffer concentration (10X PBS), the target DNA

charge is completely screened such that the RTN is below the noise floor. The data in Fig.

7.8 was fitted to Eqn. 7.1 and an average distance between the target DNA charge and the

defect of approximately 1.79 nm was extracted. Again, if the assumption is that each DNA

is upright and that each base is separated by 0.33 nm with a linker length of 0.697 nm, this

yields an expected distance of 1.36 nm. Taking into account the double helix structure of
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the DNA molecule, the crystal structure predicts a distance of around 1.8-2.2 nm depending

on the orientation of the DNA.

0 1 2 3

0.0

0.2

0.4

0.6

0.8

1.0

 data
 fit

Δ
R

/R

λDebye (nm)

0.1X

0.4X

1X
5X

10X

Figure 7.8: Effect of Debye length. Normalized resistance change as a function of buffer
concentration. Increasing the buffer concentration will reduce the Debye length so that more
of the DNAs negative charge will be screened by counterions. Error bars are calculated from
at least 5 different 30 s time interval histograms.

In the previous analyses, the hybridized double-stranded DNA molecule is assumed

to be standing upright from the surface. In principle it may actually be at an angle to

the surface. In particular, there could be a strong electrostatic interaction between the

DNA molecule and the surface of the carbon nanotube such that the potential difference

between the liquid and the nanotube will affect the angle of the DNA, similar to previous

experiments with DNA on metal electrodes [242,243]. In Fig. 7.9, the effect of the potential

difference (VPt) between the solution and the carbon nanotube on the RTN amplitude was

investigated by using the 10-mer DNA target (5′-AACAACTCAC-3′) in 1X PBS.

7.5 Solution potential

As shown in the gate sweep in inset of Fig. 7.9a, the pristine device has a charge neu-

trality point of around -0.2 V compared to the platinum reference electrode. Biasing the



125

(a) (b)

Figure 7.9: (a) RTN amplitude as a normalized resistance change given as a function of
electrode potential. The data points are connected by interpolation. Inset shows conduc-
tance as a function of solution potential for the pristine device and the functionalize device
with probe DNA attached in 1X PBS. The charge neutrality point for the pristine device
is around -0.2 V. Error bars are calculated from at least five different 30 s time interval
histograms. (b) High and low conductance at different applied on-chip platinum electrode
potentials.

carbon nanotube device at a potential higher (lower) than the neutrality point will induce

electrons (holes) in the nanotube and cause a repulsive (attractive) electrostatic force with

the negatively charged DNA. The inset of Fig. 7.9a also shows the conductance variation

with VPt for the defected device with probe DNA attached. The observed RTN amplitudes

are larger than what would be predicted from ∂G
∂VPt

∆Φ for the probe-attached nanotube by

approximately a factor of 50, indicating that the localization of the field effect of the target

DNA charge probably results in considerably more modulation of the barrier due to the

point-functionalized defect than global gating.

In Fig. 7.9b, both states of the RTN signal were monitored at different potentials

as set by the on-chip platinum electrode. The low-conductance state (with the DNA in the

duplex state) is much more dependent on the potential compared to the high-conductance

state (with probe DNA only). This is consistent with previous studies, which demonstrate

that the orientation of surface-immobilized double-stranded DNA is more strongly affected

by electric fields because of its long persistence length (50 nm) compared to single stranded

DNA (2 nm) [242]. Fig. 7.9a shows that the normalized RTN amplitude (as primarily de-
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Single stranded state
(Probe DNA only)

Double stranded state
(Probe and target DNA)

Figure 7.10: Crystal structure representation of DNA attached to the carbon nanotube for
both single and double stranded configurations.

termined by the change in the low-conductance state) increases with more negative solution

potentials, consistent with DNA that is leaning towards the carbon nanotube and thereby

increasing the potential at the nanotube surface (electrostatic simulations are presented in

the Supporting Information). The RTN transitions vanish at high potentials (VPt ≥ -0.1

V) indicating that DNA hybridization is inhibited by the negative surface potential.

7.6 Electrostatic simulation

The electrostatics of a DNA molecule tethered to a carbon nanotube is modeled using a

nonlinear Poisson-Boltzmann equation for different DNA conformations relative to the nan-

otube. The crystal structure of a 10-mer DNA (1D68) was obtained through the Protein

Data Bank [244] with charge distribution assigned through the PDB2PQR software [245].

For the carbon nanotube, we choose a zigzag (18,0) nanotube with diameter of 1.4 nm. The

geometry of the three carbon spacer is estimated using ChemDraw3D (CambridgeSoft, Cam-

bridge, MA). The nonlinear Poisson-Boltzmann equation is solved with the finite-element

solver Delphi [246]. The buffer is approximated by a single salt with 0.137 M concentration

and an ion radius of 0.2 nm (sodium chloride). Both the linker and carbon nanotube are
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assumed to be uncharged for the purpose of the electrostatic simulation, in a manner similar

to other simulations [235].

Φ

θ(a) (b) (c)

Figure 7.11: (a) The configuration of the DNA molecule can change with respect to the
carbon nanotube by a rotational angle Φ and tilt angle θ. (b) Effect of rotational angle Φ
on the potential difference on the carbon nanotube surface. (c) Effect of tilt angle θ on the
potential difference on the carbon nanotube surface.

The negative charge of the DNA backbone leads to a change in potential at the

carbon nanotube. The potential at the carbon nanotube surface has been computed with the

single stranded probe attached and the double stranded DNA configurations as shown in Fig.

7.10 and then computed the potential difference between the two states. Because the DNA

molecule is subject to Brownian motion, it will undergo fast rotational and translational

motion, which will affect the potential at the defect. However, these motions are at times

scales (< 0.2 µs) faster than the bandwidth of the current device (∼ 100 µs) so the observed

potential will be a distribution of all accessible configurations.

In Fig. 7.11b, we have computed the potential difference between the single stranded

and double stranded states as a function of the rotation angle Φ. The potential difference

is shown both precisely at the point carboxyl defect and as an average around the defect at

a radius of 1.5 nm on the carbon nanotube surface (the localization roughly expected from

a defect state of a semiconducting carbon nanotube) [181]. Both potentials are relatively

rotational invariant since the nanotube has a relatively large diameter.

The potential difference at the surface of the carbon nanotube is plotted as a function

of the tilt angle θ in Fig. 7.12 at a rotation angle of Φ =90 ◦. The defect atom is shown in
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Figure 7.12: Potential difference at the carbon nanotube surface for different tilt angles.
The gray points are the nanotube atoms and the black ring is the position of the carboxylic
defect.

the center of the figures as a dark ring and the nanotube atoms are shown as grey squares

(the X axis is the direction of the length of the nanotube). As the tilt angle increases, the

DNA is closer to the surface, which increases the potential difference. The potential at the

defect and averaged around the defect are plotted in Fig. 7.11c for the different tilt angles.

We attribute the change in the random telegraph noise (RTN) amplitude in Fig. 7.9a to

changes in the tilt angle due to electrostatic attraction or repulsion of the molecule with

the surface.

7.7 Summary

Experimental results demonstrating the importance of Debye screening for single-molecule

field-effect sensors based on carbon nanotubes have been presented. The amplitude of RTN

fluctuations characterizing single-molecule interactions increases by moving charges closer

to the defect or by decreasing the buffer concentration, as supported by simple screening

arguments. The results presented here are not only significant to basic scientific research
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but also important to understand potential applications of these devices as a single-molecule

label free sensing platform.
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Chapter 8

Conclusion

8.1 Summary of this work

This thesis describes the design of a single molecule sensor based on a carbon nanotube

field-effect transistor. The motivation behind this work is that a purely electronic sensing

platform can potentially detect biomolecular systems with very fast dynamics. The sensor

has been validated by a proof of principle biological system based on DNA hybridization.

Temperature dependent fluctuations lead to extraction of thermodynamics and kinetics that

agree with previous hybridization experiments using optical techniques. Studies on the

buffer concentration, charge proximity and solution potential dependence of the fluctuation

amplitude were consistent with a simple Debye screening model. This work has lead to the

following peer reviewed publications:

• S. Sorgenfrei, C.-Y. Chiu, R.L. Gonzalez, Y.-J. Yu, P. Kim, C. Nuckolls,and K.L.

Shepard,“Label-free single-molecule detection of DNA hybridization kinetics with a

carbon nanotube transitor,“ Nature Nanotechnology, vol.6, pp.126-132, February 2011.

• S. Sorgenfrei, C.-Y. Chiu, M. Johnston, C. Nuckolls,and K.L. Shepard,“Debye screen-

ing in single-molecule carbon nanotube field-effect sensors,“ Nano Letters, Advanced

Online Publication.

• S. Sorgenfrei, I. Meric, S. Banerjee, A. Akey, S. Rosenblatt, I.P. Herman, K.L. Shep-
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ard,“Controlled dielectrophoretic assembly of carbon nanotubes using real time elec-

trical detection,“ Applied Physics Letters, vol.94, 053105, February 2009.

• S. Sorgenfrei, K.L. Shepard,“Single-molecule electronic detection using nanoscale field-

effect devices,“ Design and Automation Conference (DAC) (invited paper), June 2011.

• S. Sorgenfrei, C.-Y. Chiu, C. Nuckolls,and K.L. Shepard,“Ultra-sensitive carbon nan-

otubes for single-molecule detection of DNA hybridization kinetics using conductance-

based correlation spectroscopy,“ Proc. of 16th International Conference on Solid-State

Sensors, Actuators and Microsystems (Transducers ‘11), June 2011.

• S. Sorgenfrei, C.-Y. Chiu, C. Nuckolls,and K.L. Shepard,“Charge sensing using point-

functionalized carbon-nanotube transistors for single-molecule detection,“ Proc. of

IEEE/NIH Life Science Systems and Applications Workshop (LiSSA), April 2011

• J. Rosenstein, S. Sorgenfrei, K.L. Shepard,“Noise and Bandwidth Performance of

Single-Molecule Biosensors,“ IEEE Custom Integrated Circuits Conference (CICC)

accepted, September 2011.

8.2 Future work

There are multiple topics in this thesis tha I would have liked to improve and address but

did not have enough “bandwidth“ to do it. One idea is to integrate the carbon nanotube

sensors on a CMOS substrate with active circuitry such as low noise amplifiers and data

converters (ADCs and DACs). This is both interesting and challenging from a circuit design

perspective since it involves designing measurement circuits for currents as low as picoamps

up to several microamps and a wide bandwidth from DC to possibly over 1 MHz. An-

other challenge is to actually integrate the carbon nanotubes on a commercial chip from a

foundry that usually uses it for microprocessors and communication chips so a lot of post

processing of the chip surface and interconnect is necessary. From a biological and biosen-

sor perspective, a big advantage is that the chip could enable multiplexed measurement of
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many devices in parallel. The chip could also be used to map out where the nanotubes are

assembled on the surface and measure device to device variability on an array of 1 million

devices. Also, the bandwidth of the measurement could be drastically reduced since the

electrode size are shrunk down to possibly only 10×10 µm2 so that Cp is reduced by over

two orders of magnitude (while also reducing Rp at the same time), therefore pushing out

the corner frequency to above 1MHz.

Currently, one of the main limitations in the carbon nanotube sensor is the large

flicker noise. Studies on suspended carbon nanotubes have shown that the flicker noise can

be decreased by almost an order of magnitude by suspending the nanotube, thereby reduc-

ing the effects of oxide traps [247]. Recently, we showed that boron nitride is a superior

dielectric for graphene devices because it is both flatter and has less charge traps [248]. By

growing carbon nanotubes on boron nitride, I would like to study if the flicker noise can

also be reduced which would directly improve the SNR ratio for the sensor.

The yield of the electrochemical oxidation is about 10% and I would like to work

on alternative methods to create a point defect. One method is to lithographically define

a very small channel (∼5 nm) and lightly etch the nanotube in a oxygen plasma, creating

a defect but not cutting the nanotube. This would be more of a top down approach and

many devices could be etched simultaneously. Another method I would like to investigate is

using an afm tip with a water meniscus and applying a very short pulse (a few nanoseconds)

to the tip in contact mode over the nanotube while measuring the nanotube conductance.

These short pulses should improve the spatial resolution over previous studies with pulses

around 1 ms [189].

While it is tempting to try to investigate biomolecular kinetics of more interesting

biomolecules such as proteins, it is also much more difficult to interpret the data due to the

complex electrostatic distribution. Instead, I would like to study DNA based systems such
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as a DNA hairpin of different sequences and hairpin lengths, which should follow directly

the experiments outlined in this thesis. If hairpin dynamics can be seen, the next step would

be to try to incorporate new bases into the hairpin, similar to previous optical sequence-

by-synthesis (SBS) approaches. Due to Debye length screening, a new incorporated base is

closer to the nanotube so that the fluctuation amplitude increases, which could be detected

by the sensor.

8.3 Other contributions

In addition to the work described in this thesis, I have also worked on other projects with

several collaborators:

• I worked on a CMOS chip for fluorescent detection. Having measured the previously

designed chip, I was able to improve the photodiode detector and redesign the chip.

By incorporating a differential photodiode, the effects of long time constants due

to carrier diffusion in the substrate could be successfully reduced. This lead to the

following publications:

– T.D. Huang, S. Sorgenfrei, P. Gong, K.L. Shepard,“A CMOS array sensor for

sub-800-ps time-resolved fluorescence detection,“ Proceedings of the IEEE 2007

Custom Integrated Circuits Conference (CICC), September 2007.

– T.D. Huang, S. Sorgenfrei, P. Gong, K.L. Shepard,“A 0.18µm CMOS Array

Sensor for Integrated Time-Resolved Fluorescence Detection,“ IEEE Journal of

Solid-State Circuits, vol.44, pp.1644-1654, May 2009.

• Being interested in transfering carbon nanotubes and graphene to arbitrary sub-

strates (such as a CMOS chip), I started working on transfer techniques. At the

time, dielectrics made from boron nitride looked promising to improve the mobility

of graphene devices so a method to reliably transfer a small flake of graphene onto a

small flake of boron nitride on a different substrate was conceived. This lead to the

following publication:
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– C.R. Dean, A.F. Young, I. Meric, C. Lee, L. Wang, S. Sorgenfrei, K. Watanabe,

T. Taniguchi, P. Kim, K.L. Shepard, and J. Hone,“Boron nitride substrates for

high quality graphene electronics,“ Nature Nanotechnology, vol.5, pp.722-726,

August 2010.

!"#$%"& '("%&)*+,&-.'&

Figure 8.1: Graphene for ensemble protein detection. (a) Real time detection of 10 µM
BSA in 1X PBS buffer. The ainset on the left shows an AFM image of the annealed device
before the experiment and the inset on the right shows the graphene covered by protein.
(b) As shown in the before and after electrolyte gate sweep of the graphene device, the
mobility of the graphene decreases and the Dirac point shifts to the left as expected from
similar experiments with carbon nanotubes.

• After working on carbon nanotubes for ensemble biosensors, I started to think about

using graphene as a sensor. The advantages of graphene are that it has a much

larger surface area compared to carbon nanotubes and using the recently established

CVD growth technique, can be fabricated in a more top down approach, creating

arrays of devices easily. Another advantage is that it is an ideal 2D electron system

so that mobilities, carrier densities and capacitances can be easily measured. This

should provide a better understanding of the physical mechanism in bulk sensing and

differentiate the different sensing mechanism, which is not possible with nanotubes.

Initial experiments using graphene showed interesting results but there was a lot of

variability and the sensitivities were not very high as shown in the real time plot

in Fig. 8.1a. By using a four probe measurement, we were able to take out effects
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of the contact resistance and show changes in the mobility and resistance maximum

(Dirac point) in Fig. 8.1b. Also, similar to ensemble sensing with carbon nanotubes,

it is difficult to add specificity to the sensor because covalent attachement destroys

the electronic transport properties and significantly reduces carrier mobility towards

graphene oxide.

Figure 8.2: DEP aligned nanowire over graphene shown in the SEM image in (a). (b)
shows quantum oscillations due to the sharp potential from the silicon nanowire. This
measurement was performed by Andrea Young from Prof. Kims group.

• I have also used dielectrophoresis to align a silicon nanowire with an electrode to

use it as a very small and well defined gate for studies on quantum tunneling in

graphene [249] as shown in Fig. 8.2a. Compared to the previously used hafnium oxide

top gate, nanowires do not degrade the quality of the graphene through processing

and the thin native oxide and small dimensions result in a very sharp potential profile

and large quantum interference effects (Fig. 8.2b. Another project involved the

measurement of gate capacitance to graphene. Similar to carbon nanotubes, the

density of states are proportional to the quantum capacitance so the capacitance is a

direct way to extract carrier densities.

– A.F. Young, C.R. Dean, I. Meric, S. Sorgenfrei, H. Ren, K. Watanabe, T.

Taniguchi, J. Hone, K.L. Shepard, and P. Kim,“Eletronic compressibility of
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gapped bilayer graphene,“ arXiv:1004.556v1, 2010.

• Another project involved the electrochemically oxidation of a graphene device while

measuring its conductance. The conductance in graphene is even more reversible

over many cycles of oxidation as shown in Fig. 8.3. This is in fact direct evidence

that electrochemical oxidation can affect many atoms and a very careful conductance

control during the oxidation is necessary to ensure that the device is not insulating

for the case of carbon nanotubes.
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Figure 8.3: Electrochemical oxidation of graphene.
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