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Abstract

Wave breaking at high wind speeds and its effect on

air-sea gas transfer

Sophia E. Brumer

Gravity waves are ubiquitous at the surface of the ocean and play a key role in the

coupled ocean-atmosphere system. These wind generated waves, for which gravity provides

the restoring force, influence the kinematics and dynamics of the upper ocean and lower

atmosphere. Their breaking injects turbulence into the upper ocean, generates bubble plumes

and sea-spray thus transferring energy, momentum, heat and mass between the atmosphere

and the ocean. In the anthropocene, with CO2 driving the warming trend and the ocean

acting as the main carbon sink, it is imperative to understand the complex physical controls

of air-sea gas transfer. Large uncertainties still remain under high wind speed conditions

where wave breaking processes are dominant. This dissertation seeks to shed light onto the

dependence of wave breaking and air-sea gas transfer on environmental parameters. It further

explores process based models of air-sea gas transfer that explicitly account for the breaking

related processes.

Air entraining breaking waves are easily detectable as bright features on the ocean surface

composed of foam and subsurface bubble plumes. These features, termed whitecaps, arise

at wind speed as as low as 3 m s−1. The whitecap coverage (W ) has been recognized as a



useful proxy for quantifying wave breaking related processes. It can be determined from

shipboard, air-borne and satellite remote sensing. W is most commonly parameterized as a

function of wind speed, but previous parameterizations display over three orders of magnitude

scatter. Concurrent wave field and flux measurements acquired during the Southern Ocean

Gas Exchange (SO GasEx) and the High Wind Gas exchange Study (HiWinGS) projects

permitted evaluation of the dependence of W on wind speed, wave age, wave steepness, mean

square slope, as well as on wave-wind and breaking Reynolds numbers. W was determined

from over 600 high frequency visible imagery recordings of 20 minutes each. Wave statistics

were computed from in situ and remotely sensed data as well as from a WAVEWATCH-III®

hind cast. The first ship-borne estimates of W under sustained wind speeds (U10N) of 25

m s−1 were obtained during HiWinGS. These measurements suggest that W levels off at

high wind speed, not exceeding 10% when averaged over 20 minutes. Combining wind speed

and wave height in the form of the wave-wind Reynolds number resulted in closely agreeing

models for both datasets, individually and combined. These are also in good agreement with

two previous studies. When expressing W in terms of wave field statistics only or wave age,

larger scatter is observed and/or there is little agreement between SO GasEx, HiWinGS, and

previously published data. The wind–speed-only parameterizations deduced from the SO

GasEx and HiWinGS datasets agree closely and capture more of the observed W variability

than Reynolds number parameterizations. However, these wind-speed-only models do not

agree as well with previous studies than the wind-wave Reynolds numbers.

The ability to quantify air-sea gas transfer hinges on parameterizations of the gas transfer

velocity k. k represents physical mass transfer mechanisms and is usually parameterized

as a non-linear function of wind forcing. Previous eddy-covariance measurements and

models based on the global radio carbon inventory led to diverging parameterizations with

both cubic and quadratic wind speed dependence. At wind speeds above 10 m s−1 these

parameterizations differ considerably and measurements display large scatter. In an attempt

to reduce uncertainties in k, explored empirical parameterizations that incorporate both



wind speed and sea state dependence via breaking and wave-wind Reynolds numbers, were

explored. Analysis of concurrent eddy covariance gas transfer and measured wave field

statistics supplemented by wave model hindcasts shows for the first time that wave-related

Reynold numbers collapse four open ocean datasets that have a wind speed dependence of

CO2 transfer velocity ranging from lower than quadratic to cubic. Wave-related Reynolds

number and wind speed show comparable performance for parametrizing DMS which, because

of its higher solubility, is less affected by bubble-mediated exchange associated with wave

breaking.

While single parameter models may be readily used in climate studies, their application

is gas specific and may be limited to select environments. Physically based parameterizations

that incorporate multiple forcing factors allow to model the gas transfer of gases with differing

solubility for a wide range of environmental conditions. Existing mechanistic models were

tested and a novel framework to model gas transfer in the open ocean in the presence of

breaking waves is put forward. This analysis allowed to update NOAA’s Coupled Ocean-

Atmosphere Response Experiment Gas transfer algorithm (COAREG) and exposed limitation

of other existing physically based parameterizations. The newly proposed mechanistic model

incorporates both the turbulence and bubble mediated transfer. It is based on various

statistics determined from the breaking crest length distribution (Λ(c)). Λ(c) was obtained

by tracking the advancing front of breaking waves in the high frequency videos taken during

HiWinGS. Testing the mechanistic model with the HiWinGS dataset shows promising results

for both CO2 and DMS, though it does not perform better than COAREG. Uncertainties

remain in the quantification of bubble cloud which are at the core of the formulation of the

bubble mediated transfer and additional field measurements are necessary to characterize

bubble plume properties in the open ocean.
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Chapter 1

Introduction

1.1 The Big Picture

In the current age of anthropogenic climate change, it is imperative to reduce uncertainties

in climate predictions to allow for sound mitigation and adaptation guidelines. Poor under-

standing of the complex physical controls of air-sea exchanges under high winds, in particular

with respect to the uptake and release of greenhouse gases and particulate material (aerosols

and pollutants), remains a source of uncertainties in biogeochemical models and climate

predictions. Greenhouse gases trap the thermal radiation leaving the Earth’s surface, thereby

warming the lower atmosphere. They are responsible for keeping the averaged surface air

temperature above freezing thus permitting life on Earth as we know it. Carbon dioxide

(CO2) is the most important greenhouse gas besides water vapor. This is not because of

its greenhouse potential per molecule, but rather on account of its abundance [Myhre et al.,

2013]. Its atmospheric concentration has risen drastically, from ∼ 275 ppm to over 400 ppm,

since the industrial revolution in the 18th century (Figure 1.1) and has resulted in radiative

warming leading to global climate change.
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Figure 1.1: Atmospheric CO2 concentrations 1700-present. Data pre 1985 is estimated from
ice-cores. Concentrations from 1985 to present are measured at the Mauna Loa Observatory. Due
to human-produced emissions, CO2 levels in Earth’s atmosphere have been rapidly rising since the
beginning of the Industrial Revolution and nowadays are crossing 400 ppm (400.01 ppm on 25 May
2013), equaling a 44% increase when compared to pre-industrial CO2 concentrations of around 275
ppm. The green horizontal line indicates the level on 01 March 2017: 406.78 ppm. Source: Scripps
Institution of Oceanography (https://scripps.ucsd.edu/programs/keelingcurve/).

1.1.1 CO2

While some of the CO2 is produced naturally, the observed increased is human-induced. It

is the result of fossil fuel burning, land use changes and cement production [Boden et al.,

2011; Houghton, 1999]. A simplified version of the global carbon cycle is shown in Figure 1.2,

illustrating the sizes of the different carbon reservoirs and fluxes. Taking up ∼25% of the

emitted anthropogenic CO2, the ocean acts as the main carbon sink [Archer , 2005]. It has

an overall larger carbon inventory than the land biosphere with both abiotic inorganic and

biological cycling mechanisms at play. As CO2 enters the ocean it dissolves into carbonic

acid (H2CO3) most of which disassociate into bicarbonate (HCO3
-) and carbonate (CO3

2-).

This disassociation results in the release of hydrogen ions which increase ocean acidity with

devastating consequences for oceanic ecosystems. As CO2 reacts with water, only a small

fraction remains as dissolved CO2 within the surface ocean. The ocean thus has a natural

buffering capacity. However, as the ocean becomes more acidic, seawater will become less
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effective in disassociation CO2. The chemical enhancement of the rate of transfer of CO2

across the air-sea interface resulting from its dissolution and dissociation is thought to be

minimal and only be important in low turbulent, high pH (basic) conditions [Wanninkhof

and Knox , 1996].

Figure 1.2: Simplified illustration of the global carbon cycle, adapted from Ciais et al. [2013].
Reservoir mass numbers and annual exchange fluxes are given in PgC (1015 gC) and PgC yr−1,
respectively. Black numbers refer to pre-industrial values (before 1750). Red flux numbers represent
annual anthropogenic fluxes averaged over the years 2000–2009 and red reservoir numbers depict
cumulative changes of anthropogenic carbon between 1750 and 2011 (90% confidence interval).

Dissolved inorganic carbon (DIC) is transported in the ocean as a tracer by the meridional

overturning circulation. As the solubility of CO2 increases with decreasing temperature, cold

high latitude waters typically absorb CO2 and DIC is subducted in deep water formation

regions. Conversely, DIC is upwelled in equatorial waters and CO2 is released to the

atmosphere in warm tropical regions. This pathway by which carbon is transported between

the surface and the deep ocean is known as the solubility pump. Other important mechanisms

controlling the inventory of carbon in the ocean are the biological pumps [Volk and Hoffert ,

1985]. The organic carbon pump involves uptake of DIC by biota in the euphotic surface

waters; via photosynthesis they produce particulate and dissolved organic carbon (POC
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and DOC). As POC sinks through the water column, some is re-mineralized, some enters

the marine food web and a fraction may reach the seafloor becoming marine sediments.

The CaCO3 counter pump involves the formation of calcium carbonate (CaCO3) shells and

skeletons by marine organisms in surface waters. This process uses up bicarbonate and releases

CO2 into the surrounding water. At depth, CaCO3 particles either undergo dissolution or

marine sediments. Globally, the biological CaCO3 production is estimated to contribute to

about 75 ppm of the atmospheric CO2 concentration [Broecker and Peng , 1986].

It is expected that the ocean will ultimately account for the major part of removal of

atmospheric CO2 through inorganic buffering and CaCO3 sediment dissolution. However, the

net uptake is small compared to the gross up and downward fluxes and large uncertainties

remain in future estimates of the air-sea carbon flux [Heinze et al., 2015]. In order to limit

warming over the 21st century to less than 2� relative to pre-industrial levels, as agreed to

during the 2015 Paris climate conference, atmospheric CO2 concentrations should not surpass

450 ppm in 2100 [Pachauri et al., 2014]. This means that atmospheric CO2 concentrations

must only be permitted to rise an additional 50 ppm. However, inter-model spread in

cumulative oceanic carbon sink ranges from 320 to 635 Pg-C for the scenario that matches

current emissions most closely [Pachauri et al., 2014]. This 315 Pg-C difference in ocean sink

translates to over a 100 ppm difference in atmospheric CO2 by the end of the 21st century

which double the desired limit of 50 ppm.

1.1.2 DMS

In order to improve the overall predictive capabilities of global climate model forecasts, and

ultimately predictions of climate change, the physics of gas transfer across the atmosphere-

ocean interface have to be better understood. Air-sea interaction parameterizations need to be

developed and validated for a wider range of physical conditions. Adequate characterization

of gas transfer across the air-sea interface is not only essential to quantify local and global

sinks and sources of CO2 but also to budget many other trace gases that influence Earth’s
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radiation. These include, among others, marine aerosol precursors such as dimethyl sulfide

(DMS).

DMS is released into the upper ocean and subsequently to the atmosphere as a product

of the breakdown of certain dimethylsulphoniopropionate synthesizing phytoplanktons, such

as coccolithophorids. Once in the atmosphere, DMS is oxidized to form sulfur dioxide and

methane sulphinic acid. These contribute to the formation sulfate aerosols. These aerosols

act as cloud condensation nuclei which increase the number of cloud droplets, the liquid

water content of clouds, and the cloud area. As such, they may be responsible for raising

the top of the atmosphere albedo promoting reflection of incoming sunlight. In a warmer

climate, the growth rate of phytoplankton may be enhanced through physiological effects

related to warmer temperatures. As a result more DMS may be produced, increasing sulfate

aerosol concentrations, raising the cloud cover and albedo thus leading to a cooler climate.

This negative feedback is knows as the CLAW hypothesis, named after the initials of the

originating authors [Charlson et al., 1987]. It has however also been proposed that in a

warmer climate, phytoplankton growth will be inhibited as the world oceans will become more

stratified which would hinder the cycling of nutrients from the deep ocean to its productive

euphotic zone [Lovelock , 2007]. This in turn could result in a reduction of DMS production

ultimately leading to increase warming. These two opposite feedback scenarios are illustrated

in Figure 1.3.

Modeling efforts, laboratory work and most importantly observations conducted to verify

the CLAW hypothesis have uncovered no evidence for a DMS-controlled biota-climate feedback

which has led Quinn and Bates [2011] to conclude that is is time to retire the hypothesis.

Still, there seems to be no consensus on future trends and the sea-air DMS flux is poorly

constrained with estimates ranging from 16 to 54 Tg yr–1 of sulphur [Kettle and Andreae,

2000]. Several modeling studies suggest an increase in DMS by the end of the 21st century

under enhanced greenhouse gas conditions [Penner et al., 2001; Gabric et al., 2004; Bopp

et al., 2004] resulting in a small negative climate feedback and to global warming of about
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-0.05 W m-2. Other studies [Gunson et al., 2006] conclude that changes in temperature and

irradiance will impact DMS emission negatively. It is important to note here that these

studies rely on gas transfer parameterizations determined for CO2, which will be shown to

not be applicable to DMS.

1.2 Processes at the Air-Sea Interface

As illustrated in Figure 1.4, a myriad of processes are at play at the air-sea interface and

have the potential to influence the exchange of momentum, heat, and material within the

dynamically coupled ocean-atmosphere system. These will be briefly described here and a

subset of the processes relevant in the high latitude open ocean under high wind conditions

will be explored further in the next sections and throughout the dissertation.

Upper ocean dynamics is dominated by processes that range several orders of spatio-

temporal scales. Small-scale, wind-shear generated turbulence coexists with large scale

turbulence associated with buoyant plumes and wave-generated coherent structures. Both

large and small scale turbulence disrupts the molecular sublayer allowing for more efficient

Figure 1.3: Illustration of DMS climate feedbacks
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Figure 1.4: Depiction of processes operating at the air-sea interface and in the upper ocean mixed
layer. Many of these processes vary on time scales ranging from seconds to decades and remain
poorly understood. (Illustration by Jayne Doucette, Woods Hole Oceanographic Institution)

gas transfer across the air-sea surface.

Buoyancy-driven turbulence arises as the surface is cooled, i.e. there is a net heat flux

from the ocean to the atmosphere. This net flux ensues from the local balance between the

incoming short wave solar radiation, the outgoing long wave (infrared) radiation, as well

as the sensible and latent (evaporation) heat fluxes. Surface cooling can lead to large scale

convection that extends the bottom of the mixed layer, below which stability suppresses

turbulence [Csanady , 1997].

Surface gravity waves are formed as the wind blows over the ocean. They are ubiquitous

at the air-sea interface and have the potential to alter both upper ocean and lower atmosphere

dynamics. The mean particle drift of surface waves, known as the Stokes drift, sets up a

current in the along-wave direction which decays rapidly with depth. Near the surface it may

7



become substantial (∼1 m/s) and its interaction with the Coriolis effect adds a potentially

non-negligible term to the momentum balance that governs the mean ocean circulation.

The interaction between the Stokes drift and wind-driven surface shear currents results in

Langmuir circulation [Langmuir , 1938]. These counter-rotating vortices, roughly parallel to

the wind direction, can easily be detected at the ocean surface as the surface convergence

regions between the vortices trap algea, surfactants, foam and debris in along-wind bands.

Complex interactions also exist between surface gravity waves and small or large scales

currents [Peregrine, 1976] leading to inhomogeneities in the wave field. Indeed, a mean flow

in the opposing direction of the wave field propagation may lead to formation of rogue waves

and promote wave breaking [Romero et al., 2017].

Wave breaking leads to enhanced upper ocean turbulence and bubble cloud formation

which will be discussed in greater detail throughout the dissertation. It also results in sea

spray production. These saline droplets are a pathway by which both volatile and non-volatile

material can be transported from the ocean to the lower atmosphere. Sea spray is generated

by two mechanisms: 1) film and jet droplets result from bubble bursting at the sea surface

and 2) spume droplets are produced by the wind tearing off the crest of a waves [Veron, 2015;

Andreas, 2004]. The lager spume droplets remain airborne only for short periods of time

ranging from seconds to minutes, but have significant impact on the latent and sensible heat

transfer [Andreas , 1992]. Smaller droplets may have a lifespan of hours or days in the marine

atmosphere. Sea spray may enhance outgasing as ejected droplets evaporate, but may also

increase the net ocean uptake as larger droplets may absorb gases prior to falling back into

the ocean. The relative importance of spray in air-sea gas exchange has yet to be quantified

and will not be discussed further here due to lack of direct measurements.

Model experiments have suggested that, while insignificant on global scale, rain may have

significant impact on regional air-sea CO2 fluxes [Komori et al., 2007; Turk et al., 2010].

Precipitation may impact fluxes through increased near surface turbulence and alteration of

the surface layer density stratification. Lab experiments and models studies indicate that
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rain enhances the air-sea gas flux due to increased near surface turbulence [Ho et al., 2000].

This was found to be valid both in freshwater and saltwater. However, in saltwater at low to

intermediate wind speeds, the less dense rain water remains at the surface and inhibit vertical

mixing thus dampening the gas flux effect of rain [Ho et al., 2007]. Further laboratory studies

revealed that rain and wind effects combine non-linearly to enhance air-water gas exchange

with rain contributing significantly only at low wind speeds [Harrison et al., 2012]. No

special consideration for rainy conditions will be made here as the majority of measurements

discussed in this dissertation were taken under stormy, rainy conditions.

The impacts of sea-ice on air-sea gas exchange are manifold and opposite. Although

ice acts as a physical barrier inhibiting the exchange, it is also associated with enhanced

turbulence due to convection and current shear which promotes air-sea fluxes [Loose et al.,

2014, 2016]. Laboratory experiments (Zappa et al., in preparation) suggest that increased ice

floe concentrations enhances gas transfer due to enhanced turbulence. This study implies

that the gas transfer first increases with floe concentration up to a certain point after which

concentration starts inhibiting turbulence and transfer. Eddy covariance measurements reveal

a linear relationship between ice cover and transfer [Butterworth and Miller , 2016]. Gas

was also shown to permeate through the ice leading to a non negligible flux that is however

not distinguishable from the air-sea flux in eddy covariance measurements [Else et al., 2011;

Miller et al., 2011; Delille et al., 2014]. No further consideration on sea ice will be made as

non of the data presented here was taken within proximity of it.

Finally, the role of phytoplankton and bacteria in the biological carbon pump and the

DMS cycles were elucidated in the previous section. It is also important to note that

they are the primary source for naturally occurring oceanic surfactants [Garrett , 1967].

Surfactants are organic compounds with amphillic characteristics having both hydrophobic

and hydrophilic end members both of natural/biological and human origin[Garrett , 1967].

Containing both water-soluble and water-insoluble components, they preferentially remain at

air-water boundaries such as the air-sea interface and the surfaces of bubbles. Their presence
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alters surface tension and reduce the sea surface roughness and suppress turbulence in the

viscous boundary layer thus having the potential to decrease surface shear stress induced

bulk turbulence. They represent an additional drag force on bubbles rising through the

water column, and have been shown to prolong the lifetime of foam at the water surface

[e.g. Garrett , 1967; Clift et al., 1978; Jähne et al., 1984; Callaghan et al., 2016]. Slicks or

concentrated films of surfactants may retard gas transfer as they form either an insoluble layer

or an additional liquid phase that adds resistance to mass transfer [Springer and Pigford ,

1970; Liss and Martinelli , 1978]. Their impact is thought to be important only at low wind

speeds. The surfactant laden surface micro layer is difficult to sample particularly under high

wind and rough seas and its influence in all conditions remains an active field of research.

Surfactants will not be considered further as the surface microlayer was not sampled during

the experiments considered here.

1.3 Wave Breaking

As wind blows over the water surface, gravity waves are generated. These contribute to and

modulate the energy, momentum, and mass fluxes between the ocean and the atmosphere

[Melville, 1996]. The wave field at a given time (t) and geographic location (x, y) can be

characterized by a directional wave height spectra S(θ, f), where f is the frequency and θ

the direction of propagation. The spectrum S is related to the surface elevation η such that:

〈η2〉 =
∫∫

Sdθdf . Its evolution in time and space can be mathematically described by the

radiative transfer equation [Komen et al., 1994, 1984] which represents the balance of the

energy transferred in, out, and within the wave field:

D

Dt
S(x, y, t, θ, f) = Sin + Sdis + Snl (1.1)

The term D
Dt

denotes the total time derivative: D
Dt

= δ
δt

+ (~cg + ~u)~∇, where ~u is the current,

~cg the propagation, i.e. group velocities, and ~∇ is the horizontal divergence. The main source
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of energy (Sin) is the wind, while wave energy is lost through dissipation (Sdis) primarily due

to wave breaking. Nonlinear wave-wave interactions (Snl) are responsible for the exchange of

energy between wave components.

Whitecaps

The main proxy used to quantify breaking processes is the whitecap cover (W ) which is easily

detectable in near surface imagery from ships or aircrafts [e.g. Monahan and O’Muircheartaigh,

1980; Callaghan and White, 2009; Callaghan et al., 2008a; Goddijn-Murphy et al., 2011; Bobak

et al., 2011; Kleiss and Melville, 2010] and can be retrieved from satellite data [Salisbury

et al., 2013; Anguelova and Webster , 2006]. W has traditionally been parameterized as a

non-linear function, most commonly a power-law, of the 10 m wind speed (U10). Historical

wind speed dependent parameterizations of W were reviewed byAnguelova and Webster

[2006]. These exhibit several order of magnitude scatter, highlighting the large uncertainties

in whitecap fraction and wave breaking parameterizations (Figure 1.5).

The total whitecap fraction W, includes foam generated during active, stage A, wave

breaking as well as residual foam left behind by maturing, stage B waves. While the total

fraction may be used to determine bubble mediated sea spray aerosol production and heat

exchange [Andreas, 1998; de Leeuw et al., 2011], it is the active portion (WA) that needs

to be considered to deduce dynamical processes such as momentum flux and turbulent

mixing associated with breaking waves. Separating the active fraction of the total whitecap

coverage from photographic imagery is a tedious process and no robust method has been

developed up to date. Several studies [Asher et al., 2002; Kleiss and Melville, 2010; Monahan

and Woolf , 1989] distinguish between the active and residual whitecap fraction based on

intensity/brightness/albedo thresholds. Such thresholds are however difficult to set without

meticulous analysis of individual images. Recent effort include a crowd-sourcing technique by

Scanlon and Ward [2013] in which separation is achieved manually based on visual inspection

of the wave crest according to criterions of intensity, shape and texture.
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Figure 1.5: Wind speed dependent whitecap parameterizations suggested in the literature prior
2004. Figure 1 from Anguelova and Webster [2006]

Breaking Crest length distribution

While still images can be used to determine W, much more information can be extracted from

videos. Higher frequency imaging allows not only to detect, but also to track the evolution of

whitecaps and more importantly of breaking crest lengths. The breaking crest length and its

propagation speed (cbr) have been recognized by Phillips [1985] as key to quantify not only

the scale of breaking but also its kinematic and dynamic properties. This led him to introduce

a statistical variable Λ(cbr) known as the breaking crest length distribution. In a laboratory

experiment, towing a hydrofoil at constant speed and depth through channel, Duncan [1981]

showed that the rate of energy loss per unit length of breaking crest is proportional to c5
br,

were cbr is the propagation speed of the crest. This led Phillips [1985] to postulate that depth

integrated turbulent kinetic energy dissipation rate due to active breaking at scale cbr may

be related to Λ(cbr) as follows:
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ε(cbr) = bc5
brΛ(cbr)/g (1.2)

where b is the effective strength parameter. Integration across wave scales, provides a direct

estimate for the total kinetic energy flux into the water column mediated by wave breaking

[Zappa et al., 2016].

As recognized by Anguelova and Hwang [2016], WA may be determined by combining the

first moment of Λ(c) with the duration of the breaking T:

WA =

∫
TcbrΛ(cbr)dcbr (1.3)

fractional surface turnover rate or breaking frequency first moment.

R =

∫
cbrΛ(cbr)dcbr (1.4)

1.4 Gas Transfer

The air-sea gas transfer can be divided into three processes: 1) a flux in the atmospheric

viscous boundary layer between the bulk air and the air-side concentration boundary layer

(CBL), 2) a flux across the interface between the air and water films, and 3) a flux in the

water mass boundary layer between the aqueous CBL and bulk water. As the transfer across

the interface occurs much faster than the transfer through either CBL, the air-sea flux is

limited by the transport through the sublayers on either side of the interface. Whether the

air or the water is most limiting depends on solubility. Sparingly soluble gases as CO2 are

water-side controlled.

The bulk gas flux (Fg) across the air-sea interface can be expressed as the product of the

gas transfer velocity (k) and the air-sea concentration difference (∆C = Cw − αCa, where α

13



is the dimensionless Ostwald solubility coefficient):

Fg = k∆C = kK0∆p, (1.5)

where K0 is the aqueous-phase solubility of the gas and ∆p the partial pressure difference.

The gas transfer velocity both incorporates the diffusivity of the gas in water (which varies

for different gases, temperatures and salinities) and represents the dependence of the flux on

physical forcing mechanisms. k is composed of both air and water phase transfer velocities

and can be written in terms of water (k−1
w ) and air side (k−1

a ) resistance as:

k =
1

1
kw

+ α
ka

. (1.6)
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Figure 1.6: Illustration of the boundary layers at the air-sea interface and processes relevant to
gas transfer.

Many studies have shown that the transfer velocity is regulated by the turbulence in the

boundary layer which arises mainly from the friction of the air moving above the water surface
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[Jähne et al., 1987; Komori et al., 1993]. k is therefore typically parameterized as a function

of wind speed (U ). One of the earliest parameterization came from Liss and Merlivat [1986]

based on wind tunnel data [Broecker et al., 1978; Broecker and Siems , 1984] and Rockland

lake data [Wanninkhof et al., 1985]. They considered 3 wind regimes corresponding to no

waves, capillary waves and breaking waves and deduced a three piece linear dependency

on U. Later, Wanninkhof [1992] suggested a U2 dependency which can be backed by the

physical, but not dimensional, argument that, at least for moderate winds, the surface wind

stress, which drives surface renewal, increases as U 2. Monahan and Spillane [1984] proposed

that gas transfer is directly related to whitecap coverage which they found to have a cubic

dependency on wind speed. This idea was verified by lab work [Asher et al., 1996] which

showed a linear, gas specific, dependence of gas transfer with whitecaps. This work however

did not explore the dependency of k on wind. Other studies also suggested a cubic dependency

rationalized from the role of bubbles for low solubility gases which was supported by lab and

field measurements [e.g., Wanninkhof and McGillis, 1999; McGillis et al., 2001; Prytherch

et al., 2010].
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Figure 1.7: A comparison of different wind speed relationships of the water side transfer velocity,
kw. Measurements from eddy covariance techniques are presented [Garbe et al., 2014].

The apparent non-linear dependency on wind means that short duration high wind events

such as winter storms may have significant impact on the global mean gas flux. However,

large uncertainties still remain, especially under high wind conditions. Indeed, already for

wind speed of 7 m s−1 the uncertainty in k is 50% and exceeds 100% for wind speeds over

15 m s−1 [Prytherch et al., 2010]. It is also important to note that the majority of wind

based parameterization were determined from and tuned to the data rich temperate latitude

[Bourassa et al., 2013]. However, winds over the polar oceans are among the strongest in the

world and the subpolar north Atlantic and the southern ocean that have been identified as

primary locations of ocean uptake of CO2 mainly due to it’s greater solubility in cold water

[Sabine et al., 2004; Takahashi et al., 2009]. Paucity of air-sea gas exchange measurements at

high latitude hinders our ability to better constrain gas transfer velocity in such environment

dominated by high winds, rough seas and spray.
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Turbulent transport model for gas transfer velocities

Although to a first order gas transfer can be thought of to be controlled by wind speed, which

is a primary driver of turbulence in the upper ocean, a large variety of environmental forcing

and processes (wind, currents, rain, waves, breaking, surfactants, fetch, stability of both the

atmospheric and ocean boundary layer) actually influence k and wind speed alone cannot

capture the variability of air-water gas exchange. Several studies have used mechanistic

approaches such as surface renewal [Danckwerts, 1951; Komori et al., 1993] embody the

turbulence driving gas exchange, but their applicability is limited to specific environmental

conditions. Early work by Banerjee et al. [1968], Lamont and Scott [1970], and Kitaigorodskii

[1984] showed that gas transfer can be modeled as a function of turbulent transport and

diffusivity such that:

k ∝ (ενw)(1/4)Sc−1/2, (1.7)

where ε is the turbulent kinetic energy (TKE) dissipation rate and the Schmidt number

(Sc = D/νw) defined as the ratio of the kinematic viscosity of water (νw) to mass diffusivity

D in water. Compiling data collected in a large tidal river, a macro-tidal estuary and from a

coastal ocean site as well as in a ”model” saltwater ocean at Biosphere 2 (Oracle, AZ USA),

Zappa et al. [2007] showed that gas transfer rates vary linearly with the turbulent dissipation

rate to the 1/4 power. This study demonstrated that turbulent kinetic energy dissipation

is a good predictor for gas transfer in low to moderate winds. Whether this model can be

extended to high wind, breaking wave conditions has yet to be verified.

Whitecapping and bubble-mediated transfer

At high wind speed, breaking waves become a key factor to take into account when esti-

mating gas fluxes. Both theoretical and experimental studies suggest that wind waves and

their breaking can significantly enhance gas exchange [Farmer et al., 1993; Watson et al.,

1991; Wallace and Wirick , 1992; Wanninkhof et al., 1995; Woolf , 1997]. However, robust
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quantification of this enhancement still remains elusive. Breaking results in additional upper

ocean turbulence and generation of bubble clouds. Bubbles offer a second pathway for gases

between atmosphere and ocean, in addition to direct diffusion across the main interface. Gas

may be injected into the water by first being encapsulated in a bubble and subsequently

diffusing across the surface of the bubble. Similarly, gas may evade by diffusing into the

bubble and escaping when the bubble surfaces and bursts. Smaller bubbles may also simply

dissolve completely. The role of bubble-mediated transfer depends on gas solubility and is

thought to be significant only for sparingly soluble gases such as CO2 and DMS (k ∼ kw).

Soluble gases such as acetone and even more so methanol, are largely air side controlled and

bubble mediated transfer is thought to be negligible (k ∼ ka) [Yang et al., 2014]. It has

also been suggested that bubbles lead to a reduction of the transfer of amphiphilic marine

compounds (having both polar and non-polar regions) such as DMS [Vlahos and Monahan,

2009]. The amphiphilic nature of DMS means that experiences different surface tension at

the water-bubble interface which slows down it’s dissolution. What is more, at high winds

when bubble-bubble conllision is frequent, DMS may be transported to a sinking bubble

furthrt delaying its transfer to the surface.

Efforts have been made towards including the effect of bubble mediate transfer in parame-

terizations of gas transfer to reduce the uncertainties around k estimates at high wind speed.

In these parameterizations the bubble mediated transfer is modulated by the total whitecap

coverage. Perhaps the best illustration of physical approach to parameterize the air-sea

gas transfer is the NOAA/COARE (Coupled Ocean-Atmosphere Response Experiment) gas

transfer model COAREG [Fairall et al., 1996, 2000]. Initially developed for heat and momen-

tum, COARE is a “bulk” algorithm of atmospheric boundary layer and surface interaction,

utilizing mean measurements of meteorological parameters and SST. It was extended to

include a kco2 parameterization [Fairall et al., 2003; Hare et al., 2004] based on a cool-skin

model [Soloviev and Schlüssel , 1994] and subsequently adapted for DMS [Blomquist et al.,

2006] and ozone [Bariteau et al., 2010; Helmig et al., 2012]. With potential application to a
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wide range of other gases [Fairall et al., 2011; Jeffery et al., 2010; Johnson, 2010; Rowe et al.,

2011] COAREG can be used to obtain global estimates of gas exchange using satellite SST

along with near surface wind, temperature and humidity [Jackson et al., 2012]. COAREG

writes k as: k = [(kw + kb)
−1 + αk−1

a ]−1, where kb is the bubble mediated transfer velocity

proposed by Woolf [1997] which is a direct function of W.

Another parameterization includes not only bubble effects but also enhancement arising

from wave breaking generated turbulence [Asher and Wanninkhof , 1998]. It assumes the

following functional form for k : k = kM+W (kT−kM )+WkB, where kT is the transfer velocity

due to turbulence generated by wave breaking and kM is the contribution of turbulence

generated by all other processes. The bubble mediated transfer, kB is parameterized following

Merlivat et al. [1993]. kT is a constant modulated by Sc and kM is expressed as a linear

function of wind speed equally modulated by Sc. Coefficients were estimated from lab

experiments for both invasion and evasion, but had since recently not been verified against

field data.

1.5 Motivation

In view of current climate change, it is essential to accurately quantify the sources and sinks of

gases that impact Earth’s radiative balance. Improving our understanding of air-sea gas fluxes

will allow for improved future predictions as they are at the at the core of biogeochemical

cycles. This in turn will permit informed mitigation strategies for climate change. Large

uncertainties remain in current estimates of the air-sea gas transfer. These are particularly

critical in high wind speed conditions where waves and their breaking dominate upper ocean

dynamics. Waves are the “gearbox” coupling the atmosphere to the ocean and wave breaking

plays an important role in air-sea exchange processes such as gas transfer. Its impact on gas

transfer has yet to be quantified for both soluble and insoluble gases.

Previous studies lacked exhaustive wave field observations. This limited most studies to
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only explore the dependence of the gas transfer velocities on the wind speed. As successful as

wind-dependent models may be, they are not complete because they cannot fully account

for the role played by surface waves and the state of the ocean in the gas transfer process.

What is more, wind-speed only models for CO2 diverge considerably at high wind speed

having a wind-speed dependency ranging from quadratic to cubic. Within the last decade

several multi institutional field campaigns aimed at collecting the data necessary to link gas

transfer to sea state. This dissertation provides a collection of original analysis of two of

these datasets that were focused on high wind conditions in areas recognized as critical for

marine carbon uptake: the Southern Ocean and the North Atlantic.

1.6 Goals and Objectives

The 2008 Southern Ocean Gas Exchange Experiment (SO GasEX) and the 2013 High Wind

Gas Exchange Study (HiWinGS) provide comprehensive datasets of micro meteorological flux

estimates, physical and chemical measurements of the surface ocean and lower atmosphere

complemented with various concurrent in situ and remotely sensed wave field observations.

These were analyzed in the aim of understanding, parameterize and ultimately predict the

gas transfer velocities of CO2, dimethyl sulfide (DMS) among others under high wind regimes.

The focus being on qualifying the role of wave breaking and incorporating it into gas transfer

parameterizations. Their main objectives were to:

1. Understand the wind and sea state dependence of breaking to reduce the uncertainties

around whitecapping which is the main proxy used to quantify breaking processes.

2. Evaluate the sea state dependence of the gas transfer velocities of gases of varying

solubility and establish if wind and wave dependent parameter models can transcend

the cubic-quadratic k conundrum.

3. Develop a new framework for process driven gas transfer modeling that incorporate

wave breaking processes (bubbles and turbulence) based on breaking crest properties.
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1.7 Scope of the Chapters

This dissertation comprises five Chapters and one Appendix. This first chapter introduced the

broader context of this dissertation and motivates the present work. Additional background

material can be found within individual chapters. Chapters 2 to 4 contain the results

pertaining to the main topic of the dissertation while Appendix A consists of early work

conducted by the author in the first years of her graduate studies at the Lamont-Doherty

Earth Observatory at Columbia University.

Chapter 2 presents a first set of analysis of the visible imagery collected during two major

experimental campaigns – the 2008 Southern Ocean Gas Exchange (SO GasEx) experiment

and the 2013 High Wind Speed Gas Exchange Study (HiWinGS). This analysis focused

on the total whitecap coverage observed during both experiments. Its goal was to find

suitable parameters to quantify W through systematic investigation of the effect of wind

and wave fields. It consists of a thorough literature review and is based on detailed analysis

of omni-directional and directional wave spectra partitioning either directly measured or

obtained from a wave model hindcast. This chapter has been accepted for publication in the

Journal of Physical Oceanography : Brumer et al. On the dependence of Whitecap coverage

on environmental parameters observed during HiWinGS and SO GasEx. Note that details of

the wave data analysis and model/measurement comparison for HiWiNGS will appear in a

separate paper, co-authored by the dissertation author.

Chapter 3 represents the key outcome of an investigation on the performance of simple,

single parameter parameterizations for gas transfer velocities. This analysis was conducted

in the effort of finding easily obtainable wave and wind related parameters that allow for

improved representation of the gas transfer velocities than the current default wind speed

only parameterizations. While a multitude of parameters were tested, such as was done in

chapter 2, only the most promising ones are presented here. This work is under review in the

Geophysical Research Letters : Brumer et al. Wave-related Reynolds number parameterizations
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of CO2 and DMS transfer velocities.

Chapter 4 is currently being prepared for submission for publication. The dissertation

author is the primary investigator and author of this paper. It is based on a more in depth

analysis of the visible imagery collected during the HiWinGS field campaign. Tracking of

the breaking crest in the high frequency imagery allowed to determine breaking crest length

distributions from which breaking frequency, active breaking faction, and turbulent kinetic

energy dissipation, void fraction and bubble air flux were computed. A new framework for

process based gas transfer modeling is proposed based on these statistics and tested against

the measured gas transfer velocities of CO2 and DMS. Performance of the framework is

contrasted against that of other process based models of gas transfer.

In the fifth and final chapter, the major findings reported herein are summarized and

some additional considerations regarding the results are noted. Finally, a proposal for future

work is put forward.

Appendix A includes some work based on the Riverine Dynamics Experiment 2 - a two

day field campaign in the Hudson River Estuary in 2010 conducted in collaboration with

Areté Associates. In it, the author relates the scales of turbulence determined from IR

imagery directly to the subsurface scales of turbulence demonstrating the ability to remotely

estimate riverine flow rate, subsurface turbulence and bathymetry under low winds. This

work was published as a peer reviewed article: Brumer, S.E., C.J. Zappa, S.P. Anderson and

J.P. Dugan (2016). Riverine Skin Temperature Response to Subsurface Processes in Low

Wind Speeds, J. Geophys. Res. Oceans, 121, doi:10.1002/2015JC010746
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Chapter 2

Whitecap coverage dependence on

wind and wave statistics as observed

during SO GasEx and HiWinGS

A version of this chapter has been accepted for publication in the Journal of Physical

Oceanography: Brumer, S. E., C. J. Zappa, I. M. Brooks, H. Tamura, S. M. Brown, B. W.

Blomquist, C. W. Fairall, and A. Cifuentes-Lorenzen (2017). Whitecap coverage dependence

on wind and wave statistics as observed during SO GasEx and HiWinGS.

2.1 Introduction

Whitecaps are the surface signature of air-entraining breaking waves consisting of subsurface

bubble clouds and surface foam patches. They have been studied extensively since the late

1960s because of the role of bubbles in the air-sea exchange of gases, and the production of

sea spray aerosols. They form under wind speeds as low as 3 m s-1 [Hanson and Phillips,

1999; Monahan and O’Muircheartaigh, 1986] and have been estimated to cover, on average,

1-4% of the global oceans [Blanchard , 1963, 1983]. Their high albedo makes them easily

detectable locally with cameras set up on stable platforms [e.g. Callaghan et al., 2008a; Lafon
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et al., 2007, 2004; Sugihara et al., 2007] as well as from ships [e.g. Callaghan et al., 2008b;

Goddijn-Murphy et al., 2011] or planes [e.g. Bobak et al., 2011; Kleiss and Melville, 2010].

Typically, monochrome visible sensors are used, but whitecap coverage (W ) has also been

determined from multi-spectral visible [Randolph et al., 2016] and infrared [Jessup et al.,

1997] imagery. Globally, W can be inferred from satellite-borne microwave radiometers [e.g.

Anguelova and Webster , 2006; Salisbury et al., 2013].

Being such a readily observable quantity, W has been recognized as a promising proxy for

quantifying wave breaking dependent processes that have complex impacts on the energy,

momentum, heat, and mass transfer at the air-water interface. Large-scale wave breaking is

the least understood key element in determining the evolution of wave fields and needs to be

properly represented in wave models. It generates turbulent kinetic energy in the upper ocean,

drives near surface mixing, and transfers energy from the wave system to surface currents

and longer waves [Cavaleri et al., 2007]. Breaking waves and their consequent whitecaps play

a significant role in the climate system [Cavaleri et al., 2012]. They directly influence the

ocean surface albedo, and hence the surface radiation budget. It has been estimated that they

contribute to a globally averaged cooling of about 0.03 W m-2 [Frouin et al., 2001]. Because

of their impact on albedo, whitecaps must be accounted for in remote sensing applications

such as retrieval of surface wind [Gaiser et al., 2004] and ocean color [Gordon and Wang ,

1994].

Many studies have also shown that, through additional turbulence and bubble mediated

transfer, wave breaking leads to enhanced air-sea transfer of gases [Wallace and Wirick , 1992;

Farmer et al., 1993; Asher et al., 1995; Asher and Wanninkhof , 1998; Monahan and Spillane,

1984; Woolf , 1997; Woolf et al., 2007]. These experiments led to several whitecap dependent

gas transfer parameterizations. Furthermore, bursting of the bubbles at the surface injects

sea spray aerosols into the atmosphere and the aerosol production flux is thought to be

directly proportional to the whitecap coverage (de Leeuw et al. [2011] and references therein).

These sea salt aerosols play an important role in the earth’s radiation budget. They are cloud
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condensation nuclei influencing the microphysical and radiative properties of clouds. They

are also direct scatterers of solar radiation [Andreae and Rosenfeld , 2008; Haywood et al.,

1999].

W has traditionally been parameterized as a non-linear function, most commonly a power

law, of the 10-meter wind speed (U10) which is easily and routinely measured and modeled.

The first empirical function suggested was a simple two coefficient power law [Monahan,

1971]:

W (U10) = aUn
10. (2.1)

Later, a new functional form was proposed that accounts for a minimum wind speed threshold

below which no whitecaps are observed [Monahan, 1993; Asher and Wanninkhof , 1998], and

forced a cubic dependence on wind speed (n = 3):

W (U10) = a[U10 − b]n. (2.2)

The cubic wind speed dependence was adopted based on the hypothesis that W is strongly

related to the energy flux from the wind which scales as u3
∗ [Phillips , 1985; Wu, 1988], where

u∗ is the air-side friction velocity. However, a cubic dependence on wind speed is questionable

and there is no reason not to allow for a tunable exponent. Indeed, satellite derived W

display a dependence on wind speed closer to quadratic [Salisbury et al., 2013] while most

recent non-thresholded power-law fits suggest an exponent greater than 3 (Table 2.1).

Anguelova and Webster [2006] compiled parameterizations of W as a function of U10 found

in the literature prior to 2005. The ”wind-speed-only” parameterizations published since then

are tabulated in Table 2.1 and plotted in Figure 2.1. While the historical parameterizations,

summarized in Anguelova and Webster [2006], exhibit several orders of magnitude scatter,

recent parameterizations can be seen to agree more closely between studies. A variety of

different detection techniques used in the past could explain the majority of the scatter between

previous studies. Recent advances in instrumentation, and the adoption of an automated
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Figure 2.1: Parameterizations of Whitecap coverage (W ) as a function of wind speed (U10)
published since 2004, see Table 2.1

and objective image processing algorithm [Callaghan and White, 2009] have resulted in

more consistent whitecap detection. It is also important to note that parameterizations are

typically used over a wind speed range that goes beyond the range from which any given

parameterization was determined which may lead to significant errors. Individual projects

sample only a limited set of environmental conditions and exhibit large scatter. This leads to

different trends as determined from best fits and parameterizations that diverge from one

study to the next. This divergence is exacerbated at the low and high wind speeds tails

and extrapolating parameterizations beyond their valid range results in increased apparent

scatter. However, at least from recent data, at a given wind speed scatter is comparable from

one study to the next and the mean W do not differ significantly (see de Leeuw et al. [2011],

Figure 2).

Remaining scatter suggests that wind speed alone does not account for all the observed W

variability. Indeed, a multitude of factors have been recognized to affect wave breaking and
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bubble lifetime and thereby influencing whitecap coverage [Melville, 1996; Salisbury et al.,

2013]. These include surfactants [Frew , 1997], salinity, sea surface temperature [Spillane

et al., 1986], atmospheric stability [Myrhaug and Holmedal , 2008; Spillane et al., 1986], wind

fetch and duration [Myrhaug and Holmedal , 2008], current shear, and long wave interaction

[Kraan et al., 1996]. The effects of these factors are more often than not studied separately.

The typical approach is to group observations into several ranges of similar conditions based

on one factor and compute different coefficients to the wind speed power laws for each range.

Salisbury et al. [2013] looked at the variability in W after removing the dominant wind speed

dependence and showed that the most important secondary factor is the wave state.

Since the scatter displayed by wind-speed-only parameterizations is thought to be largely

due to varying wave conditions, parameterizations have emerged in the recent literature that

account for both wind speed and sea state. These are summarized in Table 2.2 and Table

2.3. Zhao and Toba [2001] suggested that W is better constrained as a function of wind-sea

Reynolds numbers than wind speed alone. The breaking-wave Reynolds number was first

proposed by Toba and Koga [1986] and is defined as:

RBw =
u2
∗

νwωp
=

2πu2
∗cp

νwg
(2.3)

where νw is the kinematic viscosity of water, and ωp is the peak angular frequency of wind

waves. Zhao and Toba [2001] introduced an alternative Reynolds number:

RHa =
u∗Hs

νa
(2.4)

where Hs the significant wave height and νa is the kinematic viscosity of air. Both Zhao and

Toba [2001] and Woolf [2005] suggested that it is more appropriate to use νw rather than νa

to characterize wave breaking in the open ocean and suggested:

RHa =
u∗Hs

νw
(2.5)
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Although, these Reynolds numbers were originally defined for wind-seas, subsequent studies

computed them with wave statistics from the full spectrum which may contain both swells

and wind-sea [Norris et al., 2013; Goddijn-Murphy et al., 2011]. While RHw was termed

the wave roughness Reynolds number in Norris et al. [2013], it will hereafter be referred

to as the wave-wind Reynolds number to highlight that it incorporates both a wind and

wave dependence. Note that the Reynolds numbers may also be able to account for the

dependence on temperature and salinity as these dictate the kinematic viscosity [Nayar et al.,

2016; Sharqawy et al., 2010].

The whitecap coverage has also been shown to depend on wave age (cp/u∗, where cp

is the phase speed at spectral peak), with decreased W observed in old, swell-dominated

seas compared to young, wind-wave seas [e.g. Schwendeman and Thomson, 2015a]. For

transitional and shallow water waves, an inverse dependence of whitecap coverage on wave age

has been observed [Sugihara et al., 2007]. Based on the relation of W to the wave-breaking

induced energy dissipation as proposed by Komen et al. [1994]; Kraan et al. [1996] deduced a

relation between W and the integral wave steepness (ᾱ = ω̄4g−2
∫
E(ω)dω, where ω̄ is the

mean angular frequency and E is the omnidirectional wave spectrum): W = 24ᾱ2. Expressing

ᾱ as a function of wave age, they deduced a wave age dependent parameterization of W .

Multiple later studies [Callaghan et al., 2008b; Guan et al., 2007; Lafon et al., 2007, 2004;

Schwendeman and Thomson, 2015a] have determined additional power law parameterizations

of whitecap coverage as a function of wave age. These are tabulated in Table 2.3. Note

that Schwendeman and Thomson [2015a] gave coefficients for the inverse wave age and

the parameterization reported in Table 2.3 were computed by fitting a power law to their

parameterization.

Fewer studies suggested parameterizations of W as a function of the turbulent kinetic

energy dissipation (ε). This is because only a few studies have been undertaken in which

both the near surface ε and whitecap coverage were measured [Schwendeman and Thomson,

2015a]. Such parameterizations will not be addressed in this chapter.

28



The idea that wave breaking occurs once a critical local steepness is reached dates back

over a century [Stokes, 1880] and is at the core of many probability models of wind-wave

breaking. However, few studies have related W to steepness since Kraan et al. [1996]. While

local steepness is difficult to measure, average wave steepness parameters are easy to compute

from 1D wave spectra based on a characteristic wave height (H) and wave number (k):

s =
Hk

2
(2.6)

Typically, either the peak or mean wavenumbers are considered, and the peak, mean or

significant wave heights are used to compute S [Kleiss and Melville, 2010; Schwendeman and

Thomson, 2015a]. However, whitecaps are typically associated with steeper and shorter waves

than the dominant or mean wave system which often corresponds to swell. It has therefore

been argued that a measure of the mean square slope (mss) as suggested by Banner et al.

[2002] is a more appropriate measure. The mss is calculated as:

mss =

∫
(2πf)4E(f)

g2
df (2.7)

where E(f) is the omnidirectional wave spectral energy density. The frequency range over

which the mean square slope is evaluated is typically chosen as the equilibrium range spanning
√

2fm ≤ f ≤
√

5fm [Schwendeman and Thomson, 2015a], where fm is the mean frequency

computed as:

fm =

∫
fE(f)df∫
E(f)df

(2.8)

Schwendeman and Thomson [2015a] found the mss most promising for improving W param-

eterization, especially when normalized by directional spread (∆θ, [Kuik et al., 1988]) and

frequency bandwidth (∆f).

Few parameterizations other than wind-speed-only have been rigorously tested beyond the

original studies and not many datasets exist with concurrent W and wave field measurements.
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The synergy of measurements taken during the Southern Ocean Gas Exchange Experiment

(SO GasEx) and the recent High Wind Gas exchange Study (HiWinGS) offer unique datasets

that facilitate testing of new and existing W parameterizations. In this paper, the dependence

of whitecap coverage on wind speed and sea state conditions is investigated with the aim of

improving whitecap parameterizations to be used in gas transfer and climate models. The

SO GasEx and HiWinGS field campaigns are described in Section 2 along with details of

supporting measurements and of the WAVEWATCH III® hind cast used to complement

in situ wave observations. After a brief explanation of the image processing and wave

field analysis methods in Section 3, the results are presented in Section 4 and discussed in

Section 5. Section 6 summarizes key findings and provides recommendations for whitecap

parameterizations and future studies.

2.2 Data

a) b)

H
s [

m
]

Station 1 Station 2
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Station 3 Stations
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Figure 2.2: Ships tracks a) SO GasEx and b) HiWinGS; the color code shows the significant wave
height [m]
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2.2.1 The SO GasEx cruise
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Figure 2.3: Wind speed time series; a) for SO GasEx, and b) for HiWinGS. The gray shading
represents periods when the ship was on station during HiWinGS. The red lines correspond to
periods of visible imagery recording.

The SO GasEx cruise was the third and most recent cruise of the US led GasEx series

initiated in 1998. The main GasEx objective was to improve quantification of air-sea CO2

fluxes and gas transfer velocities. The aim of this third cruise was to examine these processes

at higher wind speeds and obtain data in a previously unexplored region. The SO GasEx

project focused on a study area around 51◦S, 36◦W, where the R/V Ronald H. Brown

remained for 37 days having left Punta Arenas, Chile, on 28 February 2008 (Figure 2.2a). It is

important to note that the ship was rarely stationary as deliberate tracer release surveys were

conducted on site. The study location was chosen for its high wind speeds and large air-water

pCO2 difference. The average U10N measured in the main study location was 9.7±3.2 m s-1,

and a maximum wind speed of 20.7 m s-1 was recorded during transit back to Uruguay where

the cruise ended on 9 April 2008 (Figure 2.3a). In order to avoid a storm between 13 and 17

March, the R/V Ronald H. Brown moved temporarily into the lee of South Georgia Island.

Water temperatures in the study site varied between 5� and 7� increasing to 14� in the
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transit legs. For further details about SO GasEx, see Ho et al. [2011]; Edson et al. [2011] and

Cifuentes-Lorenzen et al. [2013].

2.2.2 The HiWinGS cruise

With the aim of gaining new insights into poorly understood aspects of air-sea interaction

under high winds, the HiWinGS cruise objective was to deploy direct measurements of trace

gas and physical fluxes together with a suite of wave physics and sea state observations.

The HiWinGS cruise took place on board the R/V Knorr, in the North Atlantic, (Figure

2.2b) departing Nuuk, Greenland, on 9 October 2013 and ending at Woods Hole, USA on 14

November 2013. The ship’s track was chosen based on daily analysis of weather maps and

forecasts from the European Centre for Medium-Range Weather Forecast model provided by

the Icelandic Met Office as well as from PassageWeather.com with the aim of maximizing the

amount of time spent in the strongest winds. Along the track, the ship stopped at several

stations for buoy deployments. While on station, the ship was positioned bow pointing into

the wind for the duration of each storm.

The ship remained in the Labrador Sea, south of Greenland, for the first ∼ 20 days of the

cruise. Sea surface temperature and salinity were around 6-8� and 34-34.5 psu, respectively,

at the first 6 stations (Figure 2.2b). The ship then transitioned through the Gulf of St

Lawrence from 4 to 6 November 2013, and the last station was south of Nova Scotia where

warmer and higher salinity Gulf Stream waters were encountered with SST of 20� and

salinity of 36 psu. Wind speeds exceeded 15 m s-1 25% of the time amounting to a total of

189 hours of wind speeds above 15 m s-1 of which 48 hours had wind speeds greater than 20

m s-1. On 25 October 2013 (station 4), wind speeds exceeded 25 m s-1 with gusts of 35 m s-1

in the early stages of what became known as the St. Jude’s day storm (Figure 2.3b).
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2.2.3 Visible Imagery

During SO GasEx a total of 216 20-minute video segments were recorded, while during

the HiWinGS cruise over 500 20-minute segments were recorded, of which 50 were taken

during the St. Jude’s day storm. For both experiments, the imaging system consisted of

two obliquely-angled Imperx model Lynx 1M48 digital video cameras with a sensing array of

1000 x 1000 elements of 7.4 µm. These were mounted on the flying bridge of the R/V Knorr

and R/V Brown at a height above the water line of 14.7 m and 25 m, respectively. For both

experiments, one of the cameras was directed starboard while the other one was mounted on

the port side to accommodate all lighting conditions. During HiWinGS, wide field-of-view

lenses (68.7◦ FOV; 6 mm focal length) were used, whereas during SO GasEx lenses with 9

mm focal length and a FOV of 36.6◦ were used. The visible cameras ran at a frame rate of

20 Hz during HiWinGS and 5 Hz during SO GasEx.

The imaging system was improved for HiWinGS by the addition of Inertial Motion Units

(IMU) mounted on the same metal plate as the cameras to record the pitch, roll and yaw

angles of the cameras. An Xsens model MTi IMU was mounted on the port side system

while a 3DM-GX2 model MicroStrain IMU was affixed to the starboard camera mount. The

Xsens, which has an angular resolution of 0.05◦, recorded at ∼100 Hz, while the MicroStrain,

which has an angular resolution of <0.1◦, recorded at 50 Hz. Both sensors have a dynamic

accuracy of ±2.0◦.

2.2.4 Meteorological Measurements

Momentum, energy, and buoyancy fluxes were obtained via direct eddy covariance mea-

surements during both SO GasEx and HiWinGS, along with mean measurements of wind

speed, wind direction, air temperature, humidity, pressure, and downwelling solar and IR

radiation. The University of Connecticut Direct Covariance Flux System (Uconn DCFS;

[Edson et al., 1998, 2004] and the NOAA/ESRL/PSD system [Blomquist et al., 2006; Fairall
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et al., 2003] were deployed during SO GasEx. These were mounted on the jackstaff of the R/V

Brown at a height of 18 m above the surface and consisted of 3 fast response Gill R-3 sonic

anemometers, and 5 infrared gas analyzers (Li-Cor LI-7500) sampling at 20 Hz. Additionally,

the systems included a GPS compass and Systron-Donner ”Motion-Pak” used to correct for

ship motion as described by Edson et al. [1998]. For a detailed description of the setup, the

reader is referred to Edson et al. [2011]. The NOAA/ESRL/PSD wind-motion system was

also used during HiWinGS. It was mounted on the bow mast at 16 m above the water line

with fast response sensors set to sample at 10 Hz. Two additional sonic anemometers were

deployed, a Gill model r2 from the University of Hawaii (UH) on the foremast at 15 m and a

Gill Windmaster Pro from Plymouth Marine Laboratory on the main mast, some distance

behind the bow. While the measurements are mostly consistent between systems, only the

measurements from the UH sonic and the Motion-Pak are considered here as the NOAA

system suffered a power outage during the St. Jude storm that put several instruments out of

action. Direct eddy covariance fluxes and bulk fluxes from the COARE3.5 algorithm [Edson

et al., 2013; Fairall et al., 2003, 2011] were computed over 15 minute intervals for SO GasEx

and hourly for HiWinGS.

2.2.5 1D and Directional Wave Spectra

In situ and remotely sensed measurements Directional ocean wave spectra were ob-

tained with a Wave and Surface Current Monitoring System (WaMoS®) during SO GasEx

[Cifuentes-Lorenzen et al., 2013; Lund et al., 2017]. These measurements are based on the

radar backscatter of sea clutter in which the wave patterns are distinguishable. The system

used the unfiltered output from a marine X-Band radar mounted on the flying bridge of the

R/V Brown operating at 9.41 GHz to determine wave and surface current parameters. The

WaMoS® has the capability to resolve two-dimensional maps of the surface elevation, and

allowed for continuous day and night real-time measurements even in rough seas, and harsh

weather conditions. WaMoS® provides directional wave spectra and individual wave state
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components at scales of O(100 m).

During HiWinGS, a Datawell DWR-4G Waverider buoy of 0.4 m diameter was deployed

while on station for the duration of each major storm system. The Waverider uses the

Doppler shift of the GPS signal carrier wave to obtain a direct measurement of its velocity in

3 dimensions at 1.28 Hz. These are integrated to obtain a time series of the 3-dimensional

displacement, from which directional wave spectra can be derived. The spectral frequency

range resolved by the Waverider covers 0.025 Hz to 0.6 Hz, corresponding to waves of

wavelength greater than 4.3 m. During most deployments, the Waverider was left to drift

freely within 5 km of the ship. The Waverider was tethered to the ship with a 200 m

polypropylene line during the first deployment due to operational restrictions and during the

largest storm (station 4) due to severe wind and wave conditions that would not have allowed

the ship to stay within radio contact of the buoy. While the tether remained slack and the

buoy was kept outside of the ships wake on the first deployment, it regularly dragged the

buoy under water during the peak wind period on station 4. This led to loss of GPS reception

and poor data quality during part of the St. Jude storm. These data were discarded from

subsequent analysis.

In addition, short to moderate gravity waves were measured using a Riegl laser altimeter

(model LD90-3100VHS) during both experiments. The laser operates at a wavelength of 0.9

µm (near infrared), with a beam divergence of 2.7 mrad that corresponds to a footprint on

the ocean surface of 2.65 cm at a range of 10 m. The manufacturer-specified measurement

accuracy is O(2.0 cm) with a precision of O(0.25 cm). The LD-90 laser altimeter data

independently characterized spatial and temporal properties of the wave height field resolved

down to O(20 cm) wavelengths [Zappa et al., 2012].

The Reigl was mounted on the jackstaff of the R/V Knorr at about 14.4 m during

HiWinGS and on the jackstaff of the R/V Brown at 10 m above the mean water level during

SO GasEx. Internal processing provided range to surface measurements at 10 Hz which were

corrected for the ship’s heave following Cifuentes-Lorenzen et al. [2013] to provide the wave
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surface displacement. Midway through HiWinGS, after the St. Jude storm on 25 October

2013 at station 4 (see Figure 2.2), the Riegl stopped functioning due to a power distribution

failure.

2.2.6 WAVEWATCH III®hind cast

As flux measurements were taken continuously during the HiWinGS cruise and visible imagery

was taken regularly during daylight periods regardless whether the ship was steaming or on

station, the in situ wave data were complemented by a model hind cast. Version 3.14 of the

Wavewatch-III® (WW3; Tolman 2009) was used to compute the hind cast for the duration

of the cruise from 1 October to 15 November 2013 (2.5 months). The model domain was set

to cover the North Atlantic (0◦-70◦N and 100◦W-15◦E) with a latitudinal and longitudinal

grid resolution of 0.2◦. Bottom topography and coastlines were taken from the ETOPO2

dataset that provides 2 minute gridded elevations/bathymetry for the world. The wave model

was forced by 6-hourly surface wind fields from the National Centers for Environmental

Prediction/Climate Forecast System Reanalysis (NCEP/CFSR) product [Saha et al., 2010]

which has a horizontal resolution of ∼38 km (Gaussian Grid: T382).

WW3 solves the wave spectral balance equation which dictates the evolution of the wave

field based on the sum of source terms consisting of the energy transferred to the waves by

the wind (Sin), the energy lost through dissipation due to wave breaking (Sdis), and nonlinear

wave-wave energy transfers (Snl):

DN

Dt
=
SΣ

σ
= (Sin + Sdis + Snl) /σ (2.9)

where N = N(t, x, y, f, θ) is the wave action density spectrum, SΣ the sum of source terms,

and σ the intrinsic (radian) frequency. The term DN
Dt

denotes the total time derivative:

DN
Dt

= ∂N/∂t +∇x((cx + u)N) +∇i(ciN), where u is the current, cx the propagation, i.e.

group velocities in geographical space (x, y) and ci the propagation velocities in spectral
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space (f, θ).

For the HiWinGS hind cast, the source terms proposed by Tolman and Chalikov [1996]

were used and the surface wind speed at 10 m elevation was modified to account for the

instability of the atmospheric boundary layer (the “effective” wind speed; Tolman et al.

[2002]). Being a third-generation model, WW3 allows for a punctual, although approximate,

representation of Snl for which the discrete interaction approximation (DIA) method was

chosen [Hasselmann et al., 1985]. For spatial propagation of the wave spectrum, the default

third-order advection scheme was used.

The spectral space was discretized using 35 frequencies ranging from 0.04 Hz to 1.05 Hz

in 10% steps (fi+1 = 1.1fi, where i is a discrete grid counter) with 36 directions (∆θ = 10◦).

An f−5 spectral tail outside the model frequency range was assumed, as per default WW3

settings. The directional wave spectra from the hind cast were stored every 30 minutes along

4 trajectories following the ship’s track.

2.3 Methods

2.3.1 Image Analysis

Initial visual quality control led to removal of runs that were affected by sun glare, or taken in

otherwise poor light conditions. Runs were also removed based on the presence of birds that

tend to be falsely identified as whitecaps. The first step of the image analysis was to crop

the images in order to avoid the ship’s wake when the ship was steaming and to remove the

horizon from the field of view. An example of images taken while on station during HiWinGS

is shown in Figure 2.4a. Before applying the typical brightness threshold (Callaghan and

White 2009) to the images, all background gradients were removed. This was achieved in

a two-step process: the images are pre-thresholded to identify any pixel with brightness

greater than 3.25 standard deviations above the mean, then the row and column means are

computed ignoring the high brightness pixels and these means were subtracted from each
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Figure 2.4: Steps of the image processing: a) raw image, b) lens calibration, c) roll and yaw
correction, d) projection based on incidence angle and height of camera assuming flat surface and e)
thresholded and projected image

pixel. Pre-thresholding avoids brightness bleeding when removing background gradients.

Removing background gradients was found to greatly improve subsequent whitecap

detection via the typical automated brightness threshold techniques. A test dataset was used

to evaluate the effectiveness of flattening the background intensity gradient for removing

biases arising from varying brightness and exposure settings. This dataset consisted of

imagery taken over the course of two days during HiWinGS from two Mobotix MX-M24M

IP cameras with 32 mm lenses, providing a 60◦ field of view, on the starboard side of the

R/V Knorr with closely matched fields of view. One camera setting remained unchanged

during the test while the target brightness and exposure settings were changed on the other

one. Ignoring the background gradients resulted in up to a factor 4 difference between W

determined from the two cameras, removing them reduced the difference to a factor of 0.7 to
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1.04.

Whitecaps were then isolated in the pre-processed rectified images by the automated

whitecap extraction (AWE) algorithm Callaghan and White [2009] which computes the

most suitable brightness threshold for each individual image based on the derivatives of an

image structure function. The AWE algorithm has been used successfully to analyze large

datasets [Callaghan et al., 2008a,b; Goddijn-Murphy et al., 2011; Scanlon and Ward , 2013,

2016; Schwendeman and Thomson, 2015a; Schwendeman et al., 2014] and has been shown to

provide robust W results.

The thresholded images are orthorectified to compute W . This is achieved by first

correcting for lens distortion based on intrinsic parameters determined using the Camera

Calibration Toolbox for Matlab®[Bouguet , 2015]. The effect of the lens distortion can clearly

be seen in the non-cropped raw imagery in Figure 2.4a and its correction in Figure 2.4b.

Then, geo-rectification is performed by applying the 3D rotation matrix based on the roll,

pitch, and yaw angles [Holland et al., 1997; Schwendeman and Thomson, 2015b]. This step is

illustrated on the raw imagery in Figure 2.4c and Figure 2.4d. Finally the thresholded images

are interpolated onto the regular georectified grid with pixel dimensions of 0.01 m2 (Figure

2.4e), W is determined for each image and an average W is computed for each 20-minute

segment.

At this point an additional quality control step was undertaken and a cumulative whitecap

coverage WCA was computed based on the whitecap coverage (Wframe) determined from a

single frame (F ), normalized by the 20-minute averaged whitecap coverage (W20min):

WCAnorm(F ) =
WCA(F )

W20min

=

(
ΣF
i=1

Wframe(i)

i

)
/W20min (2.10)

Time series of WCAnorm show that for the most part WCAnorm converges quickly towards

unity staying within 1 standard deviation bounds ±0.3 and ±0.17 after 10 and 15 minutes,

respectively (Figure 2.5). Several runs, however, do not appear to converge within 20 minutes.
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Non-converging WCAnorm were identified based on standard deviation bounds computed from

WCAnorm of the entire dataset for a given time (or frame number). Data was flagged if it

fell outside the 2 standard deviation bound after 15 minutes and excluded from subsequent

analysis. There does not seem to be a clear dependence of the convergence time on wind

speed or wave age which could require a wind and sea state dependent averaging timescale.

Note that an alternative approach to evaluate convergence of W can be found in Callaghan

et al. [2008a].

After removing these data, the 20-minute W estimates were averaged to give hourly

estimates on the same time intervals as the fluxes yielding 97 and 176 hourly means for SO

GasEx and HiWinGS, respectively. Note that when comparing W to wave statistics, the

number of hourly concurrent data points is 73 for SO GasEX and 172 for HiWinGS which

is further reduced to 34 and 138 when considering wind seas for SO GasEx and HiWinGS,

respectively.
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Figure 2.5: Time series of the normalized cumulative whitecap coverage WCAnorm color-coded
by wind speed (a,c) and wave age (b,d) for SO GasEx (a,b) and HiWinGS (c,d). The black solid
and dashed lines represent the one and two standard deviations bounds computed from WCAnorm
of the respective datasets for a given time. Non-converging WCAnorm are represented by lines that
fall outside of the 2 standard deviations bound after 15 minutes for more than 3 minutes

While an IMU was mounted in each camera housing during the HiWinGS campaign

recording the rotation angles that allow for projection and scaling of the images, this was

not the case during SO GasEx. Instead, rotation angles were determined by tracking the

horizon (Schwendeman and Thomson 2015a). In order to test the performance of the horizon

tracking algorithm, it was applied to the HiWinGS imagery and the computed angles were
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plotted against those computed from the IMUs. As shown in Figure 2.6, the horizon tracking

algorithm is successful at retrieving the roll and pitch angles. However, it generates erroneous

attitude angles easily detectable as spikes in the pitch and roll time series. Depending on

the type of analysis to be subsequently performed on the imagery, individual frames may be

discarded or de-spiking algorithms [e.g. Mori et al., 2007] may be applied.
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Figure 2.6: Time series of the a) incidence and b) roll angles measured by the IMU (orange) and
determined by the horizon tracking toolbox (blue).

2.3.2 Wave-field Statistics

Wave field statistics were determined both from the directional spectra given by the Waverider,

the WAMOS, and the WW3 hind cast and the 1D spectra obtained from the Riegl. The

raw 3D displacement measurements of the Waverider were used to compute hourly spectra

using the DIWASP toolbox [Johnson, 2012] to match the time scale of the other data. Half

hourly wave spectra obtained from the four WW3 hind cast tracks were averaged to get

hourly spectra. Figure 2.7 shows the spectrogram and an example of a directional spectrum

from the WAMOS, those from the Waverider and WW3 are shown in Figure 2.8.
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Figure 2.8: Wave field measurements and model hind cast for HiWinGS. a) and c) show spectra-
grams from the waverider and from the WAVEWATCH III® hind cast, respectively. Examples
of directional wave spectra from the waverider, and from the WAVEWATCH III® hind cast
corresponding to the same time are shown in b) and d). The time series of the significant wave
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Knorr was on station.

Wave statistics were first computed from 1D spectra measured by the Riegl or from

the directionally integrated spectra of the WAMOS, Waverider and WW3 using a standard

processing method. Similarly, a standard protocol was applied to the directional spectra

to separate wind seas and swell and to get wave statistics for individual wave groups

[Hanson and Phillips, 2001]. The computed wave statistics include the peak (fp) and

mean (fm) frequencies, the peak and mean phase velocities (cp and cm, respectively) as

well as the significant (Hs = 4
[∫
E(f)df

]1/2
), peak (Hp = 4

[∫ 1.3fp
0.7fp

E(f)df
]1/2

) and mean

(Hm = 4
[∫ 1.3fm

0.7fm
E(f)df

]1/2

) wave height of the entire wave field or individual wave system.

When computing statistics for individual systems, we distinguish between wind-sea and swells,

merging systems so as to have at the most a single wind sea and a single swell system.
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No comparison of the statistics obtained from the different datasets is discussed here.

Inter-comparison of various wave measurements and validation of the WW3 hind cast for

HiWinGS will be reported in a separate paper along with a detailed description of the analysis

methods applied to the directional spectra. An inter-comparison between the Riegl and

WAMOS data recorded during SO GasEx can be found in Cifuentes-Lorenzen et al. [2013],

while Lund et al. [2017] show a comparison of wind-sea and swell statistics obtained from

WAMOS and WW3 for SO GasEx. As the statistics obtained from the various datasets are

consistent for each experiment, results are reported based on WAMOS and WW3 statistics

to allow usage of the full range of whitecap data.

2.3.3 Determination and evaluation of parameterizations

Wind and wave dependent parameterizations are determined through weighted least square

fits of binned data for each dataset individually and combined. The binning was done using

the equi-density method with each bin containing 7 data points, rather than at set regular

intervals of wind and/or wave statistics. The reciprocal of the standard error in each bin was

used as weights. Two fit statistics are reported to help evaluate the parameterizations:

1. The root mean square error (rmse =
√

Σ(Wobs −Wparam)2/N), where Wobs are the

hourly estimates of W , Wparam are the W obtained from the parameterizations and N

the number of estimates), and

2. The correlation coefficients (r2 = 1− (Σ(log10(Wobs − log10Wparam)2)/Σ(log10Wobs −

(log10Wobs)
2 , where the overbar represents the dataset average) are computed based

on the log-residual as in Schwendeman and Thomson [2015a] so as to equally weight

data points across orders of magnitude.

Note that all fits were performed in linear space and both W and the rmse are reported in %.

Note also that no consistent way of computing the rmse has been used in the literature and
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that these therefore are not directly comparable to previous studies such as Schwendeman

and Thomson [2015a] and Goddijn-Murphy et al. [2011].

2.4 Results

2.4.1 Whitecap dependence on wind speed alone

Following the traditional approach, the dependence of W on wind speed alone is assessed. As

seen in Figure 2.9a, the So GasEx and HiwinGS data fall within the recent wind speed only

parameterizations reported in the literature since 2004. Results of the weighted least-square

fit to a thresholded power law (Eq. 2.2) are listed in Table 2.5 along with the appropriate

fit statistics. The power law fits to the individual and combined datasets agree closely with

exponents closer to 1 than 3. It appears that the whitecap coverage saturates at high wind

speeds (U10N > 22.5 m s−1). The fit to the combined dataset most closely follows that

suggested by Salisbury et al. [2013] based on the 10 GHz microwave satellite data. The rmse

between the best fits determined here and the 10 GHz parameterization of Salisbury et al.

[2013] is around 0.1%. The next closest parameterization is that of Goddijn-Murphy et al.

(2011, Eq. A, Table 2.1) with and rmse to the best fit to the combined data set of 1.4%.

The rmse between the best fits determined here and the other parameterizations plotted in

Figure 2.9a average around 2%.

Following the same approach as before, parameterizations of W as functions of the friction

velocity were determined from the data. These are shown in Figure 2.9b and listed in Table

2.5. Parameterizations from previous studies plotted here are summarized in Table 2.4. Based

on the fit statistics, there does not seem to be an improvement in using the friction velocity

over the 10-m neutral wind speed. Again, the exponents of the thresholded power laws

suggest a closer to linear than cubic relationship between W and u∗.
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Figure 2.9: Whitecap coverage (W ) as a function of a) the 10 m neutral wind speed (U10N ) and
b) the friction velocity (u∗). The small light red dots show the hourly averaged whitecap coverage
computed from the HiWinGS dataset, while the small blue squares are the 30 minute averaged
whitecap coverage computed from the SO GasEx dataset. The blue squares and red circles show
averages of 7 neighboring points for SO GasEx and HiWinGS, respectively. These are used to
compute the best fit shown by the dashed red and blue lines. The dark purple lines show the best
fits to the binned combined data. The gray lines correspond to the parameterizations summarized
in Table 2.1 and Table 2.4

2.4.2 Whitecap dependence on sea state alone

In terms of pure sea state parameterization, the relationship between W and various forms of

wave steepness parameters (S) and (mss) were investigated. These statistics were computed

from entire spectra as well as from the wind-sea-only spectral partition. To compute S, three

distinct wave heights (Hs, Hm, and Hp) were considered in combination with the two wave

numbers (kp and km) computed via the linear deep water dispersion relation (k = (2πf)2/g)

from the peak and the mean frequency, respectively.

Simple power laws of the form W (X) = aXn were found to be more suitable than

thresholded power laws for these statistics. The computed fits are listed in Table 2.6 along

with the appropriate statistics. Based on the correlation coefficients (r2), steepness and slope

parameters are poorer predictors for W than wind speed. Negative r2 suggest that the model

performs worse than a horizontal line. The root mean square errors (rmse) are also generally
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higher than for the wind only fits. In general, very poor fits were obtained for SO GasEx.

Of the wave steepness predictors, (Hskm)/2 gives the best fit for HiWinGS. Normalizing the

mss by the directional spread and the frequency bandwidth yields only slightly improved fits.

These two fits are shown in Figure 2.10. They correspond to the steepness estimate and the

normalized mss that were shown to best fit the Northeast (NE) Pacific data published by

Schwendeman and Thomson [2015a]. While the HiWinGS data appear to fall along the best

fit suggested by Schwendeman and Thomson [2015a] when plotted against the wave steepness

(Hskm)/2, significantly higher W were observed over less steep waves during SO GasEx than

by Schwendeman and Thomson in the NE Pacific. More importantly, the SO GasEx data

show very little variation of W with wave steepness, regardless of the wave statistics used.

Neither dataset shows much variation with mss whether normalized or not. Considering only

the wind-sea part of the spectrum does not improve the fits or increase the sensitivity of W

to the slope estimates.
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Figure 2.10: Whitecap coverage (W) as a function of a) mean wave steepness and b) mean
square steepness. The small light red dots show the hourly averaged whitecap coverage computed
from the HiWinGS dataset, while the small blue squares are the 30 minute averaged whitecap
coverage computed from the SO GasEx dataset. The blue squares and red circles show averages of
7 neighboring points for SO GasEx and HiWinGS, respectively. These are used to compute the best
fit shown by the dashed red and blue lines. The dark purple lines show the best fits to the binned
combined data. The black lines correspond to parameterizations of Schwendeman and Thomson
[2015a]
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2.4.3 Combined influence of wind and wave field on Whitecap

coverage

The first metric considered that includes the combined effect of wind and wave field is the

wave age. The wave age has been derived both in terms of u∗ and U10N as well as from the

mean and peak phase speeds (cm and cp) of both the wind-sea and total spectra. As for the

wave slope parameters, a non-thresholded power law fit was computed for the various wave

age estimates (see Table 2.7). Shown in Figure 2.11 are W plotted against the wave age

expressed both in terms of U10N and u∗ and the peak velocity of the total and wind-sea wave

field. While overall better fits were found when the wave-age was expressed as a function

of cm, as was the case in Schwendeman and Thomson [2015a], plots of the wave-age as a

function of cp are shown here to illustrate how the SO GasEx and HiWinGS data compare to

previous studies that addressed the wave-age dependence of W .

Both datasets in Figure 2.11a agree once more with that of Schwendeman and Thomson

[2015a], and W is higher than reported in all other studies for a given wave age. Interestingly,

when considering wind seas alone (Figure 2.11b and 2.11d), the two datasets presented here

no longer show matching trends, and the SO GasEx W is lower than the HiWinGS W for

a given wave age. The W magnitude for a given wave age during HiWinGS is similar for

the total and the wind-sea derived wave age because the wind-sea partition often contained

the dominant peak. Since swell was typically dominant during SO GasEx, the change in W

magnitude between total wave age and wind-sea wave age suggests less breaking occurs when

a young wind sea was superimposed on swell than in an overall young sea. The wave-wind

and breaking-wave Reynolds numbers are the second type of non-dimensional parameters

historically used to parameterize W including both wind and sea state dependence. When

computing the wave-wind Reynolds numbers (RHw), the significant (Hs), mean (Hm), and

peak (Hp) wave heights were considered. Similarly, when computing the breaking-wave

Reynolds number (RBw), the peak (ωp) and mean (ωm) angular velocities were considered.
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Figure 2.11: Whitecap coverage (W ) as a function of wave age a) cp/u∗, b) cp/u∗ using the wind-
sea spectral peak, c) cp/U10N using the wind-sea spectral peak, and d) cp/U10N whitecap coverage.
The small light red dots show the hourly averaged whitecap coverage computed from the HiWinGS
dataset, while the small blue squares are the 30 minute averaged whitecap coverage computed from
the SO GasEx dataset. The blue squares and red circles show averages of 7 neighboring points for
SO GasEx and HiWinGS, respectively. These are used to compute the best fit shown by the dashed
red and blue lines. The dark purple lines shows the best fit to the binned combined data. The black
and gray lines correspond to the parameterizations summarized in Table 2.3

Again, both the full spectrum and the wind-sea only statistics were considered and least

square fits were used to determine non-thresholded power laws relating W to the Reynolds

numbers. The viscosities were computed based on the ships underway temperature and

salinity measurements using the MATLAB Seawater Thermophysical Properties Library

[Nayar et al., 2016; Sharqawy et al., 2010]. Results are summarized in Table 2.8 and Table 2.9.

Two examples are shown in Figure 2.12. Overall, the wave-wind Reynolds number fits show
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very good agreement between the datasets as well as with the findings of Goddijn-Murphy

et al. [2011] and Scanlon and Ward [2016]. The rmse between the fits determined here and

for Goddijn-Murphy et al.(2011; Eqs. D and E in Table 2.2), and for Scanlon and Ward

(2016; Eq. B in Table 2.2) all average around 0.8%. Note that the parameterization of Zhao

and Toba [2001] had to be adapted for this plot as they compute the wave-wind Reynolds

number using the air viscosity rather than the water viscosity. A nominal νa to νw ratio of

11.03 was chosen. For RBw , there is poorer agreement between datasets as well as with prior

studies, though scatter appears to be reduced (c.f. r2 in Table 2.9 vs. those in Table 2.8).

Note again that previous parameterizations were adapted as the breaking Reynolds number

has typically been reported in terms of the air rather than the water viscosity.
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Figure 2.12: Whitecap coverage (W ) as a function of a) wave-wind and b) breaking-wave Reynolds
number computed from the significant wave height and peak angular velocity of the entire wave
spectrum. The small light red dots show the hourly averaged whitecap coverage computed from
the HiWinGS dataset, while the small blue squares are the 30 minute averaged whitecap coverage
computed from the SO GasEx dataset. The blue squares and red circles show averages of 7
neighboring points for SO GasEx and HiWinGS, respectively. These are used to compute the best
fit shown by the dashed red and blue lines. The dark purple lines shows the best fit to the binned
combined data. The black and gray lines correspond to the parameterizations summarized in Table
2.2
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2.4.4 Multiple parameter model

As mentioned in section 2.4.3, the dependence of W on wind and wave field parameters

can be studied through dimensionless parameters. It is apparent that W may depend on

(c,ρa,ρw,u,H,k,Γ,χ), where ρa and ρw are the densities of air and water, respectively, u is the

wind speed or friction velocity, H a characteristic wave height, k a characteristic wavenumber,

Γ the surface tension and χ the wind fetch.

Considering non-dimensional scaling, the whitecap coverage can be written as:

W = f

(
ρa
ρw
,
c

u
, S,Re, F,Bo

)
(2.11)

Here, c/u is the wave age, S is a measure of the wave steepness, Re the wave-wind or

breaking-wave Reynolds number (see equations 2.3, 2.4 and 2.1), F the dimensionless fetch

(F = gχ/(c2
p ) or F = gχ/(u2

∗)), and Bo the Bond number (Bo = ∆ρgΓ−1), where g is the

acceleration due to gravity,. The dimensionless group ρa/ρw is approximately constant and

can be ignored. As waves small enough to be directly affected by surface tension (Γ) are

not resolved in the measurements, the Bond number dependence is ignored. Furthermore,

not having a measure of fetch, waves will be assumed to be fetch unlimited. This leads to a

simplified model:

W = f
( c
u
, S,Re

)
(2.12)

Assuming a power law dependence of W on the non-dimensional numbers, we can rewrite

(Eq. 2.12) as follows:

W = aX, where X =
( c
u

)α
SβReγ (2.13)

The coefficients α, β, and γ can be found by minimizing a squared-difference cost function.

This is done by taking the log on both sides of eq. 2.13 and solving the following linear

regression:

log10W = log10 a+ α log10(c/u) + β log10 S + γ log10Re. (2.14)
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Choosing S = (Hmkm)/2, Re = (u∗Hm)/νw , and a wave age expressed in term of

the friction velocity and the mean phase speed computed from the whole wave spectrum,

coefficients were computed for each dataset individually and combined. The model determined

from the combination of both datasets is shown in Figure 2.13. The coefficients resulting

from the linear regressions are quite different for each dataset and regressions suggest that

including the steepness does not significantly improve the model (Table 2.10). Indeed, T

statistics suggest that β = 0 at a 91.4%, 24.7% and 77.6% confidence level for HiWinGS, SO

GasEx, and the two combined. Fit statistics (r2 = 0.52; rmse ∼ 1.39) suggest that multiple

parameters capture more of the variability in the observed W than single parameter wind and

wave dependent models. Lack of agreement between the regression results, however, does not

support using a multi non-dimensional parameter model as expressed by equation 2.14. Note

that both the wave age and the Reynolds numbers combine wind and wave characteristic,

but have opposite impacts on W . It may therefore be more physically intuitive to combine

only one of these two non-dimensional number with the pure sea state parameter that is

steepness. However statistically, combining only two non-dimensional numbers rather than 3

led to poorer results. As the Reynolds numbers capture most of the variance of W of the

non-dimensional numbers considered here, W (S,Re) is a better model than W (S, c/u).
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2.5 Discussion

Careful considerations need to be made before using parameterizations beyond their range

of validity. Extrapolations, while often unavoidable, increase uncertainties and may lead to

erroneous results. Ongoing efforts and targeted field campaigns allow for an ever-wider range

of environmental conditions to be sampled, and a combined dataset will lead to more precise

and universal parameterizations. New parameterizations should clearly state the range for

which they are valid. This was done for the results reported here and as far as possible for

the parameterizations compiled from the existing literature.

Prior studies not only differ in the whitecap detection algorithms used, but also in the

application of appropriate image projection and scaling. In order to evaluate the impact

of image scaling on the whitecap coverage estimate, we compared results from SO GasEx

computed with or without scaling. For a given frame, image scaling significantly alters W ,

however, when computing 20-minute averaged W the impact of scaling appears to average out.

The scaling has minimal impact when considering over 6000 frames as illustrated in Figure
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2.14. Recording attitude angles and geo-rectifying images is therefore not essential when

computing W , but is critical when tracking breakers such as for determining the breaking

crest length distribution.
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Figure 2.14: Scatter plots of the whitecap coverage (W ) estimated from the scaled and non-scales
imagery a) individual frames, and b) 20 minute averages

When considering wind speed only (Figure 2.9a) and wave-wind Reynolds number (Figure

2.12a) parameterizations, the level of agreement between the two datasets analyzed in this

study with existing parameterizations is remarkable. Close agreement between these two

datasets and recently published parameterizations gives confidence in the recently-developed

and now commonly-used thresholding technique, and it may be valuable to reanalyze old

datasets with the same method if possible. The additional step of removing background

gradients before running the AWE (Section 2.3.1), ensures removal of biases arising from

varying light conditions and camera exposure and brightness settings. A similar approach

was put forward by Mironov and Dulov [2008]. Agreement between the WW3 hind cast wave

statistics and in-situ observations is also remarkable (Figure 2.8). This should encourage

reanalysis of wave dependent whitecap parameterizations for earlier datasets using hind casts

to complement measurements, to evaluate them over a wider range of conditions.
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Recent wind-speed-only total whitecap parameterizations showing less scatter than previ-

ously suggested for intermediate to high wind speeds. When considered within their originally

defined wind speed range, they fall within 30% of their average, spanning an order of mag-

nitude, for U10 > 10 m s−1. Note that the datasets presented here are much larger than

those obtained from previous field experiments. Therefore, a larger amount of variability

may be expected. Indeed, the data presented here displays variability similar to that of

the combined historical datasets (c.f. Albert et al. [2016], Figure 1), which is greater than

reported in individual studies. Significant scatter of up to 2 orders of magnitude remains in

hourly W observations at many wind speeds and further studies are necessary to thoroughly

understand it. While surfactants have been shown to prolong the lifetime of foam at the

water surface [e.g., Garrett , 1967; Callaghan et al., 2016] and their spatial inhomogeneity

may account for some of the observed scatter for a given wind speed and sea state, they

are difficult to measure under wind speeds greater than 10 m s−1 [Cunliffe and Wurl , 2014].

Technological development and more observations are evidently needed.

Targeted sampling under high winds and young sea conditions during HiWinGS extended

the upper limit of the validity range for wind only whitecap parameterizations to 25 m s-1. It

is important to note here that unlike the majority of previous studies, the neutral 10-m wind

speed was considered here. BothGoddijn-Murphy et al. [2011] and Salisbury et al. [2013] used

equivalent neutral winds and, therefore maybe not surprisingly, match the parameterizations

determined in the current study the best. The neutral wind speed and friction velocity along

with non-dimensional numbers calculated from them are the only quantities that account for

varying atmospheric stability conditions and therefore allow for true comparison from one

dataset to the next. The differences in whitecap parameterizations arising from the stability

dependence and correction has been evaluated by Paget et al. [2015].

As hinted to by Schwendeman and Thomson [2015a] and Callaghan et al. [2008b], W is

seen to level off at high wind speed (c.f. Figure 2.1 and Figure 2.9a), not exceeding 10%

when averaged over a 20 minute to hourly period. To evaluate W saturation at high winds,
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linear fits were performed through the high wind speed data points and T -tests were used to

determine if the slopes were significantly different than zero. T -tests reveal that for U10N >

18 m s-1 (26 hourly averages), the slope of W vs. U10N is significantly different than zero only

at a 14% confidence level, i.e. W is near constant. If the lower wind speed bound is reduced

to 17.5 m s-1, the confidence that the slope is significantly different than zero is raised to

74% and for U10N > 17 m s-1 it is at 92%. Analysis of a very small number of visible images

of the sea surface taken under hurricanes equally implied that W remains near constant

for U10 > 24 m s−1 [Holthuijsen et al., 2012]. Note that under high wind speeds, streaks of

foam and especially spray dominate and Holthuijsen et al. [2012] did not include streaks in

their W estimate making it more representative of the active whitecap coverage than the

total coverage considered here. Widespread spray coverage at high wind speed may render

whitecap and streak detection more difficult in imagery. There may be, therefore, a practical

upper wind speed limit to the current image analysis technique.

The datasets analyzed here display a weaker wind speed dependence than most previous

studies, except for Salisbury et al. [2013]. This weak wind speed dependence of W may be

attributed to the low sea surface temperatures, averaging around 5-8�, in which most of the

measurements were taken. Only during the last station during HiWinGS did temperature

exceed 10� while surface water temperatures during SO GasEX did not exceed 14�. Early

work by Monahan and O’Muircheartaigh [1986] provided evidence of a weaker dependence

of W on U for SSTs of 16� compared to 32�, but the increase of W with SST at a given

wind speed was found to be modest. They analyzed 5 datasets including that collected by

Bortkovskii [1987] which displays a strong positive dependence of W on SST and a near

linear dependence of W on wind speed for SST less than 3�. Monahan and O’Muircheartaigh

[1986] argued that the water temperature will impact the exponent of the W (U) power-law

and suggested that for SSTs around 10� the exponent is around 2, while for SSTs warmer

than 22� the exponent is greater than 3. The weaker wind speed dependence in cold waters

is reflected in the latitudinal variation of the dependence of W on U shown by Monahan et al.
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[2015] which is supported by Salisbury [2014] who demonstrated that using a power-law wind

speed dependence with an exponent of 3.41 leads to overestimation of W at high latitudes.

Wu [1988] suggested that rather than affecting the exponent, temperature affects a, the slope

of the power-law Eq. (2.2), though no systematic trends were found. It was further argued

that all coefficients of the power-law vary with temperature, with the strongest temperature

dependence in the exponent [Albert et al., 2016]. Cold waters suppress the rate of breaking,

but increase the lifetime of bubbles and foam patches thus having the potential to enhance

or reduce W [Bortkovskii and Novak , 1993]. Opposite trends in temperature dependence

of air entrainment have been found in laboratory studies [Hwang et al., 1991; Salter et al.,

2014; Callaghan et al., 2014]. As individual field campaigns rarely sample a wide range of

environmental parameters, it is essential to compile all existing data to detect trends and

caution is advisable in determining trends from reduced datasets.

Continued improvement of whitecap parameterizations requires consideration of more

than wind speed, specifically including statistics of the variable wave field. This motivated the

concurrent measurement of whitecaps, winds, and wave field during SO GasEx and HiwinGS.

Purely wave-dependent parameterizations that express W as a function of wave steepness or

mean square slope within the equilibrium range do not give improved results over the wind-

speed-only parameterizations. Nor does the wave age parameterization provide a better fit.

The wave-wind Reynolds number based parameterizations show tighter correlations and better

inter-dataset agreement than wave age and wave-only parameterizations. More wind and sea

state conditions should be sampled to establish any limitations to these relationships. The

breaking Reynolds number captures more of the variability in individual datasets, but RBw

displays less inter-dataset agreement. Reynolds number functions have also been shown to

provide better models of sea-spray aerosol fluxes than wind speed alone, with RHw explaining

twice as much of total variance in direct measurements [Norris et al., 2013]. While the

Reynolds numbers have been typically computed using the friction velocity, the HiWinGS and

SO GasEx data suggest that using the neutral 10 m wind speed lead to similar fit statistics
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for W .

Energy weighted or mean statistics (fm, Hm, km and cm)are regularly chosen as being

more representative of the breaking waves rather than peak statistics (fp, Hp, kp and cp)

which often correspond to the swell in multimodal spectra [Sutherland and Melville, 2015].

Schwendeman and Thomson [2015a] show that mean statistics are better predictors for W

parameterizations further encouraging their use. The use of energy-weighted statistics of

the wind-sea partition was motivated by the observation that most whitecaps are associated

with waves even shorter than the mean [Gemmrich et al., 2008]. This study, however, only

suggests marginal improvement of fit statistics using mean wave field statistics.

As stated in the introduction, mss is computed over the equilibrium range. The existence

of such a range, where sources and sinks are in balance was postulated by Phillips [1985].

Based on measurements by Toba [1973], Phillips [1985] proposed an analytical expression

for the energy spectrum within that range which is characterized by a f−4 spectral shape.

Bounds for the equilibrium range were later suggested by Donelan [1985] as 1.5fp and 3.5fp.

The upper bounds however seemed to be dictated by the highest frequency resolved by the

measurements rather than the end of the range in which the spectrum is proportional to f−4.

Indeed, the equilibrium range was found to extend further: up to 6fp [Toba, 1973] or 0.35 to

0.4 Hz in Thomson et al. [2013] for fp generally less than 0.1 Hz. Furthermore, the upper

limit of the equilibrium range is not always easily detectable with no visible shift in slope of

E(f) at the transition between the equilibrium and the saturation ranges.

The SO GasEx and HiWinGS datasets suggest that for multimodal spectra, particularly

when the winds increase and wind-seas start appearing, 1.5fp < f <3.5fp incorporates the

wind sea peak, while
√

2fm ≤ f ≤
√

5fm usually falls beyond the wind-sea peak. This is

illustrated in Figure 2.7d. What is more, the equilibrium range defined in terms of fm, also

extends to higher frequencies, and its upper limit falls within those observed by Thomson

et al. [2013]. Determining the equilibrium range based on sections of the spectra beyond fp

that most closely decays as f−4 led to highly variable results with little agreement between
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WW3 and the waverider. The mss computed over that range showed less correlation with W

than the mss computed over
√

2fm ≤ f ≤
√

5fm.

Finally, alignment of the swell and the wind sea was considered during the analysis by

differentiating between periods of pure wind sea and pure swell as well as following, cross,

and counter swell as defined in Sugihara et al. [2007]. This analysis did not, however, result

in distinct trends for the different alignments and is consequently not shown here.

2.6 Conclusion

Analysis of visible imagery, flux and wave data collected during SO GasEx and HiWinGS

allowed for evaluation of existing whitecap coverage parameterizations. Considering the two

datasets separately and computing best fits for each individually facilitates critical assessment

of the parameterizations discussed in this study, which are further verified by comparison to

published parameterizations. Based on this work and recent studies reviewed herein, it is

apparent that wind speed only parameterizations show very little scatter for winds above 10

m s-1 and are able to capture the observed variability of W well. The neutral wind speed

or friction velocity should be used for those parameterizations. Of all the wave–only, and

wind and wave dependent parameterizations tested here, the wave-wind Reynolds number

parameterizations appear to be the most universally applicable ones as suggested by the close

agreement between the best fits determined from the individual and combined datasets which

are further in good agreement with those of Goddijn-Murphy et al. [2011] and Scanlon and

Ward [2016]. Although wave-wind Reynolds number parameterizations capture somewhat

less of the observed variability in W , they are in closer agreement to previous studies than

wind-only parameterizations. When wave field statistics are readily available, wave-wind

Reynolds number parameterizations should be used. Such statistics do not have to be

derived from directional spectra as separating wind seas from swell does not appear to yield

significantly better representation of W . Results from this study do not support a more
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complex multi-parameter whitecap coverage model based on non-dimensional scaling.
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Table 2.5: Wind speed only parameterizations of whitecap coverage determined in this study. Fits
were computed from the binned averages, but statistics are reported with respect to the hourly
estimates. Note that W is expressed as a percentage as is its rmse. The correlation coefficients were
computed in log space to give equal weight to the whitecap data across several orders of magnitude.

Experiment best fit equation range r2 rmse

HiWinGS W = 8.07× 10−2(U10N − 4.45)1.37 5.46 ≤ U10N ≤ 23.96 0.51 1.35

SO GasEx W = 2.31× 10−2(U10N − 4.20)2.03 5.61 ≤ U10N ≤ 15.82 0.34 0.96

Combined W = 7.38× 10−2(U10N − 4.23)1.42 4.56 ≤ U10N ≤ 25.10 0.48 1.22

HiWinGS W = 4.24(u∗ − 0.14)1.10 0.17 ≤ u∗ ≤ 1.27 0.51 1.35

SO GasEx W = 5.84(u∗ − 0.17)1.13 0.21 ≤ u∗ ≤ 0.77 0.16 1.00

Combined W = 4.32(u∗ − 0.14)1.09 0.15 ≤ u∗ ≤ 1.24 0.37 1.24
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Table 2.6: Wave steepness and mean square slope parameterizations of whitecap coverage (%)
determined in this study. Wind-sea only statistics are denoted by a ‘ws’ subscript. Fits and data
computed as for Table 2.5.

Predictor Experiment a n range r2 rmse

mss HiWinGS 1.47E+04 1.63 1.43E-03 – 5.32E-03 0.16 1.61

SO GasEx 5.40E+00 0.28 8.05E-04 – 4.59E-03 -0.11 1.32

Combined 1.72E+02 0.82 6.48E-04 – 5.35E-03 -0.04 1.56

mssws HiWinGS 4.42E+03 1.39 2.01E-03 – 6.84E-03 -0.08 1.64

SO GasEx 2.81E+00 0.19 6.27E-04 – 3.80E-03 -0.13 0.72

Combined 1.73E+03 1.22 3.87E-04 – 6.16E-03 0.00 1.54

mss/∆θ∆f HiWinGS 5.74E+01 1.16 1.04E-02 – 9.31E-02 0.19 1.49

SO GasEx 3.67E+00 0.34 7.61E-03 – 7.04E-02 -0.18 1.32

Combined 1.75E+01 0.75 5.25E-03 – 9.13E-02 0.13 1.48

mssws/∆θ∆f HiWinGS 4.76E+01 1.07 1.24E-02 – 1.16E-01 0.25 1.47

SO GasEx 2.54E+00 0.25 5.10E-03 – 2.02E-02 -0.15 0.70

Combined 3.68E+01 0.96 2.82E-03 – 1.10E-01 0.04 1.41

Hskm/2 HiWinGS 9.05E+06 4.16 1.34E-02 – 2.91E-02 0.21 1.54

SO GasEx 1.91E+02 1.23 1.03E-02 – 2.06E-02 -0.19 1.30

Combined 3.71E+03 2.02 8.83E-03 – 2.87E-02 0.05 1.48

Hmkm/2 HiWinGS 3.08E+05 2.40 3.79E-03 – 7.77E-03 0.12 1.63

SO GasEx 1.55E+02 0.94 3.15E-03 – 6.90E-03 -0.17 1.32

Combined 1.70E+03 1.36 2.66E-03 – 7.72E-03 -0.05 1.57

Hpkp/2 HiWinGS 5.98E+02 1.27 2.53E-03 – 1.67E-02 0.04 1.60

SO GasEx 2.28E-01 -0.31 3.63E-03 – 1.21E-02 -0.11 1.30

Combined 1.23E+02 0.91 2.37E-03 – 1.67E-02 -0.10 1.56
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Table 2.7: Wave age parameterizations of whitecap coverage (%) determined in this study. Wind-sea
only statistics are denoted by a ‘ws’ subscript.Fits and data computed as for 2.5.

Predictor Experiment a n range r2 rmse

cp/U10N HiWinGS 2.09E+00 -1.17 0.67 – 2.59 0.08 1.58

SO GasEx 1.94E+00 -2.11 0.97 – 3.17 0.06 1.24

Combined 1.96E+00 -1.38 0.67 – 3.64 0.09 1.48

cp/u∗ HiWinGS 1.76E+02 -1.41 14.22 – 80.22 0.24 1.47

SO GasEx 1.57E+02 -1.41 21.98 – 79.03 -0.04 1.19

Combined 1.57E+02 -1.38 14.22 – 106.58 0.13 1.39

cpws/U10N HiWinGS 1.92E+00 -0.54 0.65 – 1.2 -0.11 1.76

SO GasEx 7.11E-01 -1.04 0.69 – 1.86 -0.11 0.68

Combined 1.58E+00 -1.02 0.58 – 1.72 -0.08 1.68

cpws/u∗ HiWinGS 2.34E+02 -1.56 13.26 – 30.65 -0.01 1.63

SO GasEx 6.65E+00 -0.66 16.9 – 49.47 -0.18 0.69

Combined 2.61E+02 -1.63 12.14 – 47.78 0.04 1.54

cm/U10N HiWinGS 1.35E+00 -1.4 0.52 – 1.88 0.1 1.61

SO GasEx 1.31E+00 -3.64 0.81 – 2.27 0.3 0.98

Combined 1.25E+00 -1.78 0.52 – 2.57 0.16 1.48

cm/u∗ HiWinGS 1.57E+02 -1.51 10.65 – 57.66 0.23 1.51

SO GasEx 2.82E+03 -2.42 18.55 – 58 0.13 1.01

Combined 2.25E+02 -1.64 10.65 – 77.51 0.22 1.4

cmws/U10N HiWinGS 1.77E+00 -0.52 0.48 – 0.95 -0.13 1.75

SO GasEx 5.38E-01 -2.27 0.66 – 1.64 0 0.64

Combined 1.08E+00 -1.42 0.41 – 1.51 0 1.64

cmws/u∗ HiWinGS 1.26E+02 -1.48 9.82 – 24.07 0.02 1.67

SO GasEx 3.57E+01 -1.22 16.8 – 43.85 -0.1 0.65

Combined 9.99E+01 -1.44 8.11 – 40.25 0.12 1.54
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Table 2.8: Wave-wind Reynolds number parameterizations of whitecap coverage (%) determined
in this study. Wind-sea only statistics are denoted by a ‘ws’ subscript. Fits and data computed as
for Table 2.5.

Predictor Experiment a n range r2 rmse

u∗Hs/νw HiWinGS 5.38E-06 0.88 1.95E+05 – 4.90E+06 0.35 1.39

SO GasEx 3.16E-08 1.29 3.12E+05 – 1.59E+06 0.1 1.1

Combined 3.21E-05 0.76 1.46E+05 – 6.00E+06 0.25 1.31

u∗Hsws/νw HiWinGS 2.75E-04 0.62 2.40E+05 – 6.73E+06 0.34 1.45

SO GasEx 5.98E-05 0.72 2.44E+05 – 7.24E+05 -0.06 0.71

Combined 9.91E-05 0.69 1.25E+05 – 4.29E+06 0.35 1.34

u∗Hp/νw HiWinGS 1.64E-05 0.82 1.45E+05 – 3.85E+06 0.33 1.41

SO GasEx 8.83E-08 1.24 2.39E+05 – 1.22E+06 0.09 1.09

Combined 5.65E-05 0.74 1.11E+05 – 4.69E+06 0.24 1.33

u∗Hpws/νw HiWinGS 3.77E-04 0.61 1.90E+05 – 5.19E+06 0.33 1.46

SO GasEx 1.93E-07 1.18 2.18E+05 – 5.88E+05 -0.08 0.73

Combined 7.03E-05 0.73 1.09E+05 – 3.43E+06 0.34 1.36

u∗Hm/νw HiWinGS 1.20E-05 0.91 5.50E+04 – 1.30E+06 0.36 1.42

SO GasEx 2.10E-07 1.25 1.05E+05 – 5.25E+05 0.09 1.16

Combined 5.80E-05 0.79 4.57E+04 – 1.59E+06 0.24 1.33

u∗Hmws/νw HiWinGS 4.64E-04 0.64 6.06E+04 – 1.70E+06 0.34 1.45

SO GasEx 1.13E-04 0.75 5.22E+04 – 2.30E+05 0.04 0.74

Combined 2.37E-04 0.7 2.15E+04 – 1.17E+06 0.35 1.35
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Table 2.9: Breaking Reynolds number parameterizations of whitecap coverage (%) determined in
this study. Wind-sea only statistics are denoted by a ‘ws’ subscript. Fits and data computed as for
Table 2.5.

Predictor Experiment a n range r2 rmse

u∗
ωpνw

HiWinGS 1.85E-04 0.71 2.54E+04 – 1.58E+06 0.42 1.4

SO GasEx 2.10E-12 2.09 1.66E+05 – 6.60E+05 0.33 0.98

Combined 1.08E-04 0.74 2.54E+04 – 2.04E+06 0.24 1.34

u∗
ωpwsνw

HiWinGS 2.50E-03 0.52 5.47E+04 – 1.99E+06 0.3 1.44

SO GasEx 4.10E-06 0.98 1.38E+05 – 3.51E+05 0 0.68

Combined 2.24E-04 0.7 4.70E+04 – 1.31E+06 0.28 1.36

u∗
ωmνw

HiWinGS 2.39E-04 0.7 1.87E+04 – 1.17E+06 0.4 1.37

SO GasEx 3.33E-11 1.92 1.40E+05 – 4.77E+05 0.33 0.93

Combined 1.06E-04 0.76 1.87E+04 – 1.45E+06 0.23 1.32

u∗
ωpwsνw

HiWinGS 1.39E-03 0.58 4.47E+04 – 1.49E+06 0.31 1.42

SO GasEx 1.93E-06 1.05 1.33E+05 – 2.84E+05 0.06 0.67

Combined 1.70E-04 0.73 4.15E+04 – 9.62E+05 0.24 1.36
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Table 2.10: Results of the linear regression: W = a (cm/u∗)
α (Hmkm/2)β (Hmu∗/νw)γ .

Experiment Estimate T-Stat pValue

HiWinGS a 1.43E-04 -2.56 1.13E-02

α -0.77 -3.73 2.62E-04

β -0.03 -0.11 9.14E-01

γ 0.86 5.32 3.53E-07

SO GasEx a 7.52E-05 -1.16 2.51E-01

α -1.33 -2.42 1.85E-02

β -0.66 -1.17 2.47E-01

γ 0.82 2.25 2.77E-02

Combined a 1.28E-02 -1.84 6.72E-02

α -1.01 -5.44 1.40E-07

β 0.06 0.29 7.76E-01

γ 0.61 5.3 2.77E-07
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Chapter 3

The Cubic-Quadratic k Conundrum

A version of this chapter was submitted as a Geophysical Research Letter: Brumer S. E., C.

J. Zappa, B. W. Blomquist, C. W. Fairall, A. Cifuentes-Lorenzen, J. B. Edson, I. M. Brooks,

and B. J. Huebert (2017). Wave-related Reynolds number parameterizations of CO2 and

DMS transfer velocities.

3.1 Introduction

Adequate characterization of gas transfer across the air-sea interface is not only essential

to quantify local and global sinks and sources of carbon dioxide, CO2, but also to budget

many other trace gases that influence Earth’s climate [Carpenter et al., 2012]. These include,

among others, marine aerosol precursors such as dimethyl sulfide, DMS [Charlson et al.,

1987].

The bulk gas flux (Fx) across the air-sea interface can be expressed as a function of the

concentration difference (∆Cx) across the air-water interface, and a kinematic parameter, the

transfer velocity (kx):

Fx = kx∆Cx = kxK0x(pwx − pax), (3.1)

where K0x is the solubility of the gas, x, in seawater, pax and pwx are the partial pressures of
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x in the air and surface water, respectively. kx represents the mass transfer resistances of

various physical forcing mechanisms and incorporates the dependence of the transfer on the

diffusivity of the gas in water (which varies for different gases, temperatures and salinities).

Studies have shown that the interfacial transfer velocity is regulated by the turbulence in

the air and water surface microlayers. This turbulence is generated by wind stress at the

water surface and buoyancy effects [Jähne et al., 1987; Komori et al., 1993]. k is therefore

typically parameterized as a function of wind speed (U). One of the earliest parameterizations

[Liss and Merlivat , 1986] derived from various field and laboratory measurements was a three

piece linear function of U , corresponding to wind regimes in which no waves, capillary waves,

or breaking waves are present. For simplicity and practical reasons, the impacts of waves

were later no longer considered explicitly and a single quadratic [Wanninkhof , 1992] or cubic

[McGillis et al., 2001; Wanninkhof and McGillis , 1999] function linking k to U were adopted

for all sea states.

Current climate modeling studies most commonly use quadratic wind speed parameteri-

zations for k [Arora et al., 2013; Wanninkhof , 1992]. These models parameterizations are

tuned to give the correct result for the global radiocarbon carbon budget over yearly or

decadal timescales [Sweeney et al., 2007; Wanninkhof , 1992, 2014] and provide an important

constraint for global studies, but have an uncertain relationship to transfer mechanisms

over limited temporal and spatial scales. Recent eddy-covariance measurements [Garbe

et al., 2014] highlight the inadequacy of wind speed only parameterizations for gas transfer

velocities. For wind speeds above 10 m s−1 observations display substantial scatter, and

individual wind speed dependent parameterizations diverge; this can be attributed to a

variety of environmental conditions and processes, particularly those associated with surface

waves. The complex interplay of these processes means that wind speed alone cannot capture

the variability of air-water gas exchange. For winds over 7 m s−1, breaking waves become

a key factor to consider when estimating gas fluxes. Both theoretical and experimental

studies suggest that wind waves and their breaking can significantly enhance gas exchange
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[Woolf , 1997]. Breaking results in additional upper ocean turbulence and generation of

bubble clouds. Bubbles offer a second pathway for gas transfer between the atmosphere and

ocean in addition to direct diffusion across the main interface. Their influence increases with

decreasing solubility leading to significantly enhancement of the transfer of sparingly soluble

gases such as CO2 under wave breaking conditions.

The main proxy used to quantify breaking processes is the whitecap fraction (W ) which

is detectable in near surface imagery from ships or aircrafts (e.g.,Brumer et al. [2017] and

references therein) and can be retrieved from satellite data [Anguelova and Webster , 2006].

This has led to parameterizations in which the total [Zhao et al., 2003] or bubble mediated

[Woolf , 1997, 2005] gas transfer velocities are expressed as a function of W . Similarly to

k, W is typically modeled as a non-linear function of wind speed. However, several studies

have shown that W can be better constrained by a function of breaking (RB) and wave-wind

(RH) Reynolds numbers [Goddijn-Murphy et al., 2011; Zhao and Toba, 2001]. Norris et al.

[2013] provided further evidence that wave-breaking related processes may be showed that

RH better constrained by Reynolds numbers than by wind speed alone, showing RH to be a

more adequate predictor for sea-spray aerosol flux – which results from breaking waves – than

did wind speed alone. These Reynolds numbers incorporate both wave field and wind speed

dependence. The breaking Reynolds number is defined as: RBw = (u2
∗)/νwωp), where νw is

the viscosity of water, and ωp is the peak angular frequency of the wave energy spectrum and

u∗ is the friction velocity. The use of the water viscosity is denoted by the “w” subscript.

The wave-wind Reynolds number can be written as: RHw = (u∗Hs)/νw, where Hs is the

significant wave height.

Zhao et al. [2003] combined a parameterization that expresses kCO2
as a power law of W

based on data from Wanninkhof et al. [1995] and the relation of W and RB from Zhao and

Toba [2001]. They deduced:

k660 = 0.13R0.63
Ba , (3.2)

where k660 is the gas velocity normalized to a Schmidt number, Sc, of 660 in units of cm h−1.
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Note that they used the air viscosity (νa) rather than the water viscosity for their Reynolds

number calculations, hence the “a” subscript. Using wind tunnel data from Jähne et al.

[1985], they further suggested:

k660 = 0.25R0.67
Ba . (3.3)

Woolf [2005] built on his earlier model [Woolf , 1997] which separates breaking (kb), whitecap-

dependent, from non-breaking (k0, u∗ and Sc-dependent) contributions and expressed k

as:

k = k0 + kb = 1.57× 10−4u∗(600/Sc)1/2 + 2× 10−5RHw . (3.4)

Note, this model does not explicitly account for the solubility dependence of kb, but is

consistent with measurements of CO2 transfer at 20◦C. Equation may therefore only be

used for low solubility gases such as CO2, requires extending for other gases [Jeffery et al.,

2010]. These relationships were determined for growing wind sea conditions. Recent studies

[Brumer et al., 2017; Goddijn-Murphy et al., 2011] showed that statistics computed from

the total wave spectra, including swells, captured observed variability in W at least equally

well than wind-sea only statistics hinting to an extended applicability of Reynolds number

parameterizations. To date few gas transfer measurements have been made with concurrent

wave physics observations and the universality of these parameterizations has yet to be

assessed. In this chapter, results from four field projects will be used to evaluate the utility of

Reynolds number parameterizations for CO2 and DMS and their performance in contrasted

to that of wind-only relationships.

3.2 Data and Methods

3.2.1 GasEx-98

The GasEx-98 cruise was the first of the three Gas Exchange experiments and was conducted

in the North Atlantic (46◦6’N, 20◦55’W) on the R/V Ronald H. Brown in May and June 1999.
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Air-sea gas exchange was estimated from deliberate dual tracer release as well as direct eddy

covariance measurements of CO2 under wind speeds up to ∼15 m s−1. These direct covariance

fluxes were reported in [McGillis et al., 2001] and hourly gas transfer velocities derived from

these measurements will be used for this study. No wave measurements were made during

GasEx-98. Instead, wave field statistics were computed from a WAVEWATCHIII®(WW3)

global hindcast obtained from the database of the French Research Institute for Exploitation

of the Sea (IFREMER) where 3-hourly statistics derived from the total spectrum with a

0.5◦ spatial resolution are stored. For this hindcast, the model was forced with wind fields

from The Climate Forecast System Reanalysis [Saha et al., 2010] and ST4-TEST471 source

term parameterizations were used [Rascle and Ardhuin, 2013]. Fields of Hs and fp were

interpolated first in space onto the ship’s track and then in time to match gas transfer

velocities.

3.2.2 SO GasEx

The SO GasEx cruise took place on board the R/V Ronald H. Brown in the South Atlantic

(51◦S, 36◦W) from February 28th to April 9th, 2008. Two multi-day, dual-gas tracer

experiments were performed along with continuous eddy covariance measurements of CO2

and DMS fluxes. A Riegl laser altimeter (model LD90-3100VHS) and a Wave and Surface

Current Monitoring System (WAMOS®II) provided wave field data. Wind speeds averaged

9.7±3.2 m s−1 with a maximum of ∼18 m s−1 during periods of trustworthy gas transfer

measurements. The tracer experiment results are published in Ho et al. [2011] and will not

be considered here. Description of the momentum and CO2 flux measurements can be found

inEdson et al. [2011], along with a critical assessment on data quality. The DMS measurements

are described in Yang et al. [2011] and the analysis of the wave measurements was reported

by Cifuentes-Lorenzen et al. [2013] and Lund et al. [2017]. For this analysis hourly averages

of the gas transfer velocities and wave statistics will be considered. The WAMOS resolves

the directional wave, whereas the Riegl provides only onmidirectional information. Wave
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field statistics are consistent between the Riegl and WAMOS, but WAMOS allows separation

of wind-sea and swell components.

As the WAMOS was not running during the large storm that occurred during the SO

GasEx return transit and the Riegl data are not reliable when the ship is moving, the

wave data were suplemented by a WAVEWATCH-III® global hindcast from the IFREMER

database. For this hindcast, the model was forced with ECMWF winds and ST4-TEST471

source term was used. Lund et al. [2017] found excellent agreement between the WAMOS

and this hindcast for SO GasEX. As for GasEx-98, the 3-hourly hindcast fields of Hs and fp

derived from the total spectrum were interpolated first in space onto the ship’s track and

then in time to match gas transfer velocity estimates. For this study WAMOS statistics will

be the primary data source and WW3 output will be used only for the last 5 days of flux

measurements to allow inclusion of the storm event encountered on the return transit to

Uruguay.

3.2.3 Knorr11

The Knorr11 cruise took place in the North Atlantic Ocean (41.53◦N, 70.68◦W) between

June 25th and July 18th, 2011 aboard the R/V Knorr. The study region was selected for

its high biological productivity and phytoplankton blooms. Wind speeds sampled during

the cruise range from 2 to 20 m s−1. The eddy covariance measurements of air–sea CO2

and DMS fluxes have been reported by Miller et al. [2010], Bell et al. [2013], and Bell et al.

[2017]. Omnidirectional surface wave spectra were obtained using an ultrasonic altimeter

mounted at the end of a steel pole lowered through one of hawsehole on the bow of the ship

[Christensen et al., 2013]. An IMU mounted on the bow mast allowed for motion correction of

the one-dimensional altimeter measurements. The significant wave heights measured during

Knorr11 agree well with the 6-hourly, 0.1 horizontal resolution ECMWF Reanalysis ERA

Interim and Satellite observations from AVISO regardless of whether the ship was on station

or not. Good agreement was found between the measured and modeled peak frequencies while
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on station. Estimates of ωp while underway are therefore discarded. Two hourly averaged

estimates of the gas transfer velocities of CO2 and DMS and wave field statistics will be used

here.

3.2.4 HiWinGS

The High Wind Gas exchange Study (HiWinGS) built on experiences and lessons from the

three prior GasEx experiments with the goal of further improving physics-based air-sea gas

transfer parameterizations for high winds and breaking-wave conditions. The HiWinGS

cruise took place aboard the R/V Knorr in the North Atlantic between October 9th and

November 14th, 2013. Direct eddy correlation fluxes during HiWinGS include CO2, DMS,

acetone, and methanol [Yang et al., 2014]. Instrumentation and methods for DMS and

CO2 flux measurements are described in Blomquist et al. [2010] and Blomquist et al. [2014].

The wave field was monitored with a Riegl laser altimeter (model LD90-3100VHS) and a

Datawell DWR-4G Waverider buoy. Buoy wave measurements were only acquired on-station

(approximately 68% of the cruise duration) and are supported and supplemented by a WW3

hindcast for the entire period of the cruise. The WW3 hindcast is described and an inter-

comparison between the various wave measurements and the model hindcast will be reported

in a separate HiWinGS submission. As the statistics computed from the hindcast match the

buoy measurements well and provide the most complete dataset, they will be used for the

results reported here.

3.2.5 Computation of wave-field statistics

Wave field statistics were computed from the directional wave spectra obtained from the

WAMOS and WW3 hindcasts. Separation of the wind-sea and swell systems was achieved

based on Hanson and Phillips [2001]. While hourly gas transfer velocities were computed for

SO GasEx, WAMOS spectra and statistics were computed over 10.25 minutes and averaged

to match the gas transfer velocity time resolution. For HiWinGS, the hindcast statistics were
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obtained half hourly for each of 4 grid points around the ship position and averaged to give a

single hourly time series matching the gas fluxes. The significant wave height is defined as

follows: Hs = 4[
∫
E(f)df ]1/2, where E(f) is either the total omnidirectional wave spectrum

or the wind-sea partition. The peak angular velocity is determined from the peak frequency

of each system of the whole spectrum: ωp = 2πfp. In what follows, statistics computed from

the wind-sea partition are denoted by a “ws” subscript.

3.2.6 Determination and evaluation of gas transfer velocity pa-

rameterizations

The gas transfer velocities of CO2 (kCO2660
) and DMS (kDMS660) were referenced to a Schmidt

number of 660 which corresponds to that of CO2 at 20�using k660 = kmeasured

(
660

Scmeasured

)−0.5

.

For each experiment and gas, seven different parameterizations are considered. Quadratic

(k = aU2
10N + b), cubic (k = aU3

10N + b), and power-law (k = aUn
10N) dependence on wind

speed were evaluated as well as power-law dependence (k = aRn
x) on the wave-wind and

breaking Reynolds numbers computed from the total wave spectra and wind-sea partition

only. Note, for GasEx-98 and the return transit leg of SO GasEx no wind-sea statistics could

be determined. Also, no DMS measurements were taken during GasEx-98. Combining all

data, a final set of parameterization is suggested.

Coefficients (a, b and n) were determined through weighted least-square regressions using

equi-density bins containing 15 data points. The weights were set to equal the reciprocal of

the variance in each bin. For the wind-sea statistics for kCO2660
where bins were decreased to

5 data points due to the paucity of data available from the SO GasEx experiment. In order

to compare the performance of the different parameterizations, three metrics are considered:

1. the variation of the exponent ”n” among the four datasets,

2. the correlation coefficient (r2), and

3. the root mean square error (rmse).
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Both the r2 and rmse and were computed with respect to the hourly data.

3.3 Results

Key results and parameterizations determined from the four individual and the combined

datasets are summarized below. Coefficients for various best-fit functions are reported in

Tables 3.1 and 3.1 for CO2 and DMS, respectively.

3.3.1 CO2

Figure 3.1a shows the measured gas transfer velocities of CO2 plotted against the neutral

10-m wind speed. The different dependencies of the kCO2660
on U10N observed during the

4 experiments are immediately apparent. While both GasEx datasets show close to cubic

wind speed dependence with power-law fit exponents of 2.53 and 2.67 for GasEx-98 and

SO GasEx, respectively, a power law with an exponent of 1.62 is the best fit to HiWinGS

data. The Knorr11 dataset displays the weakest wind speed dependence with a power-law

exponent of 1.46. The near-cubic dependences of kCO2660
with U10N are in agreement with

those reported in Edson et al. [2011] and McGillis et al. [2001] for the two GasEx datasets.

Quadratic parameterizations reported in Wanninkhof [1992] or Ho et al. [2006] under-predict

all but the Knorr11 kCO2660
.
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Edson et al. [2012]

Wanninkhof [1992]

Ho et al. [2006]

Huebert et al. [2010]

HiWinGS

Knorr11

SO GasEx

GasEX-98
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Knorr11

SO GasEx

Bell et al. [2015] 

Bell et al. [2015]; U
10

<14 m s-1 

Figure 3.1: Measured gas transfer velocity of a) CO2 and b) DMS, adjusted to a Schmidt number
of 660 and plotted against 10 m neutral wind speed (U10N ). The smaller dots represent individual
hourly and two-hourly estimates and the larger symboles are averages of equidensity bins of 15 data
points. The solid lines represent best fits of power laws of the form k = axn. Examples of published
cubic (k = aU3

10 + b) and quadratic (k = aU2
10 + b) parameterizations derived from CO2 datasets

are represented by dotted and dashed lines, respectively. Examples of published linear wind-speed
dependent parameterization (k = aU10 + b) derived from DMS measurements are represented by
dashed lines in b). The open symboles in b) represent outliers in the SO GasEx and Knorr11
datasets that cannot be reconciled by neither wind speed nor Reynolds numbers.

The wave-wind Reynolds number, computed from the total wave spectrum (Figure 3.2a),

collapses the observations from all three experiments to a single curve with reduced scatter:

kCO2660
= 2.04× 10−4R0.88

Hw (3.5)

with r2 = 0.65 and rmse = 29.38 for all three datasets combined. These fit statistics are
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slightly better than those obtained from wind-only fits (Table 3.1, Eq. p25). Equation 3.5

captures 58%, 31%, 63% and 69% of the observed variability in the GasEx-98 (rmse =

16.40), SO GasEx (rmse = 59.2), Knorr11 (rmse = 13.86) and HiWinGS (rmse = 27.83)

measurements, respectively. A wind speed only power-law parameterization based on the

combined dataset captures 60%, 25%, 70%, and 64% of the observed variability in the

GasEx-98 (rmse = 16.3), SO GasEx (rmse = 61.57), Knorr11 (rmse = 15.99), and HiWinGS

(rmse = 30.11) measurements, respectively.

Note that not only were more measurements taken during HiWinGS than during the other

two experiments, but they were also spread over a wider range of wave and wind conditions.

These combined fits are therefore mostly driven by the HiWinGS data. Nevertheless, fits to

individual data sets also demonstrate the improved inter-dataset agreement with wave-wind

Reynolds number compared to wind only. Power-law exponents of these fits, ranging from 0.66

(Knorr11) to 1.11 (GasEx-98), show less spread than those of wind speed power laws. Again,

project specific wave-wind Reynolds number fits suggest marginal improvement compared to

the best individual wind-only fits in terms of r2 for HiWinGS and SO GasEx.

The breaking Reynolds number (Figure 3.2c), collapses the datasets, with power law

exponents ranging from 0.52 (Knorr11) to 0.79 (GasEx-98). However, scatter is increased in

comparison to the wind-wave Reynolds number for all experiments but GasEx-98. The best

fit obtained from the combination of the datasets is:

kCO2660
= 9.05× 10−3R0.69

Bw (3.6)

with r2 = 0.59 and rmse = 31.67 for all four datasets combined. Equation 3.6 6 captures 32%,

27%, 89%, and 65% of the observed variability in the GasEx-98 (rmse = 22.02), SO GasEx

(rmse = 60.51), Knorr11 (rmse = 19.21), and HiWinGS (rmse = 29.35) measurements,

respectively. As for the wave-wind Reynolds number, the close match between the combined

and dataset specific fit statistics attest to the inter data set agreement of these Reynolds
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number parameterizations.

Utilizing only the wind-sea part of the spectrum to compute the significant wave height

and peak angular frequencies does not lead to improved inter-dataset agreement based on

project specific fits (Figure 3.2b, d). Compared to full sea state Reynolds numbers, the scatter

is increased for RHws for which the best fit (eq. 3.7) only captures 47% of the variability

and there is improvement for RBws which captures 62% (eq. 3.8) of the variability of the SO

GasEx and HiWinGS data combined. The rmse values are 36.6 (eq. 3.7) and 30.5 (eq. 3.8).

kCO2660
= 1.65× 10−2R0.59

Hwws
(3.7)

kCO2660
= 3.45× 10−2R0.6

Bwws
(3.8)

Equations 7 and 8 can explain 48% and 66% of the variability in the HiWinGS data. Very

few good measurements of kCO2660
were taken during SO GasEx when a wind sea was present

so that best fits determined from both datasets are again mainly driven by the HiWinGS

dataset and project specific fits for SO GasEX have r2 ≤ 0.05. Note that for HiWinGS, fits

and statistics for RBwws are very similar to those for RBw .
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Figure 3.2: Measured gas transfer velocity of CO2 adjusted to a Schmidt number of 660 plotted
against a) the wave-wind Reynolds number based on Hs computed from the total spectrum, b)
the wave-wind Reynolds number based on Hs computed from the wind-sea partition of the wave
spectrum, c) the breaking Reynold number computed from the total spectrum, and d) the breaking
Reynold number computed from the wind-sea partition of the wave spectrum. The smaller dots
represent individual hourly and two hourly estimates, the larger symboles are averages of equidensity
bins of 15 data points for a) and c) and 5 points for b) and d). The solid green, pink, and purple,
blue, and black lines represent best fits of power laws of the form k = axn, for Gasex-98, SO GasEx,
Knorr11, HiWinGS, and all the data, respectively
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3.3.2 DMS

kDMS660 measured during SO GasEx was significantly lower than that measured during

HiWinGS for a given wind speed (Figure 1b). The Knorr11 measurements agree with those

from HiWinGS for wind speeds less than 10 m s−1, however for U10N >15 m s−1 they match

the lower SO GasEx values. The data recorded when U10N exceeded 15 m s−1 during SO

GasEx and Knorr11 appear as outliers in Figure 3.1b as well as in Figure 3.3a, c. They

correspond to unfilled bin average data points in those figures. The SO GasEx outliers were

measured during the return transit leg and the Knorr11 outliers were measured at the last

station under high wind and wave height conditions. No directional wave data are available

to separate wind-seas from swells for these outliers. They are therefore excluded from 3.3b, d.

Sea state, whitecap, and basic environmental conditions have not allowed to explain those

outliers so that they are excluded from subsequent analysis and proposed parameterizations.

Ignoring SO GasEx data taken on the return transit and Knorr11 data taken during

U10N >14 m s−1 allows for better overall inter-data agreement with a power-law function of

wind-speed alone capturing 70% of the variability in the combined data with rmse of 5.77.

kDMS660 increases close to linearly with wind speed with power-law exponent ranging from

1.28 to 1.4. A power-law function of RHw can capture 57% of the combined variability with

rmse = 6.78:

kDMS660 = 1.95× 10−2R0.49
Hw . (3.9)

A power-law function of RBw can account for 63% of the variability in both data sets with

rmse of 6.41:

kDMS660 = 5.36× 10−2R0.47
Hw . (3.10)

Considering wind seas only leads to divergence in the individual best fits for the two data

sets. The combined fits are:

kDMS660 = 9.95× 10−2R0.39
Hwws (3.11)

85



kDMS660 = 1.29× 10−1R0.41
Bwws

(3.12)

with comparable statistic to eq. 3.9 and eq. 3.10 (for eq. 3.11: r2 = 0.57 and rmse = 7.17;

for eq. 3.12: r2 = 0.63 and rmse = 6.64). As noted above, the none of the Knorr11 nor the

high wind SO GasEx data were not included in these fits.

When considering the thre datasets individually, expressing kDMS660 as a function of

Reynolds numbers does not lead to better fit statistics than wind only fits. Indeed, for

SO GasEX a wind speed power-law dependence can capture 45% of the variability while a

breaking Reynolds number dependence only captures 25% when ignoring the above mentioned

outliers. For Knorr11, the wind speed and RBw perform comparably well, allowing to account

for 38% and 39% of the observed variability for U10N < 14 m s−1. For HiWinGS, the

wind speed only parameterization performs only slightly better than the RBw one with 75%

compared to 72%. Power law exponents for the individual HiWnGS and SO GasEX fits are

more comparable for wind speed (1.29, 1.27) and for RBw (0.44, 0.4) than for RHw (0.47, 0.4).

It is possible that the potential improvement in fit statistics using Reynolds number instead

of wind speed is offset by the greater sampling error in determining RBw .

86



-10

0

10

20

30

40

50

60

70

80

104 105 106
104 105 106

7

R
Hw
ws

10 4 10 6 10 7

R
Hw

10 5 10 6 10

R
Bw

R
Bw
ws

c)

a) b)

-10

0

10

20

30

40

50

60

70

80 d)

10 510 4

k
D
M
S
6
6
0

 [
c
m

 h
r--

1
]

k
D
M
S
6
6
0

 [
c
m

 h
r--

1
]

Figure 3.3: Measured gas transfer velocity of DMS adjusted to a Schmidt number of 660 plotted
against a) the wave-wind Reynolds number based on Hs computed from the total spectrum, b)
the wave-wind Reynolds number based on Hs computed from the wind-sea partition of the wave
spectrum, c) the breaking Reynold number computed from the total spectrum, and d) the breaking
Reynold number computed from the wind-sea partition of the wave spectrum. The smaller dots
represent individual hourly and two hourly estimates, the larger symbols are averages of equidensity
bins of 15 data points. The solid pink, and purple, blue, and black lines represent best fits of power
laws of the form k = axn, for SO GasEx, Knorr11, HiWinGS, and all the data, respectively. The
open symbols represent outliers in the SO GasEx and Knorr11 datasets that cannot be reconciled
by neither wind speed nor Reynolds numbers.
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3.4 Discussion

Wind-only gas transfer velocity parameterizations display significant disagreement between

different studies [Garbe et al., 2014; Goddijn-Murphy et al., 2012; McGillis et al., 2001;

Wanninkhof , 1992]. While implementing different wind-only parameterizations for CO2 may

result in comparable globally averaged gas transfer velocities, the parameterization choice

was shown to have significant impact on global and regional fluxes [Fangohr and Woolf , 2007;

Wrobel and Piskozub, 2016]. In light of current efforts to include wave processes in Earth

System models (e.g., Li et al. [2016], Qiao et al. [2013]), it is time to update the traditional

wind-only gas transfer parameterizations to sea state dependent ones and assess uncertainties

linked to parameterization choice.

Parameterizations that incorporate the dependence of wind and sea state in the form of a

wave-wind and breaking Reynolds number provide coherent agreement between the GasEx-98,

SO GasEx, Knorr11, and HiWinGS datasets for CO2, and the majority of the DMS data.

This study therefore strongly suggests that expressing k as a simple function of a wave-related

Reynolds number will lead to improved parameterizations regional and global models relative

to wind-only parameterizations. Global fields of significant wave heights and peak angular

velocities are routinely computed by operational wave prediction centers, making wave-wind

and breaking Reynolds number based parameterizations convenient to implement and test

on a global scale. The relationship between k and other wave statistics such as the wave

age, bulk slope, and the mean square steepness was also examined but did not reveal any

significant trends.

Although the current study is not a comprehensive analysis of all available eddy covariance

CO2 and DMS gas transfer data, the datasets analyzed here are representative of the observed

variability. They were chosen because they span a wide range of wind speeds with strongly

differing dependency. They are also, to the best of our knowledge, the only available gas

transfer datasets with in situ wave field measurements. Seeing how well wave model hindcast
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perform, this study may be extended for other existing CO2 and DMS datasets [Bell et al.,

2015; Blomquist et al., 2006; Huebert et al., 2004; Marandino et al., 2007, 2008, 2009; Miller

et al., 2009]. However, results will likely not vary much as other datasets do not span a wider

wind speed range than the ones considered here and where taken under lower wind speeds

where there is less discrepancies in k.

CO2 and DMS have dimensionless Ostwald solubilites of ∼1 and ∼20, which strongly

influence the fraction of total transfer resistance represented by bubble-mediated and air-side

mechanisms. The less soluble a gas, the more its air-sea flux depends on the transfer resistance

in the aqueous boundary layer and bubble mediated mechanisms. This explains why kDMS is

smaller than kCO2
at high wind speeds, where wave breaking leads to generation of bubble

clouds, and thus the need for different, single parameter models for gases of different solubilities.

One could a priori expect DMS to be less sea state dependent than CO2 as its increased

solubility means that its transfer velocity depends less on bubble mediated transfer. Weaker

dependence on sea state may account for the increased scatter observed in the relationship

between both the wave-wind and breaking Reynolds numbers and kDMS660 . Sea state,

represented as either the significant wave height or wave age (β = g/(ωpu∗) = RBw(gνw)/u3
∗)

does not reconcile outliers in the SO GasEx and Knorr11 DMS dataset. These suppressed

gas transfer velocities at high wind speeds were observed in high wave height conditions,

i.e. high RHw and more work is needed to understand these observation. Bell et al. [2013]

suggested that air-flow separation at the crests of large waves may suppress the transfer of

gas and explain the low kDMS values treated as outliers here.

Early studies [Toba and Koga, 1986; Zhao and Toba, 2001; Zhao et al., 2003] which relate

breaking conditions, whitecapping, and gas transfer velocities to Reynolds numbers focus

on wind-sea statistics, ignoring the importance of swell. It is typically assumed that wave

breaking is governed by the wind sea component of the wave spectrum, and that properties of

the wind sea partition are most relevant for air-sea processes. This study, however, suggests

that consideration of swell is important for gas transfer. Indeed, considering only the wind-sea
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partition of the wave spectra did not reduce the scatter in k, yielding poor fits that differ

substantially between datasets. Arguably this could be due to the paucity of data collected

under wind-sea conditions especially during SO GasEx or the difficulty of separating wind sea

and swell. More data are needed to verify this. However, non-breaking wave induced mixing

has been shown to significantly contribute to upper ocean turbulence through Langmuir

circulation [Fan and Griffies , 2014; Li et al., 2016]. This suggests mixing that arises from all

components of the wave spectra should be considered. Furthermore, if air-flow separation

over large waves indeed inhibits gas transfer, the swell component needs to be considered.

Reynolds numbers computed from the full spectrum can however not account for this effect.

The Reynolds number parameterizations determined in this study differ from previously

published parameterizations [Woolf , 2005; Zhao et al., 2003] using the wind-sea partition or

the total spectra. This can partially be attributed to the whitecap data used to tune previous

parameterizations. The W parameterization used by Zhao and Toba [2001] overestimates W

measured during both experiments resulting in overestimated gas transfer velocities. The

parameterization of Woolf [2005] underestimates the measured transfer velocities of CO2

though it is loosely based on the relation between W and RHa determined by Zhao and Toba

[2001]. The issue here comes primarily from the relation used between the bubble mediated

transfer and W based on Woolf [1997], but may also be attributed to the expression of the

non-breaking transfer used. The coefficients of the 1997 bubble mediated transfer model are

best guess values which were tuned in Woolf [2005] to match a range of observed functions

given the assumption that wave fetch is the primary controlling parameter for W . The model

may therefore not be adequate for the open ocean. Note also that we established that these

earlier W data and the parameterizations differ greatly from recent observations [Brumer

et al., 2017] in part due to the different techniques employed, and in part due to different

wind/wave environments (pure wind vs. mixed seas, lab or fetch limited vs. open ocean

waves).
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3.5 Conclusion

Consideration of the breaking or wind wave Reynolds numbers allows for improved single

parameter models of the gas transfer velocity of DMS and CO2 relative to wind speed

only parameterizations. The Reynolds number- based parameterizations appear to be more

universally valid, collapsing the data of the GasEx-98, SO GasEx, Knorr11, and HiWinGS

experiments onto closely matching power law dependences, while wind only parameterizations

vary greatly between datasets. For CO2 they also, for the most part, capture slightly more of

the observed variability than the traditional wind only ones. Unlike previous studies that

relied on the combination of unrelated datasets and more or less sound relations between

Reynolds numbers, whitecap fraction and gas transfer velocities, these are the first Reynold

number parameterizations determined directly from concurrent eddy covariance measurements

of gas fluxes and modeled or remotely sensed wave field statistics.

91



Table 3.1: Least square fit results of the wind speed and Reynolds number dependence of the gas
transfer velocity of CO2 referenced to a Schmidt number of 660.

Eq. Experiment Form a n r2 rmse

p1 GasEx-98 k = a(U10N )n 1.06E-01 2.53 0.62 15.44

p2 k = a(U10N )2 + n 3.46E-01 -1.3 0.6 16.43

p3 k = a(U10N )3 + n 3.14E-02 3.48 0.63 15.3

p4 k = a(RHw
)n 7.97E-06 1.11 0.57 16.23

p5 k = a(RBw
)n 2.27E-03 0.79 0.28 22.38

p6 SO GasEx k = a(U10N )n 7.27E-02 2.67 0.25 60.81

p7 k = a(U10N )2 + n 4.79E-01 -11.01 0.25 60.88

p8 k = a(U10N )3 + n 2.80E-02 4.78 0.25 60.86

p9 k = a(RHw
)n 6.10E-04 0.81 0.31 58.96

p10 k = a(RBw)n 5.75E-03 0.73 0.27 60.46

p11 k = a(RHwws
)n 6.72E-04 0.84 0.05 64.43

p12 k = a(RBwws
)n 7.45E-02 0.51 0.01 58.2

p13 Knorr11 k = a(U10N )n 1.15E+00 1.46 0.71 9.23

p14 k = a(U10N )2 + n 2.56E-01 5.78 0.69 10.15

p15 k = a(U10N )3 + n 1.55E-02 11.45 0.64 12.55

p16 k = a(RHw
)n 4.11E-03 0.66 0.64 10.68

p17 k = a(RBw
)n 6.33E-02 0.52 0.9 7.22

p18 HiWinGS k = a(U10N )n 1.07E+00 1.62 0.63 29.87

p19 k = a(U10N )2 + n 3.32E-01 9.23 0.64 29.68

p20 k = a(U10N )3 + n 1.74E-02 18.47 0.61 31.88

p21 k = a(RHw
)n 1.25E-03 0.76 0.69 27.13

p22 k = a(RBw
)n 3.63E-02 0.59 0.66 28.73

p23 k = a(RHwws
)n 2.33E-02 0.57 0.48 34.69

p24 k = a(RBwws
)n 7.73E-02 0.54 0.55 33.01

p25 Combined k = a(U10N )n 4.78E-01 1.91 0.61 29.77

p26 k = a(RHw
)n 2.04E-04 0.88 0.65 29.38

p27 k = a(RBw
)n 9.05E-03 0.69 0.59 31.67

p28 k = a(RHwws
)n 1.64E-02 0.59 0.47 36.66

p29 k = a(RBwws
)n 5.70E-02 0.56 0.53 34.94
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Table 3.2: Least square fit results of the wind speed and Reynolds number dependence of the gas
transfer velocity of DMS referenced to a Schmidt number of 660.

Eq. Experiment Form a n r2 rmse

p30 SO GasEx k = a(U10N)n 7.31E-01 1.25 0.25 5.8

p31 k = a(U10N)2 + n 8.51E-02 3.95 0.2 6.44

p32 k = a(U10N)3 + n 5.69E-03 6.2 0.13 7.81

p33 k = a(RHw)n 3.75E-02 0.44 0.18 5.93

p34 k = a(RBw)n 1.91E-01 0.35 0.25 5.63

p35 k = a(RHwws )
n 8.22E-01 0.21 0.08 6.11

p36 k = a(RBwws )
n 3.72E-01 0.3 0.22 5.62

p37 Knorr11 k = a(U10N)n 6.45E-01 1.4 0.38 6.02

p38 k = a(U10N)2 + n 1.40E-01 2.11 0.34 6.47

p39 k = a(U10N)3 + n 1.11E-02 3.78 0.26 7.3

p40 k = a(RHw)n 7.62E-03 0.56 0.2 6.82

p41 k = a(RBw)n 7.14E-02 0.44 0.39 6.27

p42 HiWinGS k = a(U10N)n 8.23E-01 1.3 0.75 5.67

p43 k = a(U10N)2 + n 1.07E-01 3.78 0.73 6.23

p44 k = a(U10N)3 + n 5.53E-03 6.4 0.65 7.96

p45 k = a(RHw)n 2.28E-02 0.48 0.62 6.97

p46 k = a(RBw)n 5.73E-02 0.47 0.71 6.04

p47 k = a(RHwws )
n 2.80E-01 0.32 0.54 6.97

p48 k = a(RBwws )
n 3.22E-01 0.35 0.63 6.29

p50 Combined k = a(U10N)n 7.42E-01 1.32 0.62 6.51

p51 k = a(RHw)n 1.95E-02 0.49 0.57 6.78

p52 k = a(RBw)n 5.36E-02 0.47 0.63 6.41

p53 k = a(RHwws )
n 9.95E-02 0.39 0.57 7.17

p54 k = a(RBwws )
n 1.29E-01 0.41 0.63 6.64
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Chapter 4

Mechanistic formulations of gas

transfer resulting from wave breaking

Evaluation of existing mechanistic formulations of gas transfer reported in this chapter were

the author’s contribution to Blomquist et al. [2017]. The new framework proposed herein

and corresponding results are not yet finalized for publication.

4.1 Introduction

Surface waves act similar to a “gearbox” coupling the ocean and the atmosphere. Their

breaking has the potential to considerably impact air-sea exchanges and upper-ocean dynamics.

Surface waves gain their energy from the wind blowing over the surface of the ocean and as

they break transfer energy, momentum, heat, and gases from the atmosphere to the ocean.

Breaking also results in wave energy dissipation which leads to enhanced turbulent kinetic

energy in the near surface layer. Indeed, breaking wave dissipation rates have been shown to

be roughly 5–1000 times greater than wall layer scaling [Agrawal et al., 1992; Gemmrich, 2010;

Sutherland and Melville, 2015; Terray et al., 1996]. Additionally, air-entraining breaking

waves foster aerosol production by generating sea-spray and result in bubble clouds that

allow for an additional path way for gas transfer.
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Of particular interest to this study are the enhancements to the turbulent kinetic energy

(TKE) and bubble clouds associated with breaking waves which are thought to promote the

transfer of gases. Large scatter is observed in gas transfer velocities (k) of sparingly soluble

gases at high wind speeds, where wave breaking dominates upper ocean dynamics. This

scatter suggests that k can no longer be modeled as a function of wind speed alone and may

be due to variability in wave breaking. Bubble mediated transfer is known to be important

for sparingly soluble gases such as CO2 and efforts have been made to account for the impact

of bubbles in physical process based models [Fairall et al., 2011; Goddijn-Murphy et al., 2016;

Asher et al., 1996]. However, only one of these models explicitly considers the contribution

of wave breaking turbulence [Asher et al., 1996; Asher and Wanninkhof , 1998]. The recent

HiWinGS cruise provides an unprecedented dataset to test process based models. It also

allows the exploration of an alternative framework to estimate k for gases with different

solubility based on the characteristics of breaking waves.

Section 4.2 provides an outline of the general form of the proposed model followed by a

review of Phillips [1985]’s theoretical framework used to characterize the kinematic, dynamic

and energetic properties of breaking waves as well as the derivation of quantities key to air-sea

gas transfer. In section 4.3 the image analysis technique to extract breaking wave statistics

is described. The wave breaking statistics determined from the HiWinGS imagery are then

presented in section 4.4 after which existing process based models are evaluated and the new

framework is tested. Finally results and limitations of the proposed framework are discussed

in section 4.5.

4.2 Proposed Gas Transfer Model

The model accounts for the contribution of the turbulence driven (kε) and the bubble mediated

(kb) transfers:

k = kε + kb (4.1)
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Various mechanistic approaches were suggested by which turbulence promotes the transfer of

gases. These invoke concepts of surface renewal [Higbie, 1935; Danckwerts, 1951; Lamont

and Scott , 1970; Komori et al., 1993], surface penetration [Harriott , 1962; Atmane et al.,

2004] and surface divergence [McCready et al., 1986; Banerjee and MacIntyre, 2004; Banerjee

et al., 2004; McKenna and McGillis, 2004; Turney et al., 2005] and their ‘ is limited to a

constrained set of environmental conditions. A form of kε was derived from boundary layer

scaling. The flux of gas (Fg) follows Fick’s law of diffusion:

Fg = D
∂C

∂z
=
D

δz
(Cw − αCa) = kε(Cw − αCa) (4.2)

Where D is the diffusivity, δZ a characteristic surface boundary length scale, α the Ostwald

solubility coefficient and Ca, Cw the air and water concentrations, respectively. This allows

to rewrite kε as:

kε =
D

δz
(4.3)

Using the Batchelor length scale δZ ∝
(
νwD2

ε

)1/4

, which is the characteristic turbulent

microscale for a passive scalar [Batchelor , 1959], the following relationship between k and ε

was derived [Banerjee et al., 1968; Kitaigorodskii , 1984]:

kε ∝ (ενw)
1
4Sc−0.5 (4.4)

where νw is the water viscosity, and Sc is the Schmidt number defined as the ratio of the

water viscosity and the mass diffusivity D (Sc = νw/D).

Bubble mediated transfer is typically expressed as function of the bubble volume flux

(Fa) or the void fraction (v) [Woolf , 1997; Woolf et al., 2007]. Two commonly used form are

those suggested by Woolf [1997]. The simplest one is:

kb ∝ Faα
−1

(
1 +

(
Sc−0.5

14α

)1/1.2
)−1.2

(4.5)
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Based on laboratory work by Cipriano and Blanchard [1981], Woolf [1997] first suggests that:

Fa = 6.25×W [m(m2 s)−1] = 2250×W [cm/h] (4.6)

Where W is the total whitecap cover expressed as a fraction. Later in the paper, Woolf uses

Fa = 2450W which is the value adopted by subsequent studies.

The model based on eq. 4.5 does not account for the potential “suffocation” effect of

bubbles within dense clouds. This effect was suggested to arise from the fact that bubbles

evolve within a finite volume of water with relatively small interstitial space which has limited

capacity to take up gases, thus restricting the bubble mediated transfer [Woolf et al., 2007].

An alternate form for kb, labeled as the “dense plume model” was therefor proposed:

kb = W ×X
Fa1%
α

(1 + (Xχ)1/1.2)−1.2

X = αFw1%
/(αFw1%

+ Fa1%)

χ =
Sc−0.5

14α

(4.7)

Fa1% is the volume flux of air for 1% whitecap cover, i.e Fa1% = Fa/W , which Woolf et al.

[2007] set to equal 24.5 cm/h. Fw1%
is the volume flux of water within bubble plume relative

to Fa1% and is related to Fa1% through the void fraction:

v =
Fa1%

Fa1% + Fw1%

. (4.8)

Note that through out this framework, a Schmidt number exponent of 0.5 is used which is

in accordance with open ocean scaling. The exponent was suggested to vary between 1/2 for

wavy, surfactant free conditions to 2/3 for flat, film covered surfaces. It may therefor need

adjustment for coastal applications.
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4.2.1 Phillips’ [1985] Spectral Framework

Laboratory experiments by Duncan [1981, 1983], in which a breaking wave was created by

a hydrophoil towed at constant speed and depth, revealed a relationship between energy

dissipated by steady breaking wave and its speed:

εl ∝
ρwc

5
h

g
, (4.9)

where εl is the energy dissipation per crest length, ρw is the water density, g is the gravitational

acceleration, and ch the speed of a towed hydrofoil which corresponds to the speed of the

breaking crest length ch ∼ cbr.

Phillips [1985] introduced the spectral density of the breaking crest length per unit

area Λ(c), where c is the phase speed. Based on the previously mentioned experiments, he

proposed:

ε =

∫
Sds(c)dc =

∫
b(c)ρwg

−1c5Λ(c)dc (4.10)

where Sds is the spectral dissipation term from the radiative transfer equation that describes

the evolution of the wave field and b(c) is the spectral breaking strength.

For wave numbers larger than the peak, Phillips [1985] further postulated that a spectral

equilibrium exists in which all source terms, i.e. the nonlinear energy flux, wind forcing, and

energy dissipation from breaking waves are in balance, proportional, and of similar magnitude.

This allowed him to derive the following functional form for the spectral dissipation term in

the equilibrium range:

Sds(c) = (4γβ3)I(3p)ρwu
3
∗c
−1 (4.11)
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where γ, β, and p are constants, and I is a directional weight function:

I(3p) =

∫ π/2

−π/2
(cosθ)3pdθ (4.12)

From eq. 4.10 and 4.11, the following form of the breaking crest length distribution emerges:

Λ(c) = (4γβ3)I(3p)b−1u3
∗gc
−6 (4.13)

Which suggest that within the equilibrium range Λ(c) decreases as c−6.

Recognizing the value of the breaking crest length distribution to infer breaking wave

characteristics and subsequently air-sea interaction processes, multiple studies have been

undertaken to obtain direct measurements of both Λ(c) and ε. The first measurements of

Λ(c) were made by Phillips et al. [2001] using a marine radar. Later studies have used digital

video camera to track breaking waves from stable platforms [Gemmrich et al., 2008, 2013;

Schwendeman et al., 2014; Sutherland and Melville, 2013, 2015; Thomson et al., 2009; Zappa

et al., 2012] and planes [Kleiss and Melville, 2010]. Techniques to derive the breaking crest

length distribution from the imagery vary greatly. These are reviewed and discussed in

Banner et al. [2014]. Here the initial velocity method is adopted, in which the phase velocity

c is equated to a fixed reference velocity that corresponds to initial breaker-front velocity of

each breaking event (cbr) as was originally chosen by Phillips [1985]. Following Gemmrich

et al. [2008, 2013], the breaking crest length distribution Λ(cbr) for a given speed range (cb,

cb + ∆c) is then obtained from:

Λ(cbr) =
∑

Lbrtbr/(TA∆cbr) (4.14)

where Lbr is the characteristic breaking segment length, tbr duration of an individual breaking

crest event (based on the time a breaker is tracked in imagery), A is the area of the field of

view and T the total duration of observation.
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4.2.2 Estimating the turbulent kinetic energy dissipation rate

To estimate the turbulent kinetic energy dissipation rate from the breaking crest length

distribution, one unknown remains: the spectral breaking strength b(c). Wave systems

produced in laboratory experiments are narrow-banded and b(c) is assumed to be independent

of scale. It was found to vary with wave steepness [Banner and Peirson, 2007; Drazen et al.,

2008; Melville, 1994]. Ocean waves are however rarely narrow-banded,and modeling studies

suggest that that b(c) may scale with wave age [Banner and Morison, 2010; Romero et al.,

2012].

No measurements of b(c) exist to date. This encouraged to define a scale-independent,

effective breaking strength coefficient (beff ):

beff =
ε

ρwg−1
∫
c5Λ(c)dc

(4.15)

This leads to:

ε(c) = beffc
5Λ(c)/g (4.16)

Reviewing all existing breaking crest length distribution and coinciding upper ocean dissipation

rate measurements, Zappa et al. [2016] determined the following wave-age dependent of beff :

beff = 3.48× 10−3 − 4.69× 10−5 cp
u∗

(4.17)

4.2.3 Estimating the Bubble Volume flux and Void fraction

Estimation of the bubble volume flux and void fractions are based on relations determined

from novel direct numerical simulations (DNS) of three-dimensional breaking waves that

resolve bubble scales [Deike et al., 2016]. One of the key finding from this DNS study is that

total volume of air entrained by a breaking wave (Va) is directly proportional to the breaking
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crest length (Lbr) and the breaking speed to the power 5:

Va = Bbeff
Lbrc

5
br

Ubg2
(4.18)

Where B is a dimensionless constant, and Ub is a dissipation-weighted vertical mean velocity

which corresponds to the average rise velocity of the bubble plume. This relation stems from

the core assumption that the global (integrating over space and time of the event) work done

against buoyancy forces in entraining the bubbles is proportional to the mechanical energy

dissipated where B is the proportionality factor. Ub scales as the rise velocity in clean water

[Woolf and Thorpe, 1991] of a bubble of radius equal to the mean of the bubble distribution.

Not knowing the bubble distribution, a constant Ub equal to 10 cm s-1 is assumed here based

on Asher et al. [1997].

From eq. 4.18, a volume flux per unit area (Fa) can be estimated by summing the total

volume of air entrained by each breaker observed during a single video recording and dividing

by the area of the field of view (A) and the total time of observations (T ).

Fa =

∑
Va

AT

= beffB

∑
Lbrc

5
br

ATUbg2

(4.19)

Alternatively, FA may be expressed as a combination of the fifth moment of the breaking

crest length distribution and the breaking duration (τbr):

Fa =
beffB

Ubg2

∫
1

τbr(c)
Λ(c)c5dc (4.20)

This form assumes that the duration of the breaker is a function of the breaker speed. As

proposed by Kleiss [2009], based on laboratory and field data [Thorpe and Hall , 1983; Rapp

and Melville, 1990], τbr can be related to the period of the breaking wave which may be
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expressed in terms of the phase speed c via the deep water dispersion relation:

τbr ∝
2π

g
c (4.21)

The phase speed of the breaking wave has been shown to be closely related to the speed of

the breaking crest cbr with cbr/c ∼ 0.8− 0.9. Kleiss [2009] suggest τbr = 0.25cbr.

Top View 

L
br

c
br 

t
br

c
br 

Figure 4.1: Sketch illustrating the assumption that the swept out area is related to the length of
breaking Lbr, the translation cbrtbr

The void fraction for a given breaking wave (vbr) can be estimated from Va, the surface

area of active breaking (Abr), which is proportional to the breaking crest length times the

“swept out” length of the breaker (Lbr × cbrtbr, see Figure 4.1), and the depth of the bubble

plume (h):

vbr =
Va
Abrh

= beff
B

Ubg2

Lbrc
5
br

Lbrcbrtbrh

= beff
B

Ubg2

c4
br

tbrh

(4.22)

The time averaged void fraction is then:

v =

∑
vbrtbr
T

(4.23)
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Side view of a plunging breaker
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c
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Figure 4.2: Sketch of the assumed geometry of (a) a plunging breaker, and (b) the subsequent
bubble plume.

The bubble plume depth remains elusive, but may be assumed to be proportional to the

significant wave height of the wind-sea (Hsws) or to the “swept out” length of the breaker

(cbrtbr). Figure 4.2 illustrates the assumed geometry of a plunging breaker and the subsequent

bubble plume. The two estimates are then given by:

1. assuming h ∝ Hsws [e.g., Rapp and Melville, 1990; Lamarre and Melville, 1991; Baldy

and Bourguel , 1987]:

v1 ∝
beffB

HswsTUbg
2

∑
c4
br. (4.24)

2. assuming h ∝ cbrtbr [e.g., Deike et al., 2016]:

v2 ∝
beffB

TUbg2

∑ c3
br

tbr
. (4.25)

Note that both forms are independent of the breaking crest length and cannot be expressed
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in terms of moments of the breaking crest length distribution.

4.3 Data Analysis Methods

Description of the data sets can be found in sections 2.2.2, 2.2.3, and 3.2.4. The high frequency

visible imagery taken during the HiWinGS field campaign will be exploited further here in

combination with the CO2 and DMS gas transfer velocity estimates obtained during the

cruise.

4.3.1 Tracking breaking crests

As for determining the total whitecap fraction (see section 2.3.1), all background gradients

present in the images were removed prior to any further analysis. The images were then

corrected for lens distortion and re-projected using the roll, pitch and yaw angles measured

by the IMUs. Finally, they were interpolated onto a regular grid with pixel resolution of 0.1

m. The area of the field of view A was ∼1100 m2 and the total duration of observation T

was around 19 minutes. The first 1000 frames of each run was ignored due to an apparent

drift in the IMU data each time the instruments were started up.

The breaking crest lengths were tracked following the method developed by Gemmrich

et al. [2008]. In order to bring out the advancing side of the whitecap two consecutive rectified

and projected images are differenced. As whitecaps are brighter than the background, the

advancing front is distinguishable by high positive values, while the rear side is negative in

the differenced image. The differenced images are thresholded based on image intensity (I)

using I/max(I) > 0.6 and transformed into binary images where the breaking crests have

pixels equal to 1 and the rest is set to 0.

Using Matlab’s image processing toolbox, a series of morphological operations are then

applied to the binary frames to insure that crest do not contain holes and to link crests

that are close together into a single one. Finally, each crest is identified and approximated‘
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as ellipse. This allows to determine the coordinates of the center of mass (xi, yi) of each

crest, as well as the length major and minor axis (Li, mi, respectively), their area (Abr), and

orientation φi.

At this stage crests that have an area smaller than 1.5 m2 are removed. The remaining

crests are then tracked from one differenced frame to the next. Matching the crests in

consecutive differenced frames is based on:

1. propagation direction of the centers of mass of ± 90◦ relative to the ship’s orientation

which was pointed into the wind.

2. a propagation speed less than 1.2 times the phase speed of the waves at spectral peak.

3. change in area and major axis length less than 25%

4. orientations of the major axes within 15◦

Theoretical minimum detectable crest advancement speed is dictated by the pixel resolution

and the frame rate. A pixel resolution of 0.1 m at 20 Hz would only allow to track waves

traveling at a speed greater than 5 m s-1. Therefore the imagery was down-sampled to 10 Hz,

reducing the resolvable propagation speed to 1 m s-1. Note howevver that the coordinates of

the center of masses are determined withing fractions of pixels propagation speeds smaller

than 1 m s-1 can result from the analysis.
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4.4 Results

4.4.1 Breaking crest length distributions

(a) (b)

Figure 4.3: (a) Breaking crest length distributions and (b) their fifth moment as a function of the
breaking crest speed color-coded by wave age (

cp
u∗

).

Figure 4.3a shows the breaking crest length distributions as a function of the breaking speed

computed from the HiWinGS data set color-coded by wave age ( cp
u∗

). Figure 4.3b shows their

fifth moment. Also shown are some of the previous breaking crest length determined from

visible imagery. The first field measurements of Λ(c) were made by Phillips et al. [2001] using

backscatter measurements from and X-Band radar (not shown). Later Kleiss and Melville

[2010] used air-borne imagery taken during the 2004 GOTEX experiment off the Pacific coast
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of southern Mexico in the Gulf of Tehuantepec. The waves observed during GOTEX were

fetch limited and wave ages ranged from 8 to 31 under wind speeds of 10 to 25 m s−1.

Two further open ocean datasets were gathered by Gemmrich et al. [2013] from R/P

FLIP in 2008 in the Santa Barbara Channel (SBC) and in 2009 in the Pacific Ocean (PO)

south of Hawaii during the Office of Naval Research (ONR)-sponsored Radiance in a Dynamic

Ocean (RaDyO) experiments [Zappa et al., 2012]. A characteristic breaking crest length

distribution from each of the RaDyO experiment was re-produced by Banner et al. [2014]

and is shown in Figure 4.3. Young seas with mean wave age of 22.3 (18.3 < cp
u∗
< 25) were

observed in SBC under varying wind speed where diurnal sea breezes led to U10 of up to

12 m s−1. In contrast, closer to fully developed wind-seas were recorded in PO with mean

wave age of 48.1 (45 < cp
u∗
< 51.7) under wind speeds averaging around 9.1 m s−1. Note that

a sea is considered fully developed when the energy flux inputted by the wind equal that

lost by dissipation which occurs at cp/u∗ ∼ 35 [Steele et al., 2009] or cp/U10 ∼ 1.2 assuming

u∗/U10 ∼ 0.035.

Schwendeman et al. [2014] extracted breaking crest length distributions from shipboard

imagery taken in 2011 in the Strait of Juan de Fuca, north of Sequim, Washington, aboard

the R/V Robertson. They observed a developing young wind sea ( cp
u∗
∼ 10) in a strongly

forced, short fetch environment with wind speeds ranging from 9.7 to 18.0 m s−1.

The last dataset is that published by Sutherland and Melville [2015] which combines

measurements made in the North Pacific Ocean aboard R/P FLIP, during the 2010 ONR-

sponsored High Resolution Air–Sea Interaction (HiRes) and the 2009 RaDyO experiments

and those taken off the Southern California coast (SoCal) in 2010. Low to moderate wind

conditions were observed during SoCal with wind speeds up to 9 m s−1, while strong winds of

up to 17 m s−1 were recorded during HiRes. Wave ages reported by Sutherland and Melville

[2015] range from ∼34 to ∼250, but only data for cp
u∗
< 80 are plotted here.

Note that much younger seas and higher winds were sampled during HiWinGS than

during most of the previous field experiments outlined above. It is also important to note
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that different analysis techniques were used by the different groups. Only the two RaDyO

datasets reported in Gemmrich et al. [2013] and Banner et al. [2014] were analyzed with

the technique used here. The discrepancies arising from the various analysis techniques and

choices in independent variables (in particular cbr) used to compute the breaking crest length

distributions were highlighted by Banner et al. [2014] and will not be discussed further here.

Nevertheless, these systematic differences have to be taken into consideration when comparing

the breaking crest length distributions plotted here.

As noted by Banner et al. [2014], measurements of Λ(c) have not provided definite support

for Eq. 4.13, and departures from the -6 power-law exponent of c in the equilibrium range

have been reported. The slope of the equilibrium tail of the breaking crest length distributions

determined from the current analysis of the HiWinGS data set appears often less steep than

stipulated by Eq. 4.13.

4.4.2 TKE dissipation, active breaking coverage, bubble volume

flux and void fraction

The turbulent kinetic energy dissipation rates computed from the breaking crest length

distributions span almost 2 orders of magnitude and is seen to increase with wind speed as

expected (Figure 4.4). However, there appears to be much scatter in the derived ε leading to

low correlations with both U10N and W (r2 = 0.33 and r2 = 22, respectively). The breaking

and wave-wind Reynolds numbers appear to capture more of the variability in ε (43% and

44%, respectively). The bubble volume flux (Figure 4.5) equally increases with wind speed.

It correlates very poorly with the total whitecap coverage (r2 = 0.22). Dividing Fa by the

observe W , an average Fa1% of 1.39 ×105 cm hr−1 is found. This is 56.74 times larger than

that suggested by Woolf [1997]. The breaking and wave-wind Reynolds numbers are able

to capture 41% of the variability in Fa. The void fraction computed according to Eq. 4.24,

with a proportionality constant equal to 1, does not appear to scale with any wind or wave

field statistics. It ranges from 0.015 to 0.59 and averages around 0.18.Using Eq. 4.25 leads
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to comparable results (no shown). The turbulent kinetic energy dissipation rate and the

bubble volume flux are highly correlated to active whitecap coverage WA (Figure 4.7). WA is

computed from the first moment of Λ(c) and the breaking duration τbr and is proportional to

the second moment of Λ(c) [Kleiss and Melville, 2010]:

WA =

∫
τbrΛ(c)cdc

∼ 0.25

∫
Λ(c)c.2dc

(4.26)

WA is able to capture 48% of the variability in the void fraction. However, unlike suggested

by previous studies, WA does not appear to vary much with wind speed. Estimates of WA for

wind speeds under 15 m s−1 match levels determined in previous studies but is an order of

magnitude smaller at higher wind speeds. It is not clear at this stage whether the observed

discrepancies are an artifact of the image analysis techniques. Kleiss and Melville [2010]

computed WA from the breaking crest length distribution (their Eq. 20 and 21) and from

thresholded images (their Eq. 18 and 19). Scanlon and Ward [2016] crowd-sourced their image

analysis and WA was determined by eye based on brightness, texture and shape guidelines

[Scanlon and Ward , 2013]. Measurements in Kleiss and Melville [2010] and [Scanlon and

Ward , 2013] were done at wind speeds reaching up to ∼20 m s−1.
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(a) (b)

(c) (d)

Figure 4.4: The turbulent kinetic energy dissipation rate (ε) plotted as a function of (a) the 10 m
neutral wind speed, (b) the total whitecap coverage, (c) the wave-wind Reynolds number computed
using the significant wave height of the onmi-directional spectra and (d) the Breaking Reynold
number computed using the peak angular frequency of the onmi-directional spectra. The small dots
represent statistics computed from individual 20 minute videos and the red dots are averages over
equi-density bins. The red dashed line is the best power law fit.
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(a) (b)

(c) (d)

Figure 4.5: The bubble air volume flux (Fa) plotted as a function of (a) the 10 m neutral wind speed,
(b) the total whitecap coverage, (c) the wave-wind Reynolds number computed using the significant
wave height of the onmi-directional spectra and (d) the Breaking Reynold number computed using
the peak angular frequency of the onmi-directional spectra. The small dots represent statistics
computed from individual 20 minute videos and the red dots are averages over equi-density bins.
The red dashed line is the best power law fit.
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(a) (b)

(c) (d)

Figure 4.6: The turbulent Void fraction (v) plotted as a function of (a) the 10 m neutral wind speed,
(b) the total whitecap coverage, (c) the wave-wind Reynolds number computed using the significant
wave height of the onmi-directional spectra and (d) the Breaking Reynold number computed using
the peak angular frequency of the onmi-directional spectra. The small dots represent statistics
computed from individual 20 minute videos and the red dots are averages over equi-density bins.
The red dashed line is the best power law fit.
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(a) (b)

(c) (d)

Figure 4.7: The active breaking coverage (WA) plotted as a function of (a) the 10 m neutral
wind speed, (b) turbulent kinetic energy dissipation rate plotted against WA, (c) the bubble air
volume flux plotted against WA and (d) void fraction plotted against WA. The small dots represent
statistics computed from individual 20 minute videos and the red dots are averages over equi-density
bins. The red dashed line is the best power law fit.
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4.4.3 Previous process based models of gas transfer

Figure 4.8: Gas transfer velocities of CO2 and DMS referenced to a Schmidt number of 660
plotted against the neutral 10 m wind speed. The blue squares and brick colored triangles represent
the bin averaged measured velocities of CO2 and DMS, respectively. The thin dashed black lines
show the NOAA/COAREG output using the original formulation with the W parameterization
of Monahan and O’Muircheartaigh [1980]. The solid black lines show the output of the updated
NOAA/COAREG with the wind-speed only parameterization determined from the HiWinGS dataset
Blomquist et al. [2017].

NOAA’s Coupled Ocean-Atmosphere Response Experiment Gas transfer algorithm (COAREG)

is the first of the existing process based model evaluated here. It incorporates parameteri-

zations of the air-side and the water-side transfer as well as the bubble mediated transfer.

The formulation of the latter is based on Eq.4.5 with Fa = 2450W . It was originally tuned

using the whitecap parameterization by Monahan and O’Muircheartaigh [1980] which has a

greater than cubic wind speed dependency. The HiWinGS data, however, show a near linear

dependence of W on U10N as seen in Chapter 2 (Figure 2.9a and Table 2.5). This led to an

overestimate of the gas transfer velocities, especially at wind speeds above 20 m s−1 (Figure

4.8). Using the wind speed only W parameterization determined from the HiWinGS dataset

and adjusting the proportionality coefficient in Eq.4.5 (BCOAREG) leads to improved results
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for both CO2 and DMS (Figure 4.8). The wave-wind Reynolds number W parameterization

further allows to capture more of the observed variability in the gas transfer velocities.

Three other process based models exist in the literature. Asher and Wanninkhof [1998],

hereafter A98, proposed a model that includes not only bubble effects, but also enhanced gas

transfer arising from wave breaking generated turbulence. It assumes the following functional

form:

k = kM(1−Wf ) +WfkT +WfkB (4.27)

where Wf = W/100, kT is the transfer velocity due to turbulence generated by wave breaking

and kM is the contribution of turbulence generated by all other processes. In A98, kB is

parameterized following Merlivat et al. [1993]:

kB = [
a1

α
+ b1α

−mSc−n] (4.28)

kT is a constant modulated only by Sc (kT = 1.152× 10−5Sc−1/2) and kM is expressed as a

linear function of wind speed equally modulated by the Sc (kM = 47U10Sc
−1/2). Coefficients

for Eq. 4.28 were estimated from lab experiments for both invasion and evasion.

As can be seen in Figure 4.9(a, b), A98 overestimates the gas transfer velocity of CO2

and DMS for wind speeds over ∼12 m s−1. The bubble-mediated transfer modeled by A98 is

smaller than COAREG’s (Figure 4.9(c, d)), but the non-wave breaking inter-facial transfer

is larger such that ignoring the wave breaking turbulence mediated transfer ((kT − kM)Wf )

A98 closely follows COAREG and the data for CO2, but not for DMS.

Liang et al. [2013], hereafter L13, proposed another formulation of the bubble mediated

transfer of sparingly soluble gases to be used in combination with the air and water-side

resistances of COAREG:

kkL13 = 1.98× 106u2.76
∗w (Sc/660)−2/3 (4.29)
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where u∗w is the water-side friction velocity (u∗w =
√
ρa/ρwu∗). L13 has no solubility

dependence and is not adequate for DMS. It also over estimates the gas transfer velocity of

CO2 as kkL13 exceeds COAREG’s for U10 > 17 m s−1.

More recently, Goddijn-Murphy et al. [2016], hereafter GM16, put forward a hybrid model

that uses the bubble-mediated transfer parameterizations suggested by Woolf [1997] and

Woolf et al. [2007] (Eqs. 4.5 and 4.7) with a proportionality coefficient equal to 1 and

Fa = 2450W . The non-bubble mediated transfer in GM16 is parameterized as a linear

function of wind speed based on a linear fit through k660 measurements of DMS for wind

speeds between 2 and 13 m s−1 (k0 = 2.6U10 − 5.7). While GM16 successfully capture the

magnitude of DMS gas transfer, it severely underestimates that of CO2 due to its bubble

mediated transfer being too small.
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(a) (b)

(c) (d)

Figure 4.9: The gas transfer velocities measured during HiWinGS of (a) CO2 and (b) DMS as
well as the modeled bubble mediated transfer velocities for (c) CO2 and (d) DMS all referenced
to a Schmidt number of 660 plotted against the 10 m neutral wind speed. Plotted over the data
(black dots) are existing process based gas transfer models: in blue, labeled L13, that of Liang et al.
[2013]; in orange, labeled GM16, that of Goddijn-Murphy et al. [2016]; in yellow, labeled A98, that
of Asher and Wanninkhof [1998], and in purple the COAREG [Fairall et al., 2011] updated based
on HiWinGS by Blomquist et al. [2017]. The magenta crosses show the transfer velocities given by
A98 without the wave breaking turbulence contribution.
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4.4.4 Testing the proposed framework

To test the proposed framework outline in Section 4.2, a linear regression was performed with

the measured gas transfer velocities of CO2 and DMS and the right hand sides of Eq. 4.4

and Eq. 4.5 which will be referred to as Kε and Kb1χ , respectively. Note that the bubble

mediated transfer Kb1χ is solubility and gas dependent. The turbulent transfer component

is Schmidt number (diffusivity) dependent and in this case gas independent as the transfer

velocities are all scaled to Sc = 660. Solving:

k = aKε + bKb1χ (4.30)

gives a = 0.34 and b = 0.06. Results are shown in Figure 4.10a. Output of the COAREG

algorithm for matching measurements are shown in Figure 4.10b allowing to evaluate the

relative performance of the mechanistic model proposed by Eq. 4.1. Equation 4.30 is only

able explain 45% of overall variability in the gas transfer velocities. The correlations to the

transfer velocities of CO2 and DMS individually are worse, particularly for DMS. In contrast

COAREG is able to reproduce 79% and 91% of the transfer velocities of CO2 and DMS,

respectively. Using the right hand side of Eq. 4.7, with the void fraction estimated based on

Eq. 4.24 instead of Kb1χ leads to very poor overall correlations (r2 ∼ 0.1) on account of the

large scatter in the void fraction estimates.
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(a) (b)

Figure 4.10: The measured gas transfer velocities of CO2 (blue) and DMS (brick) measured during
HiWinGS, referenced to a Schmidt number of 660, plotted against (a) the model proposed in Eq.
4.1 and (b) the NOAA/COAREG.

4.5 Discussion

Several sources of uncertainties remain in the estimation of the breaking crest length distri-

bution and the derived breaking statistics. As the cameras set up on the R/V Knorr were

set up looking at the breaking wave at an incidence angle of ∼65◦, the 3D nature of oceanic

waves may have led to parts of the breaking crest to be hidden from the cameras’ view.

This was likely less of a problem in previous datasets as those acquired from the R/P Flip

[Gemmrich et al., 2013; Sutherland and Melville, 2015] or from airborne imagery [Kleiss and

Melville, 2010] in which camera were mounted to look straight down onto the ocean surface.

The displacement of breaking waves with shorter wavelength than the underlying long waves

is advected by than the orbital motion of long waves. In order to extract the phase speed

of the breaking wave which is what Phillips [1985]’s spectral framework calls for, a Doppler

correction has to be applied to the estimates derived from the imagery [see Gemmrich et al.,

2013; Kleiss and Melville, 2010]. To do so requires knowledge of the long wave amplitude (a)
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and frequency (ω) [Gemmrich et al., 2008]. Ideally, these should be measured locally such as

by a Riegl altimeter located close or within the field of view of the camera. Such data was

not available for the whole duration of the HiWinGS experiment, instead the correction was

made based on spectral properties derived from the WAVEWATCH-III hindcast. It worth

noting however, that the Doppler correction was shown to produce only modest changes to

breaking crest length distribution [Gemmrich et al., 2013]. Another source of uncertainty

arises from the limited field of view of the imagery which does not always allow to track the

full life-cycle of a breaking wave. Estimation of the duration of a breaking event therefore

relies on the assumption that it is proportional to the period of the breaking wave (see Eq.

4.21).

The formulations of the bubble air volume flux and void fraction contain several unknowns.

The first unknown is the bubble cloud constant B was set to 0.1 in accordance to Deike

et al. [2016, 2017]. B was determined from laboratory data from Duncan [1981], Lamarre

and Melville [1991] and Deane and Stokes [2002] for time averaged volumes of air entrained

V̄ by a single breaking wave ranging several orders of magnitude (10−7 < V̄ < 10−1 m3).

The relationship however does not hold for V̄ < 10−5 m3 and it is unclear how these scale

for open ocean conditions. The other unknown is the dissipation-weighted vertical mean

bubble plume rise velocity (Ub). A constant Ub of 10 cm s−1 was assumed in the analysis

presented above. It corresponds to the rise terminal rise velocity of clean bubble of radius

of 450 µm according to Woolf and Thorpe [1991]. It is of the same order of magnitude as

the rise velocity measured in a tank by [Asher et al., 1997] which average within the first 6

seconds around 8 cm s−1 in sea-water.

Deike et al. [2017] found the following relationship for the dissipation-weighted velocity

Ub:

Ub ∼ h/τbr (4.31)

where h is the height of the wave at the time of breaking. While h is not measured directly it

may be approximated as the significant height of the wind-sea (Hsws). The proportionality
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factor has however yet to be established. Since

Hsws

is on the order of 0.1-8 m and τbr on the order of 1-10 s, a proportionality coefficient equal to

1, as suggested by Deike et al. [2017], would lead to rise velocities ranging from a couple of

centimeters a second to over a meter a second which is clearly too high. Equation 4.31 allows

to re-write Eq. 4.20 as:

Fa ∝
beffB

Hswsg
2

∫
Λ(c)c5dc (4.32)

This form, however, offers no advantage over Eq. 4.20 in terms of uncertainties as the

proportionality coefficient remains unknown and leads to more scattered estimates of Kb1χ .

The functional form of the proposed model for k (Eq. 4.1) is a linear combination of

parameterizations of transfer velocities arising from different processes. As such, it follows

the form adopted by previous studies outlined in section 4.4.3. Unlike in COAREG, it does

not take into account the air-side transfer and may therefore only be applicable to sparingly

soluble gases. This could also explain its poorer performance for DMS. No distinction is

made between the turbulence mediated transfer due to wave breaking and other processes as

is done in Asher and Wanninkhof [1998]. This is because computing the dissipation using

the effective breaking strength gives an integrated estimate of the turbulence in the upper

ocean at the given whitecap coverage. Indeed, beff was determined from the combination of

breaking crest length distribution estimates and measures of the upper ocean turbulence that

include both the wave breaking turbulence injection and the background turbulence [Zappa

et al., 2016]. The form of the bubble mediated transfer used in Asher and Wanninkhof

[1998] could not be used for this study because 1) a wider variety of solubility have to be

considered to estimate the coefficients and there are more unknowns than gases available, and

2) accounts for wave breaking only via W . Asher and Wanninkhof [1998] developed their

model using laboratory W which may have led to unrealistic estimates of both the bubble
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and the wave breaking turbulence mediate transfers (Wkb and WkT in Eq. 4.27) . However,

one could easily use Eq. 4.28 with the coefficients determined by Asher and Wanninkhof

[1998] to estimate Kb1χ in Eq. 4.30.

Both Woolf [1997], Woolf et al. [2007] and Goddijn-Murphy et al. [2016] assumed that the

left and right hand side terms of eq. 4.5 are equal rather than proportional. In the NOAA-

COAREG algorithm [Fairall et al., 2011] the proportionality constant (BCOARE) was originally

tuned to the SO GasEx data and set to 1.8. Note that there are two tunable parameters in

the NOAA-COAREG algorithm’s formulation of the water-side transfer coefficient: one for

the bubble mediated and another for the turbulent molecular component. These empirical

adjustement factors cannot be set independently and further depend on the choice of the W

parameterization used. The original value of BCOARE was determined using the Monahan and

O’Muircheartaigh [1980] W parameterization which we have shown to highly over estimate W

at high wind speeds. Based on the HiWinGS data set, Blomquist et al. [2017] updated both

tuning parameters and found BCOARE = 3.8 provides better model results. The proportional

factor b found through regression in Section 4.4.4 is 0.06 is consistent with BCOARE given

that the bubble air volume flux estimated from the breaking crest length distribution is

56.74 times bigger than that assumed in COAREG. Indeed, 56.74 × 0.09 = 5 ∼ BCOARE

(BCOARE× 2450 W ∼ 0.06 Fa).

The proportionality coefficient a that multiplies Kε to give kε is very close to that

determined in previous studies. The study by Zappa et al. [2007] which is based data collected

in a large tidal river, a macro-tidal estuary and from a coastal ocean site as well as in a

“model” saltwater ocean at Biosphere 2 (Oracle, AZ USA) suggested a = 0.4. The first open

ocean verification of the functional form of kε suggest a = 0.12-1.46 depending on the depth

at which the turbulent kinetic dissipation rate measurements were taken and the approach

used to extrapolate these measurements to the surface [Esters et al., 2017]. Note that in

this study different values of a were determined for CO2 and DMS as the transfer velocities

of these gases cannot be reconciled without taking bubble mediated transfer into account.
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While fitting the transfer velocities separately may have led to improved fir statistics, it would

defeat the goal of finding an unified model for both gases.

Although the assumed functional form follows the typical approach used in other process

based models, it may not be entirely correct. Indeed, it is not the gas transfer velocities

that should be combined linearly, but rather the bubble and turbulence mediated fluxes

(Fg = Fε + Fb). The partial pressure of a gas within a bubble is higher than that in the

atmosphere due to the pressure caused by the surface tension of the bubble skin, which can

be estimated from the Young–Laplace equation and hydrostatic pressure of the surrounding

water. Estimation of this excess pressure a bubble requires knowledge of the bubble size

distribution as a function of depth and time.
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Chapter 5

Conclusion and Future work

5.1 Key Outcomes

The dependence of the whitecap coverage on wind and wave field characteristics was evaluated

in Chapter 2 based on measurements acquired during the Southern Ocean Gas Exchange (SO

GasEx) and the High Wind speed Gas exchange Study (HiWinGS) projects. High frequency

ship-borne visible imagery were analyzed along side concurrent in situ eddy covariance flux

measurements and wave field observations complemented by a WAVEWATCH-III® hind

cast. The HiWinGS data set represents the first ship-borne measurements of W under

sustained wind speeds (U10N) of 25 m s−1, extending the validity range of wind and wave

dependent W parameterizations. Treating both datasets individually or as a combined

dataset allowed critical assessment of the universality of the parameterizations obtained.

A thorough literature review further provides a reference base for the results. There is

remarkable inter-dataset agreement of the average dependence of W on wind speed alone

and on wave-wind Reynolds numbers. The data further shows good agreement with two

previous studies [Goddijn-Murphy et al., 2011; Salisbury et al., 2013] both for the wind-speed

only and the wave-wind Reynolds number dependence of W . An important common trait

of these studies is the use wind statistics that account for atmospheric stability effects.
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While wind-speed-only models capture more of the observed W variability than Reynolds

number parameterizations, the latter display is better inter-dataset agreement for both the

current and the aforementioned previous studies. When expressing W in terms of wave field

statistics only or wave age, larger scatter is observed and there is little agreement between

SO GasEx, HiWinGS, and previously published data. The data also does not support the

use of a multi-parameter model based on the combination of non-dimensional numbers that

incorporate both wind and wave field variables. An interesting feature of the high wind

speed measurements is the apparent leveling off of W for wind speeds above 18 m s−1. The

data suggest that W does not exceed 10% when averaged over 20 minutes to 1 hour. Such a

leveling off had been previously proposed based on a small data sample and more data is

needed to corroborate these observations.

Having recognized the usefulness of wind and wave related Reynolds numbers for use in

simple single parameter models of wave breaking related processes such as W , Chapter 3

explores their applicability to air-sea gas transfer. Four distinct open ocean data sets were

analyzed: GasEx-98, SO GasEx, Knorr11, and HiWinGS. These data cover a wide range of

environmental conditions and the measured gas transfer velocity of CO2 differ considerably:

both SO GasEx and GasEx-98 display a cubic wind speed dependence, while the HiWinGS

dataset displays a quadratic dependence. Expressing the gas transfer velocity, k as a function

of breaking and wave-wind Reynolds numbers, RB and RH , respectively, allowed to collapse

the three open ocean datasets. This is the first successful approach to reconcile diverging

CO2 gas transfer measurements. It highlights the necessity of taking into account sea state

when estimating the transfer of sparingly soluble gases such as CO2. In contrast, for DMS,

parameterizations based on wave-related Reynolds number or wind speed alone perform

comparably well. This is because DMS is more soluble than CO2 and bubble-mediated

exchange associated with wave breaking accounts for only a small fraction of the net air-sea

transfer of DMS.

In Chapter 4, various physically based parameterizations were tested and a novel framework
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was put forward to model gas transfer in the open ocean in the presence of breaking waves.

NOAA’s Coupled Ocean-Atmosphere Response Experiment Gas transfer algorithm was

updated based on the whitecap coverage presented in Chapter 2 and the gas transfer

velocities of CO2 and DMS measured during HiWinGS. Shortcomings of other physically

based parameterizations were revealed. The proposed framework incorporates both the

turbulence and bubble mediated transfer. It is based on various statistics determined from

the breaking crest length distribution, such as the turbulent kinetic energy dissipation rate,

the bubble volume flux and the void fraction. In the last decade multiple field campaigns

have aimed to apply the spectral framework proposed by Phillips [1985] to quantify wave

breaking properties. They have provided a robust link between the breaking crest length

distribution to the turbulent kinetic energy dissipation rate. Only recently has a study

extended the application of the Phillips [1985] framework allowing estimations of bubble

cloud properties from the breaking crest length distribution. This study is based on DNS

and laboratory observations and many sources of uncertainties remain. It was applied to the

HiWinGS data but we currently lack the necessary field measurements to corroborate the

results. Nevertheless, the novel mechanistic approach to model gas transfer shows promise

and will be explored further.

5.2 A proposal for future work

The necessity of including surface gravity waves in climate models to improve the representa-

tion of upper ocean dynamics has become evident and recent efforts have led to significant

advances in model development. However, studies to date have solely focused on the physical

impact of wave induced mixing on the mixed layer [e.g., Wu et al., 2015; Belcher et al.,

2012; Li et al., 2016]. The proposed study will be a first effort to address the biogeochemical

impacts of wave induced mixing. It will build on the understanding of the impact of the wave

field and wind-wave breaking on gas transfer developed in this dissertation. In particular,
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it will take advantage of the improved gas transfer velocity parameterizations developed

from the analysis of concurrent sea state, wave breaking and gas flux measurements taken

during the HiWinGS, SO GasEx and GasEx-98 experiments. Two parametric forms will be

considered:

1. Expressing k as a power-law function of wave-wind and breaking Reynolds (Re) num-

bers: k = aReb which results in better inter-dataset agreement than wind-speed only

parameterizations.

2. Expressing k as a function of the upper ocean turbulent kinetic energy dissipation rate

(k ∝ (ενw)
1
4Sc−0.5). This functional form is based on turbulent transport arguments

[Lamont and Scott , 1970; Banerjee et al., 1968; Kitaigorodskii , 1984] and was previously

demonstrated to be valid in low to moderate winds [Zappa et al., 2007; Esters et al.,

2017]. Its validity in high wind and strong breaking wave conditions was demonstrated

in the previous chapter based on ε determined from breaking crest length distributions .

Choice of gas transfer parameterization has been shown to significantly impact global and

regional fluxes [e.g., Boutin et al., 2002; Fangohr and Woolf , 2007; Wrobel and Piskozub, 2016].

It is therefore essential to update current default wind speed only parameterization in climate

models and assess the model sensitivity to these new, wave dependent, parameterizations.

The proposed study will be the first first to assess the impact of these novel wave dependent

parameterizations, thus constraining uncertainties caused by parameterization choice. This

could provide valuable guidance as to the processes necessary to include in future Coupled

Model Intercomparison Projects.

Waves contribute to upper-ocean turbulence not only through their breaking, but also

via Langmuir circulation, Stokes drift interaction with the Coriolis force, and stirring by

non-breaking waves [Wu et al., 2015]. Poor representation of wave mixing in ocean and

climate models leads to systematic and substantial errors in the modeled mixed layer depth

(MLD) as well as surface and subsurface temperatures [Shu et al., 2011]. Taking into account
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even only non-breaking wave induced vertical mixing results in a more realistic upper ocean

thermal structure and MLD [Qiao et al., 2004; Song et al., 2012; Qiao et al., 2010]. Langmuir

turbulence has also been shown to have significant impacts leading to enhanced ventilation

in the Southern Hemisphere and warming of the subsurface water over the majority of the

global ocean thus reducing both MLD and subsurface ocean temperature biases [Belcher

et al., 2012; Li et al., 2016]. Variations in the mixed layer stratification are strongly linked

to variations in the vertical structure of state variables of the carbonate system which have

significant implications on the pCO2w and thereby on the air-sea gas flux [Fan and Griffies ,

2014; Arruda et al., 2015; Mahadevan et al., 2004].

While it takes about a year for the mixed layer to equilibrate its pCO2 with the atmosphere,

the solubility pump operates over much longer timescales. On climate timescales the main

rate-limiting process for air-sea gas exchange is the transfer of carbon between the upper

mixed layer and deep waters and the solubility pump becomes important. To what extent it

is affected by wave induced mixing has yet to be established.

Taking advantage of current modeling advances of coupling wave models to earth system

models (ESM) and recent field measurements analyzed in this dissertation, I am proposing

to:

1. Evaluate model sensitivity to gas transfer velocity parameterizations. This will addressed

by incorporating wave dependent parameterizations derived from HiWinGS, Knorr11,

SO GasEX, and GAsEX-98 datasets (see parametric forms enumerated above) and

compare output to that obtained when using the traditional wind only parameterizations

[e.g., Wanninkhof , 1992].

2. Investigate how wave induced changes in mixed layer properties impacts the evolution

of surface and mixed layer pCO2w and consequently the air-sea flux of CO2 on climate

timescales.

For both objectives several approaches may be considered with varying levels of complexity

128



and computational cost. Ideally, a set of fully or partially coupled wave-ESM model runs

will be compared to non-coupled ones. Partially coupled runs will include only one type of

wave induced mixing (non-breaking stirring, breaking, Langmuir, or Stokes drift) allowing

to evaluate relative importance. To alleviate the computational cost of coupling a third

generation a third generation model such as WAVEWATCH-III in an ESM, wave statistics

could be based on a wave climatology with perturbations related to wind perturbation with

respect to a wind climatology. Alternatively, running a simplified wave model [Donelan et al.,

2012] may also be considered.
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Riverine skin temperature response to

subsurface processes in low wind

speeds

Adapted from: Brumer, S.E., C.J. Zappa, S.P. Anderson and J.P. Dugan (2016). Riverine

Skin Temperature Response to Subsurface Processes in Low Wind Speeds, J. Geophys. Res.

Oceans, 121, doi:10.1002/2015JC010746

A.1 Abstract

Both surface and subsurface processes modulate the surface thermal skin and as such the

skin temperature may serve as an indicator for coastal, estuarine, and alluvial processes.

Infrared (IR) imagery offers the unique tool to survey such systems, allowing not only to

assess temperature variability of the thermal boundary layer, but also to derive surface

flow fields through digital particle image velocimetry, optical flow techniques, or spectral

methods. In this study, IR time-series imagery taken from a boat moored in the Hudson

River estuary is used to determine surface flow, turbulent kinetic energy dissipation rate,

and characteristic temperature and velocity length scales. These are linked to subsurface

measurements provided by in situ instruments. Under the low wind conditions and weak

stratification, surface currents and dissipation rate are found to reflect subsurface mean
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flow (r2 = 0.89) and turbulence (r2 = 0.75). For relatively low dissipation rates, better

correlations are obtained by computing dissipation rates directly from wavenumber spectra

rather than when having to assume the validity of the Taylor hypothesis. Furthermore, the

subsurface dissipation rate scales with the surface length scales (L) and mean flow (U) using

ε ∝ U3

/
L(r2 = 0.9). The surface length scale derived from the thermal fields is found to have

a strong linear relationship (r2 = 0.88) to water depth (D) with (D/L) ∼ 13. Such a relation

may prove useful for remote bathymetric surveys when no waves are present.

A.2 Introduction

In alluvial and coastal waters, turbulence is driven both by wind forcing at the air-water

interface and friction at the bottom boundary layer. In such environments, tidal flow enhances

near-surface turbulence through shear over topography and can be the dominant driver of

turbulent kinetic energy in low to moderate wind regimes [Zappa et al., 2003, 2007]. In a

shallow, weakly stratified water column, bottom generated turbulence may propagate to the

surface and result in distinct coherent features observable at the surface under low wind

conditions. When winds exceed ∼5 m s-1 and the tidal flow is low, winds become the dominant

driver of turbulence in the upper boundary layer and the air-water interface is dominated by

wind stress and other near-surface secondary flows such as Langmuir circulation [Leibovich,

1983; Melville et al., 1998; Veron and Melville, 2001].

The large-scale surface signatures of bottom-generated turbulence are termed boils. They

are thought to be produced by upwelling water which, upon impinging on the surface, spreads

radially. Boils are discernable in visible imagery as the upwelled water is sediment laden.

They are also associated with regions of increased bubble concentration and can be detected

in sonograph images [Nimmo-Smith et al., 1999].

Observations of boils have been reported both for relatively shallow rivers [Jackson, 1976;

Talke et al., 2013] and the shallow tidal North Sea [Nimmo-Smith et al., 1999]. The analysis of
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bottom-generated turbulence over riverbeds dates back to shortly after World War II [Matthes ,

1947]. It has since been recognized that large-scale vortical motions are omnipresent forms of

turbulence in rivers and estuaries. The evolution of an ideal turbulent eddy in the wall region

of a turbulent boundary layer was described by Allen [1985]. In turbulent boundary layer

flow, velocity increases away from solid boundary and momentum in continuously exchanged

from the outer flow towards the boundary. At the wall, low momentum fluid is periodically

gathered into coherent structures which are subsequently pulled or thrusted upward into

the faster outer current. As the upper portion moves faster than that near the bed, the

coherent structure becomes wedge shaped. As it grows in height, the fluid in the lower lee

is increasingly sheltered and the coherent structures are increasingly sheared. Viewed from

above, the coherent structure resembles an elongated horseshoe or hairpin with the center

portion that is the farthest from the boundary moving the fastest and furthest and the flanks

being carried forward less rapidly. The generation of coherent structures and boils over river

dunes is reviewed by Best [2005].

Bubble or dye injection experiments showed evidence of vertical streaks in the innermost

turbulent boundary layer [Grass , 1971; Kline et al., 1967]. These low speed streaks are locally

and intermittently subject to a cyclic process described as bursting [Kline et al., 1967]. The

burst cycles generated in the bottom boundary layer have been described in two comparable

conceptual models [Offen and Kline, 1975] illustrated in Figures 1 and 2 in Jackson [1976]. In

these models, the boundary layer is subdivided in an inner zone and an outer zone. The outer

region can be further subdivided into zones of uniform momentum or into an intermediate

region and a surface influenced region [Adrian et al., 2000; Hurther et al., 2007; Nezu and

Nakagawa, 1993].

The majority of the turbulence is produced in the inner zone in which the innermost

viscous layer is made of low speed streaks that are periodically lifted up by transverse vortices

that arise from the high flow shear at the boundary between the zones. The lifted streak

grows, as do the vortices, until it breaks up creating a burst. Being a buffer layer process,
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the bursting phenomenon involves inner scales that are an order of magnitude smaller than

outer scales [Hurther et al., 2007]. Heathershaw [1974] made measurements of near bottom

turbulence in the Irish Sea and showed evidence of bursts in time series of turbulent velocity

fluctuations. Matthes [1947] labeled the upward-tilted stream wise vortices that arise from

bursts as “kolks”. These kolks ultimately result in boils when reaching the surface.

Differing views have emerged as to the evolution of the vortices or eddies after their

generation. Yalin [1992] suggested that these grow almost to the vertical extent of the water

column before breaking up into new eddies whereas Shvidchenko and Pender [2001] reported

depth scales eddies which remain frozen in the flow. Whether there is cyclic growth and

destruction of eddies leading to surface velocity fluctuations or whether these arise from

ordered sequences of 3-D eddies moving with the bulk flow has important implications as to

the relation between surface scales, depth and velocity as well as surface renewal.

How the turbulence generated at the river bed affects the water column and subsequently

the surface determines the nature of the surface indicators detected by remote sensing. There

is extensive literature on bottom-generated turbulence and free stream turbulent near plane

boundary, especially with regards to sediment transport [e.g. Gordon, 1975; Grass, 1971;

Matthes, 1947; Vanoni and Hwang , 1967]. Most studies rely on visual observation and

only recently have efforts been made to link bottomgenerated turbulence to InfraRed (IR)

observations [Chickadel et al., 2011; Talke et al., 2013; Zappa et al., 2003].

IR imagery allows for measurements of the skin temperature. The skin temperature is

governed by both surface and subsurface processes. The net air-water heat flux typically

leads to a cooler thermal boundary layer (TBL) compared to the underlying bulk layer. Even

a modest net surface heat flux leads to a detectable IR signal, which makes IR remote sensing

possible both during day and night. In the open ocean, the temperature difference skin and

the interior is typically 0.28� [Katsaros, 1980; Liu and Businger , 1975; Saunders, 1967].

Turbulent motions resulting from wind forcing at the air-sea interface and from turbulent

eddies generated within the water column, disrupt the TBL, mixing it with the bulk layer. In
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the open ocean, surface temperature modulation can be associated with large scale processes

such as surface and internal gravity waves [Farrar et al., 2007; Veron et al., 2008; Zappa and

Jessup, 2005]. In channel flows such as estuaries or river, a variety of phenomena lead to

disruption of the TBL and even total removal of the TBL for short periods of time [e.g.,

Zappa et al., 2004; Chickadel et al., 2009; Plant et al., 2009; Smith et al., 2001]. The large

surface divergence associated with boils leads to disruption of the TBL.

Here we aim to infer characteristics of subsurface turbulence and bulk water properties

from skin temperature measurement. The study is based on infrared imagery recorded at

nighttime under low wind conditions from a barge in the Hudson River. A strong relationship

between surface length scales derived directly from infrared imagery and water column depth

is shown to exist under low wind conditions when the TBL is dominated by bottom-generated

turbulence. Under such conditions, we find surface velocities derived from IR time-series

imagery correspond to subsurface current velocities. Furthermore, we find turbulent kinetic

energy dissipation rates calculated directly from wavenumber spectra of surface velocity fields

correlate with subsurface dissipation rates. Finally, we show how subsurface dissipation

may be inferred from surface currents and length scales. The paper is organized as follows:

the study area and field campaign is briefly described in the methods section; the methods

section also contains the data processing procedure; results are described in section A.4 and

discussed in section A.5.

A.3 Methods

A.3.1 Study Area

The field campaign was undertaken in the Hudson River estuary on the nights of 18 and 19

November 2010. The study area, shown in Figure A.1, was located by the State Line Lookout

in the Palisades Interstate Park, NJ, ∼32 km north of Manhattan. The data collection was

made outside of the tidal channel, in a region of relative uniformity over a muddy riverbed,
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Figure A.1: (a) Map of the Hudson River estuary. The study area is highlighted in red. (b)
Bathymetric map derived from soundings collected between 1930 and 1945, and fed into a Digital
Elevation Model with 30 m resolution by NOAA. (c) Map showing riverbed sediment types determined
from interpretation of sediment size measured from cores and grabs by Bell et al. [2006].

where the water depth, inferred from the pressure sensors of subsurface instruments, varied

between 3.8 and 5.2 m during the survey period. Higher resolution bathymetry (not shown)

confirms lack of bed forms in the study region. The Hudson River estuary is microtidal with

a semidiurnal tidal range of ∼1.4 m and tidal currents of ∼1-2.5 m s-1 (values at Dobbs

Ferry, taken from http://tidesandcurrents.noaa.gov/). The mean tidal discharge varies from

about 12,000 m3s-1 at The Battery where the Hudson flows into New York Harbor to zero at

Troy [Abood , 1974]. River discharge estimates are only available in the freshwater part of the

Hudson, the southernmostbeing below Poughkeepsie (USGS 01372058), where the discharge

was of 991 m3s-1 on the 18th and 728 m3s-1 on the 19th.

A.3.2 Data and Instrumentation

A series of 10 min IR videos were taken of the river surface from a crew boat (Marguerite

Miller, from Miller’s Launch) moored in proximity of a pilling on which various instruments
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were mounted. The IR data were collected every 30 min between 0100-0600 UTC on the

18th (year day 322), and 0400-1000 UTC on the 19th (year day 323) amounting to a total

of 23 runs. Surface and subsurface in situ instruments mounted on the piling provided

measurements of environmental parameters such as wind speed, heat fluxes, air and water

temperatures, humidity as well as subsurface currents, turbulence, and salinity (Figure A.2).

The IR camera used, was a CEDIP Jade III longwave (7.7-9.3 µ m) camera which was

mounted on a pan/tilt system on the A-frame of the moored ship. This setup permitted

movement of the camera with the current as to always have a vantage point upstream of

the ship. The camera was mounted at ∼5.5 m above the water level with and incidence

angle of about 258. An Xsens IMU (Inertial Measurement Unit) mounted on the pan/tilt

system next to the camera measured the roll and pitch of the boat motion at a frequency

of 10 Hz, allowing for projection correction. The field of view angles of the camera are

21.78 × 16.48 giving an image area of 4.57 m2 with an average pixel size of 0.59 cm2. The

CEDIP Jade III offers better than 15 mK temperature resolution, 14 bit digitization, and

320 × 240 pixels resolution. The sampling frequency was set to 60 Hz. The atmospheric

boundary layer was measured with a Campbell air-sea flux package. This meteorological

station was mounted on the piling neighboring the ship at a height of 7.5 m above the river

bed. It provided measurements of wind speed and direction, relatively humidity, atmospheric

pressure, air temperature, solar insolation, and downwelling longwave radiation. In situ

subsurface instrumentation (Figure A.2) consisted of among others a 2 MHz Nortek model

Vector ADV, mounted on the aforementioned piling at 3.35 m above the riverbed. The

ADV collected data in 10 min bursts at the top of every 1/2 h, with a sampling frequency

32 Hz. Additionally, two high resolution 2 MHz Nortek model Aquadopp profilers were

mounted on the piling at 0.91 m and 1.83 m above the riverbed. The Aquadopps measured

velocity fluctuations along three beams with a 25 mm spatial resolution over 0.75 m. The

two horizontal beams were nominally at 45◦ from the mean flow. The profilers collected data

in 59 min bursts at the top of every hour, with a sampling frequency 2 Hz. Currents were
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also measured by a bottom-mounted upward-looking 1200 kHz RDI ADCP. The ADCP was

located 35 m to the northwest of the pilling. The ship remained within 130 m of the pilling

and 100 m of the ADCP during data collection. The ADCP provided velocities over vertical

bins are 25 cm apart, starting at 81 cm above the riverbed at a frequency of 1 Hz. 2 CTDs

were mounted on the piling at 99.4 cm (3”) and 3.35 m (11”) above the river bed, sampling

at 0.5 Hz. CTD profiles were also taken from the side of the barge before and after each IR

video. All instruments mounted on the piling were oriented toward the middle of the river

channel and were never in the wake of the piling under any flow conditions.

A.3.3 Surface Current Retrieval

Surface velocity fields were been determined by two approaches:

1. Feature tracking or Digital Particle Velocimetry (DPIV)

2. From the advective surface in 3-D spectra of the skin temperature (SAS)
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View
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Figure A.2: An along channel schematic of the in situ instrumentation set up on the pilling.
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The feature tracking DPIV method is based on 2-D spatial cross-correlations (φfg(x, y) =∑I−1
i=0

∑J−1
j=0 f(i, j)g(x+ 1, y+ j)) between 16 × 16 pixels correlation windows in a first frame

and 32 × 32 pixel search window in a second frame. The two frames are consecutive, taken

1/10th of a second apart. Velocities are determined on nodes spaces eight pixels apart in

the x and y direction. The distance between the centers of the windows and the location of

the maximum cross-correlation (MCC) divided by the time between image A and B give the

magnitude of the current speed and the vector connecting centers to MCC gives the direction

of the displacement. The location of the MCC is approximated with two 3-point Gaussian

curve fits, one in each direction so as to improve the subpixel accuracy. MCC-based surface

current retrievals from IR time-series imagery have been shown to be successful in riverine

environments [e.g., Puleo et al., 2012; Dugan et al., 2014]. Performing the cross-correlation in

the spatial domain is numerically more intensive than computing it in the frequency space via

a Fast Fourier Transform. However, it is more accurate and flexible [McKenna and McGillis ,

2002].

The advective surface approach is based on Dugan and Piotrowski [2012] method. They

showed how to determine the surface flow magnitude and direction by fitting the 2-D planar

surface, which arises from advective variance detectable in 3-D spectra of airborne visible

imagery. Computing 3-D spectra of the every 3000 frames of each run, the advective signal is

clearly visible. For less than 3000 frames, the energy of advective signal tends to be too low.

A linear least square fit of the advective surface in wavenumber frequency slices of the 3-D

spectra was performed at various angles relative to the image. The slope of the linear fit is

the magnitude of the advection at a given angle. Fitting a cosine function to the obtained

magnitudes as a function of angle, we determine the magnitude and direction of the surface

flow as the maximum of the fit and the corresponding angle.
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A.3.4 Turbulent Kinetic Energy Dissipation

The turbulent kinetic energy (TKE) dissipation rate e is estimated by fitting the inertial

subrange of wavenumber spectra (Φ(k)) with a k5/3 slope following the Kolmogorov turbulence

cascade which dictates that:

Φ(k) = αε
2
3k−

5
3 (A.1)

where k denotes the wavenumber and a is a constant equal to 1.5. Wavenumber spectra

were computed directly from both the IR-derived velocity fields and Aquadopp profiles (cf.

FigureA.3). For time series measurement of velocities such as collected by ADVs, one has

to make a further assumption before deriving TKE dissipation rates. Assuming that the

frozen Taylor hypothesis is valid, i.e., that turbulent eddies remain unchanged while being

advected by the mean flow, one can convert frequency spectra S(f) into wavenumber spectra

as follows:

Φ(k) = S(f) · 〈v〉
2π

, (A.2)

with k = 2πf/〈v〉, where f is the frequency and 〈v〉 the mean velocity.
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Figure A.3: Examples of wavenumber spectra computed from (a) the ADV, (b) the bottom
Aquadopp, with individual profiles in blue and a 10 min mean in red, and (c) DPIV surface velocity
fields, in blue for an individual row and in red a frame mean. The solid black line represents the
k−5/3 slope.
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A.3.5 Surface Length Scales

Characteristic surface length scales are determined directly from the skin temperature imagery

and from the DPIV velocity fields from which the frame mean velocity was removed. In order

to do so, it is necessary to scale the imagery and transform the camera coordinates to water

level coordinates. This is achieved through a rotation matrix using the roll, pitch, and yaw

angles measured by the IMU as exemplified in Figure A.4.
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Figure A.4: a) An example of a calibrated IR image preprojection correction; the black arrow
indicates the mean flow direction. (b) The same frame scaled and projected correctly.

From the scaled fields, normalized auto-covariance functions were computed for each row

and column of each frame (an example of which is shown in Figure A.5). The normalized

auto-covariance is given by:

CXX(δ) =

∑P−δ
p=0 x(p)x(p+ δ)∑P

p=0 x(p)2
(A.3)

where δ is the lag, P is the number of pixels in a row or column, and x(p) is the temperature

of a given pixel. For each frame, two mean normalized auto-covariance functions were

subsequently computed, one for each dimension. Characteristic skin temperature length

scales (L1 and L2) were determined as the distance at which the skin temperatures are
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no longer correlated, i.e., corresponding to the smallest lag at which the frame mean auto-

covariance function are equal to zero. From the DPIV fields, we first computed four length

scales, one for each component of the velocity vector for both dimensions of the image which

were averaged to give one single scale for each run.

Figure A.5: Sample time series of the frame averaged normalized spatial autocovariance (CXX) of
the thermal imagery for various lags. The color map reflects the autocovariance.

A.4 Results

A.4.1 Environmental Conditions Including Surface and Subsur-

face Currents

IR measurements were taken under varying wind conditions, with 30 min average wind speed

ranged from 0.12 to 3.62 m s-1 (Figure A.6). The wind speed averaged 2.29 ± 1.31 m s-1

on the night of the 18th (year day 322) and 1.06±0.67 m s-1 on the night of the 19th (year

day 323). As a result, the momentum flux was much stronger on the 18th with a mean and

standard deviation of 0.30±0.23 kg m-1 s-2; on the 19th it only reached 0.13±0.08 kg m-1 s-2.
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Figure A.6: Time series of the 20 min averaged U10 neutral measured by the meteorological station
on the piling, the red dots represent the IR data collection periods.

Measurements coincided with the ebbing tide on the first night and low water to flood

tide during the second night (Figure A.7a). An estimate of the bulk current speed was

obtained by computing a column averaged velocity from the ADCP from the deepest bin

(81 cm above the river bed) to the top good bin about 50–75 cm below the water surface. A

time series of the column-averaged velocity is plotted in Figure A.7a and 10 min-averaged

velocity corresponding to periods of imagery recording are reported in Table A.1. Over the

time period IR imagery was recorded, the 10 min-averaged current speed measured by the

ADCP ranged from 0.07 to 0.73 m s-1. These strongly correlated to the 10 min average ADV

measurements (r2 = 0.9, cf. Figure A.8a). Even though one could expect the surface flow to

be wind driven, the winds experienced were so weak that the surface velocities derived from

the imagery match the column-averaged ADCP (r2 = 0.89 for SAS and r2 = 0.82 for DPIV,

cf. Figure A.8b and A.8c) velocities and ADV velocities (r2 = 0.79 for SAS and r2 = 0.71

for DPIV). Surface currents matching subsurface flow may be expected in a tidally forced

system in extremely low winds. The surface velocities were also found to correlate with the

bottom ADCP measurements (r2 = 0.78 for SAS and r2 = 0.68 for DPIV). Both surface

current retrieval methods agree very well with an r2 = 0.95.
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Figure A.7: Time series of (a) column-averaged currents and tidal elevation given by the ADCP,
(b) measured temperature, (c) measured salinity, and (d) derived density from the two CTD mounted
on the pilling at 3.3 (green) and 0.9 (red) meters from the bottom, respectively, as well as from the
CTD profiles taken from the barge. The pink-shading delimits the periods of IR measurements. At
the end of the first night and toward the middle of the second night, the surface CTD (mounted
3.3 m above the river bed) was out of the water leading to erroneous measurements which were
excluded from the graphs.
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U(m s−1) U direction to Depth (m) Re ReT L (cm) L1 (cm) L2 (cm)

0.27 W 5.05 1.35E06 1.07E05 40.1±5.6 26.8±5.5 53±8.2

0.56 W 4.27 2.38E06 1.85E05 33.1±5.3 30.5±5.1 35.5±8.3

0.41 W 4.23 1.72E06 1.29E05 31.7±6.1 24.5±5.2 39.2±8.5

0.31 W 4.29 1.33E06 8.68E04 28.1±5.8 21.8±4.4 34.8±0.6

0.2 W 4.37 8.75E05 6.81E04 34.1±7.9 29.8±5.6 38.4±12.8

0.07 W 4.49 3.12E05 2.35E04 34.0±8.0 30.5±4.9 37.6±12.9

0.29 NE 4.69 1.36E06 1.10E05 37.8±6.0 30.4±5.0 45.2±8.8

0.67 ENE 4.94 3.30E06 2.61E04 39.1±5.6 31±4.5 47±7.9

0.67 ENE 5.02 3.35E06 2.88E04 43.2±7.2 34.9±5.5 50.9±10.2

0.70 ENE 5.09 3.56E06 3.05E04 43.5±7.3 34.5±7.1 51.9±8.2

Table A.1: Table of the 10 min Column-Averaged ADCP Current Magnitude (U), Flow Direction,
Depth (D), the Bulk Reynolds Number(Re = UD

ν ), the Turbulent Reynolds Number (ReT = UL
ν ),

Mean Decorrelation Length-Scale (L), Mean Length-Scale Roughly Perpendicular to the Flow (L1)
and Mean Scale Roughly Parallel to the Flow (L2).
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Figure A.8: Scatter plots of the run mean flow magnitudes derived from the ADCP versus the (a)
ADV, (b) SAS, and (c) DPIV. The data are color-coded according to wind speed (U10N ). The 1:1
line is shown in black.

Subsurface turbulence was strong enough for the water column to be well mixed throughout

the majority of the IR imaging measurement period as seen in Figure A.7. Only during the

first couple of runs does, there appear to be a small degree of stratification (see Figure A.7d).

The column mean Brunt-Vaisala frequency (N =
√

g
ρ0

dρ(z)
dz

) calculated during IR imagery was

recorded was of 0.0327±0.0259 s-1 based on the pilling CTDs and of 0.0194±0.001 s-1 based

on the CTD casts taken from the barge Figure A.9 shows the mean profile of N2 (times 4)

based on the CTD casts. Several data points and profiles were removed from the analysis

as they correspond to periods of time when thermal reflections contaminated the infrared

imaged surface temperature field. These data are excluded from data presented in Figures

A.9-A.12. This eliminated all but the first run of the first night of measurements as well as

two runs taken during the second night. Such low buoyancy frequency reinforces the idea

of a weakly stratified water column. The Richardson number (Ri = N2

du
dz

2 ) calculated from

the pilling and boat CTDs and the ADCP was below the critical Richardson number of 1/4

throughout most of the survey. This is indicative of a turbulent flow regime where shear can

overcome the stabilizing effects of the stratification. Only during the first three runs did the

Ri go above critical; increasing from 0.4 in run 1-0.77 in run 2 and decreasing to 0.55 in run

3. The shear determined from the ADCP was relatively uniform within the water column;

averaging 0.003 s-2 with signs of enhanced shear (0.005-0.013 s-2) toward the bottom of the
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water column (Figure A.9). Experimental set up did not allow for an estimate of the shear in

the bottom boundary, the deepest velocity measurement being at 81 cm above the river bed.
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Figure A.9: Mean profiles of four times the buoyancy frequency determined from shipborne CTD
casts (dashed line) and shear computed from the ADCP (solid line). The light and dark gray
shadings indicate the one standard deviation bounds for the buoyancy frequency times 4 and the
shear, respectively.

During the low water period on 18 November, the CTD mounted to the piling 3.3 m

above the riverbed emerged above the water level and was exposed to the atmosphere leading

to erroneous measurements. These were excluded from Figure A.7. The CTD profiles taken

from the barge closely follow the measurements taken at the pilling confirming the horizontal

homogeneity of the study site and the low level of stratification.

A.4.2 Turbulent Kinetic Energy Dissipation

Surface-derived TKE dissipation rates correlate with the subsurface dissipation rates (cf.

Figure A.10). As described in section A.3.4, both DPIV and Aquadopp TKE dissipation

rates were computed directly from wavenumber spectra, whereas the ADV TKE dissipation

rates were derived from frequency spectra assuming the validity of the Taylor hypothesis of

frozen flow. All runs with reflection have been discarded since they generate unreliable DPIV

fields. Since the TKE dissipation rates range over several orders of magnitude, computing a
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linear correlation coefficients gives a biased result reflecting mostly the tightness of fit of the

higher values. In order to avoid that bias, correlation coefficients are reported for log10(ε).

The linear correlation coefficient is 0.59 between the surface εand the ADV εand 0.75 between

the surface εand the Aquadopp mounted at 0.91 m above the river bed. The correlation

coefficient between the surface εand the Aquadopp mounted at 1.83 m above the surface is

of 0.38. The mostly strong correlation throughout the water column is expected due to the

low stratification and low wind conditions described in section A.4.1
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Figure A.10: DPIV-derived TKE dissipation rates versus (a) that from the ADV at 3.35 m above
the river bed, (b) that from the bottom Aquadopp at 1.83 m above the river bed, and (c) that from
the bottom Aquadopp at 0.91 m above the river bed. The 1:1 line is shown in black.

A.4.3 Surface Length-Scale Determined From Imagery and Cor-

relation With Depth

As seen in Figure A.4, the river surface is covered by warm features, depicted in lighter gray,

surrounded by colder, darker filaments. The warm skin temperatures result from bulk water

brought to the surface. The scale of these macroturbulent features seem to remain relatively

constant over the duration of the 10 min runs allowing for surface length scales to be defined.

The warm features are slightly anisotropic, often elongated in the direction of the flow. In

some videos taken during the first night, reflection from the A-frame can be seen in the

imagery as a cold artifact. These videos coincide with the period of time when the water
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column was more stratified and winds were stronger as noted in the previous section and are

excluded from the subsequent analysis purely based on the presence of reflection.

For each run, a mean length scale was computed from L1 and L2. Figure A.11a shows a

scatter plot of the length scales derived from the skin temperature fields versus water depth.

The results show the scale of the surface features (L) is strongly linearly correlated (r2 = 0.88)

to the water depth (D), with a slope of (D/L) ∼ 13. As noted above, several outliers were

excluded from this analysis and are not plotted in Figure A.11. These outliers correspond to

periods of time when the water column was more stratified and reflections dominated the

temperature field. The correlation is slightly stronger (r2 = 0.93) with L2 which roughly

corresponds to the direction of flow and weakly correlated with L1 (r2 = 0.37).
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Figure A.11: Scatter plot of the surface scales derived from the spatial autocorrelation functions
of (a) the skin temperature and (b) the DPIV velocity fields against height of the water column.
The data are color-coded according to wind speed (U10N ) and the black line shows the linear fit.

Although the mean length scale derived from the DPIV increases with water depth (cf.

Figure A.11b), the linear correlation is much smaller (r2 = 0.48). On average, the mean

DPIV scales are found to differ by ∼7 cm from the temperature scales. This can mostly be

attributed to the difference in resolution of the fields used to determine the scales. Indeed,

the temperature scale has a pixel resolution i.e. ∼0.8 cm, whereas the scale derived from the

DPIV has a resolution of ∼6.4 cm.
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A.4.4 Determining Subsurface Dissipation Rates From Surface

Current and Surface Length Scales
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Figure A.12: Scatter plots of the dissipation measured by the bottom Aquadopp against U3/L
where U is the mean velocity derived from the SAS (triangle) and DPIV (plus) and L is the
temperature length scale in (a) and the DPIV scale in (b). The solid and dashed lines show the best
fit of the form y = a× x when using the DPIV and SAS velocity, respectively. The proportionality
coefficient or slope to the best fit in Figure A.12a is 4.7× 10−5 for SAS and 1.6× 10−4 for DPIV
and in Figure A.12b 3.9× 10−6 for SAS and 1× 10−4 for DPIV.

The turbulent kinetic energy dissipation rate can be estimated from the both the flow speed

(U) and the dominant length scale in the flow (L). On the one hand, the dissipation rate

equals the kinetic energy production rate which is proportional to U2. One the other hand,

the rate of kinetic energy supply can be thought as proportional to the inverse turnover

time of large eddies: L/U . This implies ε ∼ U2

L/U
∼ U3

L
[Tennekes and Lumley , 1972]. As

seen in Figure A.12, U3

L
computed from surface length scales and surface currents is highly

linearly correlated to εderive from the Aquadopp. Correlations are the strongest when using

SAS velocities (r2 = 0.9) and slightly lower when using DPIV (r2 = 0.82) velocities. The

strength of the correlation is comparable when the length scales derived directly from the

temperature field or derived from the DPIV are used. Since the surface length scales L are
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highly correlated to D (see FigureA.10), the correlations are comparable. Using DPIV mean

flow, we get r2 = 0.8 and using SAS mean flow we get r2 = 0.86. Note that while L varies

by about 50%, |u3| spans three orders of magnitude. Therefore, it is the velocity magnitude

and not L that controls the large variation in the dissipation rate and explains the major

part of the high correlations coefficients found here. Indeed a quick sensitivity test shows

that keeping U equal to the mean flow measured throughout the experiment and letting L

vary, the correlations drop to r2 = 0.16, whereas keeping L constant and varying U keeps

correlations high with r2 = 0.77− 0.84.

A.5 Discussion

This study shows a clear linear relation between the scales of the surface temperature features

and the water column depth. It also demonstrates that subsurface TKE dissipation rate can

be estimated from surface length scales and mean flow speed. The ability to successfully

determine subsurface and bulk flow properties from surface data is likely due to the low

wind and weak stratification experienced during the measurement period. The agreement

between the IR-derived mean surface current and subsurface velocities as well as the surface

and subsurface TKE dissipation rate estimates suggest that the system was dominated by

bottom-generated turbulence that propagated through the water column. Therefore, the

bottomgenerated turbulence governs properties of the TBL that are discernible in IR imagery.

This is in agreement with the idea that in estuaries, under low wind conditions, turbulence

is mainly tidally driven. Indeed, Zappa et al. [2007] showed that for winds <5.5 m s-1, the

TKE dissipation rate near the surface (<38 cm) varied with tidal current. Although there

is an apparent correlation between the length scales and the wind speed (r2 = 0.35), the

limited data available does not allow us to separate the wind speed effects from the depth

dependence. Also, note that the strongest winds occurred during high tide. While the wind

and tide should be independent of each other, the data were taken when the tidal elevation
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was highly correlated (r2 = 0.68 in Figure A.11) to the wind.

Under quiescent wind, elevated upward heat fluxes at the air-water interface lead to free

convection [Handler et al., 2001; Katsaros , 1977; Kudryavtsev and Soloviev , 1985; Volino and

Smith, 1999; Zappa et al., 1998]. This typically occurs during the night time when the near

surface water experiences strong cooling. Although being a less energetic process than shear,

free convection leads to disruption of the thermal boundary layer, with Bernard cells clearly

detectable in IR imagery. When free convection dominates, the TKE dissipation rate is

proportional to the buoyancy flux [Lombardo and Gregg , 1989]. The buoyancy flux estimated

from the flux data measured at the piling using the COARE3.5 algorithm was not found to be

correlated to the TKE dissipation (r2 = 0.1) .However, the TKE dissipation rate was found

to strongly correlate to the shear production (u′w′ du
dz

where the prime indicate the turbulent

components of u and w the horizontaland flow vertical components, respectively) computed

from the ADCP (r2 = 0.92 for the deepest Aquadopp and r2 = 0.75 for DPIV derived

ε). Calculation of the momentum flux u′w′ was done via Reynolds decomposition of the

velocity components for each good subsurface ADCP bin over 10 min periods corresponding

to times of IR image recording. The momentum flux was then multiplied by the horizontal

shear between the depth above and below each bin to get the shear production. From these

shear production profiles, we determined that both the bottom and the top, and as well as

column mean shear production, were all highly correlated to the TKE dissipation rate. The

correlation values reported above are for the column mean shear production.

The bulk shear (U/D) was found to be highly correlated both with surface dissipation

estimates from the DPIV (r2 = 0.8) and subsurface dissipation estimates from the Aquadopp

(r2 = 0.78). However, the surface temperature length scales where found to be only weakly

correlated to the bulk shear (r2 = 0.19− 0.28 with the lowest for L2 and the highest for L)

and the shear production (r2 = 0.11− 0.32 with the lowest for L1 and the highest for L2).

It is important to note here that the spectral models for turbulence used to estimate

the TKE dissipation rates in this paper hinge on the assumption of isotropy [Kolmogorov ,
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1991]. However, at the surface, the kinematic boundary condition specifies a zero vertical

velocity across the material surface. As Talke et al. [2013] discuss in spectral models on

the assumption of “approximate isotropy”. IR remote sensing for studies of estuarine and

riverine turbulence as such environments are ubiquitously turbulent. Chickadel et al. [2011]

have shown that IR derived dissipation rates correlate with in situ measured near-surface

dissipation rate. They validate IR-derived e with estimates from an ADV located 2 cm below

the surface. While there were near surface dissipation measurements made during the current

study, the surface estimates of dissipation are seen to reflect the deeper subsurface estimates

of ε. Chickadel et al. [2011] made use of the Taylor hypothesis for the imagery estimates of ε,

choosing to compute dissipation at a single location of the ADV at the surface. Our analysis

suggests one can avoid having to assume the validity of the Taylor hypothesis. Our results

show a strong correlation between surface and subsurface dissipation rate estimates from

DPIV wavenumber spectra. Good correlation between DPIV dissipation rate estimates and

near bottom ε is expected in a system dominated by bottom-generated turbulence. Surface

modification of turbulence explains the order of magnitude difference between surface and

near bottom ε. The lower correlation of midcolumn and surface εis related to two high

dissipation estimates of the Aquadopp. Recalculating the correlation coefficient without those

outliers r2 = 0.89.

Grid-turbulence experiments [Batchelor , 1953; Sreenivasan, 1984] in wind tunnels have

provided evidence that at high Reynolds numbers, the TKE dissipation rate is independent of

viscosity and when scaled by the integral length scale (Li) and the root mean square velocity

fluctuation (u′) it is a constant of order unity: Cε
u′

Li
with Cε = 1. This is in agreement

with the Richardson-Kolmogorov cascade at equilibrium. In a recent review, Vassilicos

[2015] report growing evidence of a nonequilibrium region where the TKE spectrum has

Kolmogorov’s −5/3 wave number and Cε is a constant that depends on types of flow and

boundary condition independently of Reynolds number. Here we show evidence of εscaling as

the cubed mean velocity rather than u′3. This explains why the slopes in Figure A.12 are not
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of order unity. Rather, the slope can be related to an interfacial drag coefficient. Assuming a

wall layer scaling for ε, the law of the wall dictates:ε = u3∗
κz

, where u∗ is the friction velocity, κ

the von K/‘arm/‘an constant, and z the vertical distance from the wall. The drag coefficient

(Cd) is defined as: u2
∗ = CdU

2, where U is the mean velocity. It follows that: ε = u3∗
κz

= C
3
2
d
U3

κz

or ε = C
3
2
d β

U3

L
= CεB

U3

L
, where β = L

κz
and CεB = C

3
2
d β the bulk Cε or slope in Figure A.12.

Figure A.11, suggests that L/z is a constant of O(10−2) giving a β of O(10−1). Assuming a

typical Cd over mud of O(10−3) [Gabioux et al., 2005; Trowbridge et al., 1999], we derive a

CεB (or slope) of O(10−5 − 10−6) for the data reported here.

The weak stratification of the water column is propitious for the transport of bottom-

generated turbulence to the surface that disturbs the thermal boundary layer. The discernible

surface temperature features that result allow for the observed relationship between the

surface length scales and depth. As the system is tidally driven, the water depth and tidal

velocity are related and out of phase. This suggests that the length scales are also related

to the tidal velocity. However, the picture is complicated because study area was located

outside the main channel where the water level and tidal current vary out of phase with a

varying lag. Furthermore, due to the limited space sample available in this study, the effect of

tidal asymmetry between ebb an flood could not be explored nor the how very slow currents

around slack tide affect the surface length scales.

The relation between length scales and depth is likely to vary with the degree of stratifi-

cation and may break down above some threshold. Under higher wind conditions, one could

expect properties of the TBL to show less signature of bottom-generated turbulence. In a

wind-driven TBL, there may be no boils discernible in IR imagery and the surface length

scales would likely not be related to the water column depth. More data under higher wind

conditions are necessary to verify the above statement.

Imagery taken during periods of stronger winds had to be excluded from the analysis

because it was contaminated by reflections generated from small-scale surface gravity waves.

Furthermore, even during periods of “enhanced” stratification, the Ri was mostly below
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0.25 meaning that the degree of stratification did not vary enough to assess its potential

effects on the results reported here. Therefore, the data available for the present study does

not span a large enough variety of environmental conditions to determine objective criteria

for when the skin temperature no longer shows signatures of bottom-generated turbulence.

These objective criteria will include dependence on tidal current, stratification, net heat

flux, surfactants, and wind speed. Since the temperature features studied here are generated

at the river bed by the shear of the overflowing water, these would be observed once the

flow is strong enough. There is therefore likely a minimum flow (<7 cm s-1, according the

data presented here) below which the results reported here are no longer valid. One could

assume that once the velocity threshold has been exceeded depth becomes the limiting factor

controlling L. Note that due to the limited parameter space sample of this tidal current

threshold cannot be determined. Based on the study of Zappa et al. [2003] and Zappa et al.

[2007], one could assume the results no longer to be valid for wind speeds exceeding 5.5 m

s-1. As for the degree of stratification, a feasible criterion could be based on the Richardson

number, with the relation between length scale and depth likely to not hold for Ri greater

than a critical value (Ric) somewhere between 1/4 and 1. The critical Richardson number

was first determined for steady, two-dimensional, stably stratified, horizontal shear flows of an

ideal Boussinesq fluid by Miles [1961] and Howard [1961] who determined that such flows are

stable for Ri > Ric = 1/4 everywhere in the fluid. However, multiple studies [Abarbanel et al.,

1984; Geyer and Smith, 1987; Giddings et al., 2011; Nepf and Geyer , 1996; Tedford et al.,

2009] have found that Ric may be higher than the theoretical value and may lay anywhere

between 0.2 and 1.0. Studying stratification in the Hudson River estuary Nepf and Geyer

[1996] use Ric < 0.4 to indicate regions of potential mixing.

It is fair assume that scales observed at the surface may be as long as the water is deep.

However it is important to note that the footprint of the IR imagery is only 2-3 m whereas

the water depth is 4-5 m. This means that those larger scales are not captured in this study.

Indeed, wavenumber spectra of the imagery (not shown) reveal no leveling or drop of energy at
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the lowest wavenumbers observed, suggesting that there is significant energy at higher scales

than those captured in our limited field of view. A much larger footprint would be needed

such as can easily be obtained from airborne platforms. Analysis of ADV spectra showed

inconsistent roll off at low wavenumbers but also hint to existence of turbulent scales larger

than the field of view. Clear peaks were detected in a small number of ADV wavenumber

spectra at length scales of O(1-10 m), an example of which is seen in Figure A.3. This hints

to the presence of subsurface coherent structures of similar scale as those detected at the

surface.

The relation between the length scales and the water depth shown here differs in magnitude

to that reported in previous studies. The scales reported here are decorrelation lengths and

represent the radius of surface coherent structures rather than the diameter which is typically

reported. Further discrepancies could be explained by the different origin of the signal

observed. Here, a temperature signal is detected, whereas previous work was based on visual

and acoustic observations of boil diameters or on flow visualizations of eddies and surface

velocity field derived length scales. No boils were visually observed during the field experiment.

This suggests that the scales reported here while being intrinsic scales of bottom-generated

turbulence are unlikely associated with boils. Length scales associated with disruption of

the thermal boundary layer, with counter-rotating vortices detected in the flow field, and

with boils observed with the naked eye may differ significantly even though all signatures

evolved from bottom-generated turbulence. As these scales all seem to be related to depth,

it should be possible to find a unifying relationship between them. A first guess could be

deduced from previous studies, but simultaneous observation would be required to verify it.

One could expect velocity scales related to boils scales to be half the temperature length

scales. This is because the velocity anomaly will go to zero at the center of the boil and

outside, while the temperature has a single minimum. Our data does not, however, show

such a relation between the temperature and velocity scales. This is related to the inability

to measure the largest integral scale given our limited image size. Early observations in the
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Polomet River Russia, where depth varied 0.7 and 2.1 m [Korchokha, 1968] suggest that D/d

lies between 3.7 and 1.75, where D is the water depth and d boil diameter. Jackson [1976]

documented boils of up to 2-4 m diameter in lower Wabash River where depth ranged from

0.7 to 5.6 m, suggesting D/d ∼ 2.5. Nimmo-Smith et al. [1999] reported boils in a well-mixed

and tidal region of the North Sea where depth ranged from 17 to 33 m. Covering 20-30%

of surface, the boil diameters seen in visible images were 1.04-1.44 times the water depth.

They also determined boils size from an upward-pointing side scan sonar mounted on the sea

floor, based on the backscatter of bubble accumulating in surface convergence. The diameters

measured acoustically were around 0.93 times D.

Early flow visualization work by [Klaven, 1966, 1968; Klaven and Kopaliani , 1973] in a

0.05 m deep water columns, suggested the presence of eddies or stream wise counter rotating

vortices with vertical scales equal to the water depth and lengths of 4-7 times the water depth

for rough and smooth beds, respectively. Further flow visualization laboratory experiments

by Shvidchenko and Pender [2001] performed in 0.025-0.1 m depth suggested an average

eddy length of 4.5 times the water depth. In a more recent study, Johnson and Cowen

[2014] computed the length scales associated with such eddies from visible imagery using

PIV derived flow fields. They report the transverse and stream wise length scale as 0.5D and

2.5D, respectively for water depth ranging from 10 to 30 cm.

Johnson and Cowen [2014] also showed that the length scale normalized by the flow depth

is linearly dependent on the turbulent Reynolds number (ReT = UL
ν

, where U is the current

speed). The Hudson River data (cf. Table A.1) suggest a weak linear correlation between

L/D and ReT (r2 = 0.44). The correlation is equally weak (r2 = 0.45) between L and the

bulk Reynolds number (Re = UD
ν

). One could expect the surface features not only to depend

on bulk water column properties, but also on surface generated turbulence, mainly on wind

speed. However, under the low wind conditions experienced during this field experiment,

variation in the wind only accounts for 35 percent of the variation in length scale.

Several factors affect the burst cycle and the evolution of subsequent coherent structures.
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Bed roughness was found to affect the inner layer. Grass [1971] observed how rough beds

lead to less copious wall streaks. However, periodic energetic growth and breakups were

observed over both rough and smooth beds. Multiple studies reported [e.g., Matthes , 1947]

that the presence of suspended sediment leads to dampened turbulence. Whether suspended

sediments would lead to less frequent or to smaller kolks and eddies traveling toward the

surface could have significant impact on the surface signature of bottom-generated turbulence

and potentially alter the proportionality factor between surface length scales and water

column depth. Finally, surface waves and especially breaking wave overwhelm less turbulent

structures of bursting. In such unsteady flow fields, bursting and its surface signature may

not be recognizable.

A.6 Conclusion

The strong linear relation between surface length scale determined from IR imagery and

water column depth is a promising result and should be explored further in a variety of

environments. The ability to remotely derive bathymetry is also valuable for estimating river

discharge as suggested by Johnson and Cowen [2014]. Using IR imagery offers an advantage

over visible imagery as it has been shown that DPIV and SAS algorithms can directly be

applied to the IR imagery to get surface velocities without needing to seed the water. DPIV

flow fields can be used to estimate surface dissipation rates from IR imagery. These surface

dissipation rates estimate subsurface dissipation in tidally driven systems under low wind

and weak stratification. Under such conditions, it is also possible to determine subsurface

dissipation rates from surface length scales and a mean flow using ε ∼ U3

L
. Although imagery

analyzed here was taken from a barge, the methods used can easily adaptable to a variety

of potential platforms including helicopters, aircraft, and unmanned air systems, as well as

fixed platforms.
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