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Abstract
Apopular approach in quantumoptics is tomap amaster equation to a stochastic differential
equation, where quantumeffectsmanifest themselves through noise terms.We generalize this
approach based on the positive-P representation to systems involving spin, in particular networks or
lattices of interacting spins and bosons.We test our approach on a driven dimer of spins and photons,
compare it to themaster equation, and predict a novel dynamic phase transition in this system.Our
numerical approach has scaling advantages over existingmethods, but typically requires regulariza-
tion in terms of drive and dissipation.

1. Introduction

Our understanding of any physical system inevitably relies on our ability to subdivide the object of study into a
‘system’ and a ‘bath’. In this sense, open quantummany-body systems are ubiquitous in nature and in practical
applications. Awide range of theoretical and computational techniques have been developed in condensed
matter physics to studymany-body systems that equilibriate due to the coupling to their environment and can
be described by equilibrium statisticalmechanics in the long-time limit. In recent years attention has shifted to
nonequilibriummany-body systems. For example their time evolution after a quench [2–5], where the question
of whether and bywhatmechanism they thermalize [6–10] has become a focus of study. Also of great interest are
systems that are driven far from equilibriumby external forcing. Applications of interest range from the
dynamics of ultra-cold atoms [11–17], trapped ions [18], coupled light-matter systems [1, 19–23], transport
problems [24–27], strongly correlated photovoltaics [28], and the simulation of quantum annealing algorithms
[29]. The need to account for quantum coherence thatmay be long-ranged in the presence of external forcing
and dissipation is an intriguing problem that calls for the re-evaluation and extension of established techniques
developed originally for near-equilibrium correlated systems. In recent years we have seen the further
development of a number of such powerful computational techniques: exact diagonalization and densitymatrix
renormalization groupmethods [30, 31], nonequilibrium versions of dynamicalmean field theory [32],
application of Bethe ansatz techniques to nonequilibriumquantum transport in impuritymodels [33], and
variousQuantumMonteCarlo algorithms, among them the continuous-timeMonte Carlo algorithm (again for
quantum impuritymodels) [34]3. Nonequilibriumquantumdynamics on the other hand has been a sine qua
non of quantumoptics and laser physics. In particular, an arsenal of powerful techniques have been developed in
thefield of CavityQED to deal with nonequilibriumdynamics of open quantum systems [35–40].Master
equationmethods,methods based onHeisenberg–Langevin equations ofmotion, andMonte Carlo
Wavefunction (MCW) approaches are by construction ideally suited to study dynamics of open quantum
systems.With the experimental progress inCavityQED in atomic, semiconductor and superconducting circuit
systems the attention has recently been drawn towards exploration of quantummany-body phenomena in
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extended light-matter systems. In particular networks of cavityQED systems [19, 20, 41–47] present a challenge
to established techniques due to the exponential proliferation of theHilbert spacewith the system size. For one
dimensional systemsDMRG-based approaches [48–52] have been extended to study the dynamics of the density
matrix of open quantum systems, but these rely on reduced dimensionality and certain constraints in the
generation of entanglement during the evolution of the open system. There is a clear need for advancing
computational approaches that aremore immune to the exponential growth problem andwhich scalemore
favorablywith system size. Phase-space representations of quantummechanics possibly offer such an approach,
whichwe explore in this paper.

Our goal in this paper is to develop and study a computational approach based on phase-space
representations to study the dynamics of driven and dissipative networks of cavityQED systems. In particular,
wewill employ the positive P-representation of quantummechanics tomap the dynamics of an arbitrarily
interconnected network of spins and bosons coupled linearly to bosonic quantumbaths. Phase-space
representations have been employed in the past to study purely bosonic open systems [53, 54], but there is little
work on spin systems and none that we knowof for open spin-boson networks. Barry andDrummond [55] used
the positive P-representation for spins to simulate equilibrium thermodynamic properties of the quantum Ising
model. Ng and Sørensen [56] used themapping to Schwinger Bosons to derive a positive P-representation for a
spin1 2 system, and together withDeuar [57] they considered SU (2) coherent states and studied quenches in
closed spin systems. Closest to our approach are [58, 59] which employ spin coherent states to derive a Fokker–
Planck equation for theQ-function of the single-site Dickemodel. In fact the present work is originally inspired
by this work, to go beyond the Fokker–Planck level (which is numerically infeasible to solve) and develop a
stochastic description, turning a formal identity into a numericalmethod. To this end a different representation
is needed, as theQ-function does not possess a positive semi-definite diffusionmatrix.

Aswewill present in some detail, we use a combination of bosonic and spin coherent states tomap a
quantummaster equation to a Fokker–Planck equation, and in a second step, onto a stochastic differential
equationwhich can be simulated efficiently. Notably, the latter step is only possible if the corresponding
diffusionmatrix in the Fokker–Planck equation is positive semi-definite. This is guaranteed in the positive P-
representation [54, 60, 61]. To evaluate the effectiveness and accuracy of our computational approach, we
analyze in detail a two-site system—a dimer—each site of which features a photonicmode coupled to a local
spin (this systemhas been recently studied in a circuit quantum electrodynamics (circuit QED) setup [1, 62]).
Wemake a numerical comparison of our approach to theMCWtechnique for spin values accessible to the latter.
We refer to this system as theDicke dimerwhen the spins are taken to be large, a limit which lies beyond the
capability of theMCWapproach, but as we demonstrate is accessible in this new approach.We stress that it can
be generalized tomore complicated network geometries and other spinmodels.

Our paper is organized as follows: in section 2, we specify the quantummodel that we use as an example to
demonstrate our formalism. Thefirst step in ourmapping, the derivation of a Fokker–Planck equation froma
quantummaster equation, proceeds via the introduction of bosonic and spin coherent states, and is presented in
3. In a second step, wemap the Fokker–Planck equation to a stochastic differential equation in section 4. The
method is tested on a physicalmodel in section 5. Finally, we summarize and discuss our results in section 6.

2. Spin-Boson networks

Abroad class ofmodels in quantumoptics and quantum information theory contains interacting bosons and
spins on a lattice or network geometry:
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Parts of theHamiltonian consists of a sumof local terms, describing e.g. externalmagnetic fields, on-site
energies, coherent drives and interactions between bosons and spins. The kineticHamiltonian couples different
sites of the network. Amore specific class ofmodels neglects the coupling of different spins, =J 0ij
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For spin 1 2 the single site system is known as the Jaynes–Cummingsmodel, and it plays a prominent role in
cavity and circuit QED systems [63], but appears also in other contexts.We consider its generalization to a
network, where the spin sizes are arbitrary.Wewill refer to thismodel as theDicke network. It is characterized by
a hopping amplitude J, a cavity frequencyωc, a spin frequencyωs, amatter-light coupling of strength g, and
coherent drive amplitudes fi at each site. Furthermore, the quantumnumber s specifies the spin representation.
Note that ourmodel does not contain any counter-rotating terms.Hence, the isolatedDicke network (fi=0)
conserves the total excitation number ∑ +N Sˆ ˆ

i i i
z
, where N̂i denotes the photon number on site i, and Ŝi

z
are

the corresponding z components of the spin.
Models (1) and (2) are tractable with our approach thatwe present in this paper.We focus on the dynamics

ofmodel (2), including possibly a coupling of the system to a bath.We therefore use the Lindbladmaster
equation

ρ ρ∂ = Lˆ [ ˆ], (3)t

 ∑ρ ρ ρ ρ= − + +( )L Hˆ i ˆ , ˆ ˆ ˆ .
i

i
a

i
S⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦

Dissipation in thismaster equation is described by the Lindblad superoperators for the spins S and photons a,
describingweak coupling to a bath (we omit the site indices i to keep the notation simple):

 ρ κ ρ ρ ρ κ ρ ρ ρ= + − − + − −( )( ) ( )n a a a a a a n a a aa aaˆ
2

¯ 1 2 ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ
2

¯ 2 ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ , (4)a † † † † † †⎡⎣ ⎤⎦
 ρ γ ρ ρ ρ

γ ρ ρ ρ

= + − −

+ − −

− + + − + −

+ − − + − +

( )( )
( )

n S S S S S S

n S S S S S S

ˆ
2

¯ 1 2 ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ

2
¯ 2 ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ . (5)

S ⎡⎣ ⎤⎦

Here, the constants κ and γ specify the decay rate of photons from each cavity, and the spontaneous decay rate of
each spin. n̄ is the number of photons in the thermal bath and is ameasure of temperature (with =n̄ 0 for zero
temperature) [37, 39, 40].

Simulating thismaster equation numerically becomes intractable for large photon numbers, spins, and/or
large networks. As ρL [ ˆ] is a linear operator on densitymatrices, the computational complexity grows
quadratically in theHilbert space dimension, which itself would grow exponentially with network size.We thus
aim for a different representation of the problem.

3. Fokker–Planck equation

3.1. Coherent states and the positiveP-representation
In this sectionwe extend the positive P-representation [37, 39, 40] to situations involving spin. The positive P-
representationmakes use of the basis of coherent states, which for bosons are eigenstates of the annihilation
operator â with eigenvalue α,

α = α α− +e vac , (6)a2 ˆ2 †

and ∣ 〉vac denoting the vacuum state for the bosons. The spin coherent states [64–66] for the spin s
representation of the su (2) spin algebrawill be defined as

=
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where +Ŝ is the raising operator of the algebra. Both state labelsα and z are complex valued.Note that in our
convention, the spin state ∣ = 〉z 0 corresponds to the lowest weight (‘spin down’) state.We construct the
following operators:
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α β
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We similarly define for the spins
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The normalization of Λ̂S comes from the overlap of two spin coherent states [64–66].We now introduce a

container variable for the complex numbers that specify sets of operators, Λ̂a and Λ̂S, for the network:

3
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α α β α β= ⋯( )z w z w, , , , , , , , . (10)n n n n1 1 1 1

Above, n is the size of the network. Combining spin and bosonic degrees of freedom,we then define the
following operator which acts on the fullmany-bodyHilbert space of the network:

∏αΛ Λ α β Λ= ⨂( ) z wˆ ( ) ˆ , ˆ ( , ). (11)
i

a i i S i i

The density operator of the system can nowbe expanded in our generalized positive P-representation as follows:

∫ α α αρ Λ=t P tˆ ( ) d ( , ) ˆ ( ). (12)

In the above, we defined the integrationmeasure α α β= ∏ z wd d d d di i i i i
2 2 2 2 . As can be easily verified,

normal-ordered bosonic operator expectation values in the positive P-representation are calculated according to

∫ α α β α=a a P tˆ ˆ d ( , ) (13)n m n m†

∑β α≈
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t t
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( ) ( ). (14)
s l

N

l
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l
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1

s

The second line gives an approximation to the expectation value for the case where onlyNs samples α βt t( ), ( )l l ,
from the positive P-function are available (in terms of solutions to an equivalent stochastic differential equation
to be derived below). An example of an expectation value involving spin is given in appendixD. A crucial
advantage of the positive P-representation is the fact that the resulting Fokker–Planck equation has a positive
semi-definite diffusionmatrix, allowing for an equivalent formulation in terms of stochastic differential
equations [37, 39, 40], which our approach builds on.

3.2.Mapping to a Fokker–Planck equation
Having introduced coherent states and P-functions, it is worth outlining the general strategy for deriving a
Fokker–Planck equation. Consider a generalmaster equation of the form

ρ ρ= Lˆ̇ [ ˆ], (15)

where L is an arbitrary Lindblad operator. Aswewill show in the next paragraph, the previously introduced
operators Λ̂ allow us to convert second-quantized operators into differential ones. As a consequence,

α α αΛ Λ=L ˆ ( ) ( ) ˆ ( ), (16)L⎡⎣ ⎤⎦
where  α( )L is a representation of L in terms of derivatives with respect to α. It turns out that this differential
operator consists only offirst and second order derivatives and can therefore bewritten as (Einstein summation
convention over site indices is implied)

 α α α= − ∂ + ∂ ∂α α αA D( ) ( )
1

2
( ) . (17)L

i iji i j

The dependence of the vectorA and thematrixD on α will be determined shortly. Using this relation (without
further specifying  α( )L at this point), we can derive a Fokker–Planck equation from the Lindbladmaster
equation as follows.Wefirst note that

∫ ∫α α α α α αρ Λ Λ= =L P t L P tˆ d ( , ) ˆ ( ) d ( , ) ˆ ( ).L(16)⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦
The derivatives can be transferred from Λ̂ toP by partial integration.We use equation (17) tofind

∫ ∫α α α α α αΛ Λ∂ = ∂ + ∂ ∂α α αP t A D P td ( , ) ˆ ( ) d ˆ ( )
1

2
( , ), (18)t i iji i j
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⎝

⎞
⎠

fromwhichwe conclude that

α α∂ = ∂ + ∂ ∂α α αP t A D P t( , )
1

2
( , ). (19)t i iji i j

⎜ ⎟⎛
⎝

⎞
⎠

This is the Fokker-Planck equation. The goal for the remainder of this section is to calculate αA ( )i and αD ( )ij .
Note that the better knownP-representation is simply obtained from the positive P-representation by

substituting β α→ *, which enforces the variables α and β to be complex conjugates. In the positive P-
representation, the presence of quantumnoise violates this conjugacy relation; formore details we refer the
reader to [37].

Our next goal is to calculate the differential operator L. To this end, we first combine equation (3)with
equation (16):

4
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In order to proceed, we need to apply the second-quantized operators a, a†, +Ŝ etc. on Λ̂ (see [37] for a
pedagogical introduction to the positive P-representation).We list and derive those identities in appendix A.
Note that each creation or annihilation operator corresponds to a first order differential operator. Commutation
relations reflect themselves in the non-commutativity of these differential operators. Furthermore, themaster
equation contains only products up to second order in bosonic creation and annihilation operators and spin
raising and lowering operators. This guarantees that the resulting partial differential equation is necessarily of
second order in α andfirst order in time, and hence of Fokker–Planck type4.

Wefirst simplify the contributions arising from the localHamiltonians Ĥi (derivations are presented in the
appendices). Note that all complex fields α β z w, , , carry a site index. In order not to overload the notation at
this point, we omit these indices and instead indicate the site index on the brackets:
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Wenext compute the kinetic term for the network, being the only term coupling the different sites:

α αΛ α α β β Λ+ = ∂ + ∂ − ∂ − ∂α α β β( )( )a a a aˆ ˆ ˆ ˆ , ˆ ( ) ˆ ( ). (22)i j j i j i j i
† †

i j i j

⎡⎣ ⎤⎦
Finally, we calculate the dissipators, startingwith the photons. After a straightforward calculation,making use of
equation (A1), wefind

 α αΛ κ α β Λ= − ∂ − ∂ + ∂ ∂α β α β( )nˆ ( )
2

2 ¯ ˆ ( ). (23)a ⎡⎣ ⎤⎦

Notably, all second-order derivatives are proportional to n̄. As = =n T¯ ( 0) 0, there is no quantumnoise
associated to cavity loss at zero temperature.

Amuch longer calculation, shown in the appendix, results in the following contributions from the spin
dissipators:

 α

α

Λ γ γ

γ Λ

= + ∂ + ∂ + + + ∂ ∂

+ − + ∂ + ↔

( )( )( ) ( )n z w n n z w

z s
n

z z w
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2

2 ¯ 1 ¯ ¯ 1

¯

2
( ) ˆ ( ). (24)

S
z w z w

z

2 2 2 2 2 2
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⎡⎣ ⎤⎦ ⎡
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⎛
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⎛
⎝

⎞
⎠

⎞
⎠⎟

⎤
⎦⎥

The double arrow indicates an identical contribution on the last linewhere the roles of z andw are interchanged.
Interestingly, the spin dissipator does contain quantumnoise terms that are present even at zero temperature.
Note, however, that such terms are of order γ, while the drift contribution is proportional to themagnitude of
the spin s (and γ). Hence, for a large spin, the quantumnoise is small relative to the deterministic drift term.

Our goal will be to cleanly separate quantum fromclassical dynamics. To this end, we perform a
transformation on the following variables:

α α β β= = = =s s n ns f f s˜ , ˜ , ¯ ¯̃ , ˜ , (25)

and similarly for the dissipative parameters. However, in order to keep the notation clean, we omit the tildes in
the remainder of the paper. The third transformation is needed as photon densities scale as αβ∼n . Intuitively,
as thefield amplitude gets scaled, the photon density of the bath and the external drive have to be scaled up as
well (otherwise the bath temperaturewould be effectively lowered). After the transformation, theHamiltonian
contribution to the Fokker–Planck equation is independent of s, and hence it has awell-defined limit for → ∞s .
In contrast, the second-order differential operators that arise due to the interaction g are proportional to −s 1 and
therefore vanish in this limit. Thismeans that quantumnoise vanishes in the classical limit of large spin, as
intuitionwould suggest.

4
We stress that there are a variety of alternative approaches to deriving a Fokker–Planck equation, for example by choosing a different

phase-space representation (Q,P,Wigner, etc), a different normalization for the operators Λ̂ as in [55], or by choosing a different
quantization axis for the spin coherent states
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3.3.Drift vector and diffusionmatrix
Weare now ready to collect all terms and specify the drift vectorA and the diffusionmatrixD in the Fokker–
Planck equation (19).

The vector A has 4 complex entries for each network site. The 4 entries corresponding to site i are given by

∑

∑

α

α

α

α

ω α α κ α
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= − + +
+

−
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1 2
,
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⎛
⎝

⎞
⎠

Aswe shall explain below inmore detail, these are the right hand sides of the classical equations ofmotion for the
variables α β z, ,i i i andwi, respectively.

We nowmove on to the diffusionmatrixD. Note that it is block-diagonal in the space of network sites;
therefore wewill focus on a single site, omitting the site indices. For later convenience, wewill separate it in the
followingway

= + + = + +κ
γ

D D D D
D D

D D
0

0 0

0

0
0 0
0 . (27)

g

g

(1) (2) (3) ⎜ ⎟⎛
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⎞
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The non-zero entries are themselves 2 × 2matrices

κ

γ

= = −

=
+ + +

+ + +

κ

γ

( )D n D z

w

D
n z n n z w

n n z w n w

¯ 0 1
1 0

, 0

0
,

(2 ¯ 1) ¯ ( ¯ 1)
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2 2 2

⎛
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⎞
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⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

Thesematrices are proportional to the parameters κ, g and γ, respectively, indicating three distinct sources of
noise, namely a quantumnoise contribution due to g, a purely thermal noise arising from κn̄, and a noise
contribution from the spin, associatedwith the spontaneous emission at rate γ. In contrast to the other noise
contributions, D(2) couples the photon and spin sectors. Also note that it is proportional to s1 , and hence
vanishes in the classical limit.

4. Stochastic differential equations

In order for our approach to provide an efficient basis for numerical simulation, we furthermoremap the
Fokker–Planck equationwe have derived onto a set of stochastic differential equations. A necessary requirement
for this step to be possible is that the diffusionmatrix be positive semi-definite. If this requirement is notmet,
then the diffusionmatrix possesses contracting directions, and it is impossible tomodel contracting densities in
terms of randomwalks. This requirement is precisely whywe have chosen towork in the positive P-
representation, as then the positivity of the diffusionmatrix is assured [37, 39, 40].

It follows from the standard theory of stochastic calculus [39, 40] that the Ito stochastic differential
equations equivalent to the Fokker–Planck equation (19) are given by

α α αξ= +A t td ( )d d ( , ), (29)

αξ ξ δ′ =μ ν
μν ′( ) ( ) ( )t t D td d d , (30)tt

Hence, the deterministic evolution is described by the drift vectorA, while the equal-time correlator of the noise
in the four dimensional complex space is given by the diffusionmatrix.We are now facedwith the challenge of
designing a noise such it satisfies this requirement. For the following discussion, we focus on a single network site
and omit the site index (the diffusionmatrix is block-diagonal). An obvious way of creating such a noise term
would be to define
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T

T

α α α α αξ
δ

= =
〈 ′ = ′ 

t B t W t D B t B t

W t W t t

d ( , ) ( , ) d ( ), ( ) ( , ) ( , ) ,

d ( )d ( ) d , (31)tt 4

where 4 is the four dimensional identitymatrix. The noise is thus decomposed into the product of αB t( , ) (the
matrix square root ofD), with Wd , a four dimensional vector of independentWiener increments. However, as
D is a complex 4 × 4 (or real 8 × 8)matrix for each network site, determining thismatrix decomposition
numerically at each infinitesimal time stepwould be computationally demanding.

Fortunately, we can use a trick to circumvent the need to perform such a time-dependent factorization,
making the numerical algorithmsmore efficient, by using the explicit decomposition ofD given in
equation (27). In the following, wewill construct three infinitesimal noise vectors ξ ξt td ( ), d ( )1 2 , and ξ td ( )3 ,
which are constructed such that they aremutually uncorrelated, andwhich satisfy for each =i 1, 2, 3 (no
summation over i)

αξ ξ δ′ =μ ν
μν ′t t D td ( )d ( ) ( ) d , (32)i i
i

tt
( )

with the individual D i( ) given in equation (27).We then define the total noise

ξ ξ ξ ξ= + +t t t td ( ) d ( ) d ( ) d ( ). (33)1 2 3

As the dξi aremutually uncorrelated, it follows that

∑ξ ξ ξ ξ δ′ = ′ =μ ν μ ν
μν

=
′t t t t D td ( )d ( ) d ( )d ( ) d , (34)

i

i i tt

1

3

after using equation (27) and equation (32). Consequently we have succeeded in generating a randomnoise
vector with the desired correlator (30). It remains still to showhow to construct the individual dξiʼs. This is,
however, easy. For this purpose, we construct thematrix square roots B i( ) for thematrices D i( ) such that

T=D B Bi i i( ) ( ) ( ), . Due the structural simplicity of thematrices D i( )wefind the analytic solutions

κ= −

= −
−

B n

B
ig

s

z
z

w
w

¯
1

2

1 i 0 0
1 i 0 0
0 0 0 0
0 0 0 0

,

1

2

1 1 0 0
0 0 1 1
1 1 0 0

0 0 1 1

0 0 0
0 i 0 0
0 0 0
0 0 0 i

. (35)

(1)

(2)

⎛

⎝

⎜⎜⎜

⎞

⎠

⎟⎟⎟
⎛

⎝
⎜⎜⎜

⎞

⎠
⎟⎟⎟
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⎝

⎜⎜⎜
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⎠

⎟⎟⎟

A similar analytic formula for B(3) can be obtained fromdiagonalizing a 2 × 2matrix, but in the followingwewill
set the spontaneous emission rate γ to zero, and so have no need for it.We nowdefine

ξ = =( )t B W t id ( ) d ( ) 1, 2, 3 , (36)i
i i( )

with each W td ( )i being a four dimensional vector of independentWiener increments. It follows that the
individual noises dξi have the correlators (32). This concludes our construction of the correlated noise.

We note here that our noise vector can bemultiplied from the right by any complex orthogonalmatrix, and
would still satisfy equation (30). This observation is a consequence of the stochastic gauge degree of
freedom [56, 67].

5.Numerical simulations

Next, we consider a particular spin-boson system.Ourmainfindings are that (1) our approachworkswell as
long as the ratio g/s is notmuch larger than drive and dissipation, (2)we explain the super-exponential decay of a
homodyne signal found in [1], and (3)we propose a novel dynamic phase transition in a regime of large photon
numbers, which is hard to describe with other existingmethods.

5.1. NonequilibriumDicke-dimer
We shall now apply our stochastic formalism to a physical test case, one involving strong spin-photon
interactions, andwhich has an additional spatial degree of freedom involving a kinetic energy term. For
simplicity wewill focus on the dynamics of two coupled cavities (a dimer), each of which contains a spin coupled
to a single photonicmode. In circuitQED, each site would be realized in terms of amicrowave field, coupled to a
superconducting qubit, with the sites capacitively coupled to allowphoton hopping. As the qubit can be
interpreted as a spin =s 1 2, each cavity is described by a Jaynes–Cummingsmodel. A dimer of such cavities has
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recently been studied in an experiment [1].We consider a broader class of similar systems, allowing for arbitrary
spin s. In particular, we are interested in the scaling limit of large spin and photon numbers and in the quantum
to classical crossover. A corresponding dimer could e.g. be realized by usingmany qubits per cavity that are all
coupled to the same photonicmode.

To beginwith, let us briefly review themain experimental findings. In the experiment, one of the two cavities
(cavity 1, whichwewill take to be the left cavity) is initially populatedwithmany photons forming a coherent
state. The system is undriven and is let to evolve in time. As both cavities are dissipative (with photon loss rate κ),
the photon number decreasesmonotonically with time. The following physics is observed in the experiment. At
large photon numbers, photons are observed to undergo linear periodic oscillations between the two cavities,
while simultaneously exponentially decaying to the outside environment. However, as the photon number
drops below a certain critical threshold, predicted at about ≈N g J8c

cl 2 2 according to a classicalmodel [62], and

renormalized by quantum fluctuations to ≈N N2c
qu

c
cl, the oscillations are seen to cease as the system enters a

macroscopic quantum self-trapped state (for details please refer to [1]).
A qualitative explanation of the physics is as follows: there are two competing time scales for the dimerwhen

observing the homodyne signal. The Josephson oscillations occurwith period =t J1 2J when the photon
number is above the critical threshold and the system is in the delocalized phase. The second time scale is the
collapse and revival period associatedwith the single site Jaynes–Cummings physics, the relevant time scale
when the systemhas localized and the tunneling disappears, wherein the two sites are effectively decoupled. The
localization transition is predicted to occurwhen these two time scales become comparable. Thismatching
argument has been supported by extensive numerical simulations for the spin1 2 dimer usingMCW
simulations [1].

Wewould like to analyze the quantum transition in thewell-controlled semiclassical limit of large spin,
going beyond the classical solution and taking into account the impact of quantumfluctuations, as well as the
effect of thermal noise.Wewill also give a theoretical explanation for the super-exponential decay of the
homodyne signal that has been observed in [1].

We test ourmethod on the example of a dissipativeDicke dimer.We are interested in two cases. First, we
study the undriven lossy dimer, inspired by the experiment, wherewe prepare an initial coherent state of the left
cavity with afixedmean number of photons, and the qubit in its ground state, and study the dynamics 5. Second,
we study the corresponding driven system,with the cavities and qubits in the ground state. Here, we aremainly
interested in the behavior of the tunneling current between the two sites, in steady state. Aswe show, the driven
systemdisplays a dynamic quantumphase transition visible in the inter-cavity current upon varying the
interaction strength.

5.2.DissipativeDicke dimer
5.2.1. Zero temperature, infinite spin
Webegin bymodeling the classical dynamics of the dissipativeDicke dimer atT=0. Zero temperature ( =n̄ 0)
in combinationwith infinite spin implies that all noise terms vanish. The equations (29) are then completely
deterministic, and the positive P-representation becomes equivalent to the standard P-representation, allowing
for an alternative representation of the stochastic differential equations in terms of the compact angular
variables.We have found that an angular representation (F2) ismore stable at long times in this setup.
Simulation results for a decaying dimer are presented infigure 1.We observe a self-trapping transition setting in
at a critical photon number, belowwhich the oscillations die out rapidly. The dynamic equations in this limit are
equivalent to the classicalMaxwell–Bloch equations that have been studied earlier in this setup [1, 62], but
whose derivation requires the uncontrolled assumption of the factorization of operator expectation values,
whereas our deviation is fully controlled in the scaling limit.

5.2.2. Finite temperature, infinite spin
Next, we explore the impact of thermal noise. To this end, we set n̄ to afinite, positive value, simulating the
coupling to an external photon bathwithmean occupation n̄.

The fact that we have taken the spin → ∞s and the qubit relaxation rate γ → 0 implies that the only

remaining noise term in equations (35, 36) is ξ t( )1 , corresponding to thematrix B(1). Thismatrix has an
interesting symmetry property: whenmultiplying on the right any real vector, the resulting complex vector has
just two entries which are always complex conjugates. As a consequence, the random thermal noise acting on the
variables α and β preserves this conjugacy. The drift equations share the same property, and preserve conjugacy,

namely α β=A A( ) ( )1 2
* for β α= *, where ∗ denotes complex conjugation. It follows that α β=t t( ) * ( ) for all

5
Adiscussion of the numerical specification of quantum states in our representation can be found in [71].
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times and all stochastic trajectories. Thismirrors the fact that the positive P-representation is equivalent to the
ordinaryP-representation in the absence of interaction induced (quantum) noise.

Physically, coupling a thermal bath to our decaying cavity will induce two things:first, coherence will be
destroyed over time, and second, the system’s equilibrium state (at least for small g) will not be the vacuum state
but rather an incoherent photon state atmean photon number n̄. To illustrate the loss of coherence, we
calculated the homodyne signal = 〈 〉 + 〈 〉h I Qˆ ˆ2 2, where the quadratures are defined in terms of the creation and
annihilation operators as = +I a aˆ (1 2)( ˆ ˆ )† and = −Q i a aˆ ( 2)( ˆ ˆ)† . This quantity was experimentally
measured in [1] in the closely related setup of a decaying Jaynes–Cummings dimer, i.e. for =s 1 2. Note that for
a perfectly coherent systemwhere 〈 〉 = 〈 〉〈 〉a a a aˆ ˆ ˆ ˆ† † , the homodyne signalmeasures the photon number. In the
presence of some incoherence, however, it drops below the photon number. In [1], the homodyne signal was
seen to decay super-exponentially close to the self-trapping transition.Our simulations show a qualitatively
similar behavior infigure 2, where the homodyne signal (but not the photon number) is seen to decay super-
exponentially. In the experiment, individual photons escape according to a Poisson process. For each single
trajectory in the ensemble average, the photon number drops below the critical threshold at a random time, the
initial photon number determining the average time at which this occurs. On approaching the transition, the

Figure 1.Deterministic semiclassical equations, corresponding to the scaling limit = ∞s with =n̄ 0 (no thermal noise). The plot
shows the numbers of photons in thefirst (bold, red) and second (thin, black) cavity, respectively.

Figure 2. Finite temperature, classical simulations for the self-trapping transition (infinite spin).We averaged over 10 000 stochastic
trajectories. The plot shows particle number (red) and homodyne signal (blue). At the transition, the homodyne signal decays super-
exponentially.
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oscillations become highly nonlinear, with a diverging period (critical slowing down) [62]. This results in a
dephasing of the different trials within an ensemble. Therefore averages of the homodyne signal die out faster
than exponentially. Hence, the quantum localization transition in [1] possesses a classical analogue at large spin.

5.2.3. Finite spin
In contrast to the semiclassical limit of infinite spin, finite spin simulations require the fullmachinery of the
positive P-representation. In particular, the emergent quantumnoise atfinite spin violates the conjugacy
relation between α and β (and also z andw). Hence, all four complex coordinates evolve according to their
individual dynamics, and all are subject to individual (yet correlated) sources of noise. This fact has
counterintuitive consequences. Let us consider for example the photon density in a given cavity. An individual

stochastic trajectory in the P-representation necessarily has positive photon numbers α α∼ ∈ +n t t( ) * ( ) . In
positive P-representation, individual runs have generally complex contributions α β∼ ∈ n t t( ) ( ) . It is
therefore important to keep inmind that only averaged quantities have a physicalmeaning. Similarly, the −z

component of the spins in the P-representation are given by ∼ ∈ −−

+
Ŝ [ 1, 1]

*

*
z

zz

zz

1

1
. In contrast, the

corresponding contribution in positive P-representation reads ∼ ∈−
+

Ŝz
zw

zw

1

1
. This behavior is seen for

example in the lower panel offigure (3), which shows the real part of this expression for a single stochastic run.
Note that the averaged rescaled z-components of the spins are always between −1and 1.

Studying the lossy cavity, we are facedwith typical problems that arise in positive P-representation
simulations: individual stochastic trajectories show ‘spikes’, as is apparent infigure (3). Such spikes are awell-
knownproblem in the context of positive P-representation simulations [37, 56, 67]. They indicate that the
underlying P-function is heavy-tailed.When the tails become so heavy that the secondmoment diverges,
stochastic averaging fails to converge beyond the timewhere spikes proliferate.We analyze the spike statistics in
the next section. In extreme cases, the positive P-function can even have non-vanishingmass at infinity, spoiling
our derivation of the Fokker–Planck equation, which relied on a partial integration and the dropping of surface
terms. In some cases, however, single trajectories can already predictmuch of the physics. Infigure 3, we show
such a characteristic stochastic trajectory.We see the onset of self-trapping before the simulations break down.
The dashed black curve infigure 3 shows the sumof both z-components of the two spins plus the total number of
photons in the two cavities. For the isolated system, this is a conserved quantity, while for the open system this
quantity is expected to smoothly decay. This is indeedwhat can be extracted from the plot, and as long as the

Figure 3. Single stochastic trajectories for finite spin. Large spins (here =s 106) allow us to simulate for long times and thus follow the
dynamics into self-trapping in the quantum regime (it is important to note, however, that we are here only showing a single trajectory,
not an ensemble average). The upper panel shows the photon numbers in the left (red crosses) and right (blue dots) cavities,
respectively. The high frequency oscillations are Rabi oscillations, whose frequency depend on the photon number. They are also
apparent in the lower panel, showing the z-components of the two spins (same color coding).We also present the system’s total

excitation number 〈 + + + 〉N N S Sˆ ˆ ˆ ˆz z
1 2 1 2 (black dashed line in upper panel), which is a constant ofmotion for the closed system, but

here slowly and smoothly decays due to the cavity loss. Jumps in this line indicate the breakdown of numerical reliability, here at
t=4.3.
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dashed black curve is continuous and smooth, the numerical simulations can be trusted. It is interesting to see
from this plot that for some time before the simulations break down, single stochastic trajectories undergo Rabi
oscillations with the spin amplitude exceeding the classically allowed bound. This is a clear signature of the
simulations entering the quantum regime. It was not possible for these parameters to carry out an ensemble
average for long timeswithout truncating divergent trajectories; such a truncationwas not used to generate our
results. The divergences are associatedwith the heavy-tailed nature of the distribution [68].We next consider a
driven version of this system,whichwe can place into a steady state, ameliorating such problems and
demonstrating the power of the positive P-simulations.

5.3.Driven dissipativeDicke dimer
Having studied a strongly interacting quantum systemweakly coupled to the environment, we now study the
case of a strongly driven, dissipative system. Aswe shall see, strong drive and dissipationwill help to stabilize the
positive P-representation simulations. In the steady state of a driven system, autocorrelations quickly decay in
time, and the spikes are damped before having the opportunity to grow. As the systemwill relax into a steady
state, we are able to simulate long times and even small spins.

We consider two coupled cavities each supporting an atomwith spin s. However, instead offilling the system
initially with photons and letting themdecay over time, herewe start with the cavities in the vacuum state and
coherently drive the left cavity, such that a steady state emerges.We choose a hopping rate J=1 (the other
parameters aremeasured relative to J), κ=20 for both cavities, and set a coherent drivewith amplitude

=f 100 2 . In the absence of the second cavity, and for g=0, this would lead to a steady state photon number
of 50.We vary the interaction strength g from0 to 10.Our observable is the photon current, defined as

α α= −j J Im( )1
* 2 .

5.3.1. Non-interacting, classical limit
For = = ∞g s0, , the stochastic equations become deterministic and reduce to (α’s are the expectation values
of the annihilation operators in a coherent state)

α α κα α α κα= − + = −J f J˙ i 2 , ˙ i 2. (37)1 2 1 2 1 2

While an analytic time-dependent solution exists, evenmore straightforwardly the steady state values can be
derived by setting the time derivatives to zero, yielding

κ

κ
=

+
≈

( )
j

f J

J
J

16

4
9.803 . (38)

2 2

2 2 2

Wewill use this result as a reference. In the followingwewill consider the regime offinite g and s.

5.3.2. Classical simulations, finite coupling g
In the limit of infinite spin, we simulated the deterministic equations numerically. Figure 4 shows the time-
dependent currents for different values of g, with =n̄ 0, for which case B(2) in equation (35) vanishes. Below a
critical value of ≈g J7c , the current is seen to oscillate around a positivemean value. Note that the current never
changes sign. Above gc, the current vanishes. This delocalization–localization transition is whatwewant to
simulate forfinite spin, using the positive P-representation.

5.3.3. Quantum simulations
To study the behavior of the asymmetrically driven cavity in the quantum regime, we use the positive P-
representation, scanning through all orders ofmagnitude of the spin s in a range from1 to10 000.Wefind that
in the quantum case (finite s), the currents saturate to steady state values that strongly depend on g. A strict phase
transition only exists for = ∞s , but for large spins, the current is strongly suppressed above gc. This behavior is
summarized infigure 5.Here, the time averaged current is plotted as a function of g for various spin sizes. Note
that close to the transition, the statistical error grows as the systembecomes unstable due to the emergence of
spikes. Even for the case of s=1, a strong nonlinear dependence of the intercavity current on the interaction
strength g is seen. This effect should bemeasurable in a circuitQED experiment.

We also compared ourmethod against a numerical simulation based on theMCWalgorithm [1, 38]. This is
an alternative approach based on an unraveling of themaster equation, which allows one to simulate reasonable
sized systems (the problemof an exponentially growingHilbert space dimension still exists in this approach).
Figure 6 shows the outcome of a comparison of bothmethods. In thisfigure, we plot the dynamics of the photon
current as a function of time, starting with a ‘spin down’ state and an empty dimer. The common parameters
chosen are κ= = = =J f f1, 20, 100 2 , 01 2 , andwe varied g and s.Wefind good agreement in the time-
dependent particle current for values of g that are below the classical critical value of ≈g J7c . For larger values of
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g, small discrepancies appear. A possible explanation for this is the fact that deep in the quantum regime,
individual stochastic trajectoriesmay have negative particle numbers and negative currents. This behavior is also
shown in the histogram figure 7, which, at a given time t, counts the number of cases where the particle current is
found at a given value. This histogramwas produced from the steady state region of a single long trajectory
(taking account of theMarkovian dynamics), lasting for tJ=30 000, and 300 000 data points. Autocorrelations
exists in this single trajectory only for very short times. Uponnormalization, this can be interpreted as a
probability distribution for the current. So long asmost of themass sits in the positive range, positive P
simulations andMCWsimulations agree reasonably well (here for g= J). Ifmuch of the probabilitymass is in the
forbidden region of negative currents, deviations become stronger and the positive P simulations lose their
validity. Another source of discrepancymight be the boundary contributions, which have been neglectedwhen a
partial integrationwas used in deriving the Fokker–Planck equation. A further comparisonwas carried out for

Figure 4.Classical, time-dependent current for = ∞s , =n̄ 0, and different values of g. Below the critical value of about ≈g J7c , the
current oscillates around its positivemean value. Above gc, the current drops to zero. Quantum effects due to finite s average out of
these persistent oscillations and smooth the transition to a crossover, see alsofigures 6 and 5.

Figure 5. Steady state currents j as a function of the interaction strength g (and for =n̄ 0). Each data point results from an ensemble
average over 6 000 stochastic trajectories and a subsequent time average.While a sharp transition in the current is seen at infinite spin,
finite values of s turn this transition into a crossover. Deviations betweenMCWandPP simulations grow close to the transition for
s=1. Before the transition region, the two approaches agree towithin the statistical errors (not shown for clarity). The deviations for
larger coupling are also apparent in the steady state time dependent plot infigure 6. As the sampling error shrinks with larger spin size,
wewould expect better agreement for larger spins, whichwe cannot test due to theHilbert space dimensionality constraints ofMCW.

12

New J. Phys. 17 (2015) 053018 SMandt et al



the spin dynamics of the right and left cavity, as shown infigure 8, where also good agreement (in steady state)
between positive P stochastic simulations andMCW is obtained.While the undriven cavity saturates at a
negative value for the z component of the spin, the driven cavity has an Sz component that averages to zero. This
can be understood as individual stochastic trajectories undergoing Rabi oscillations with different relative
phases, which averages out the z component of the spin in the driven cavity. The transient dynamics for early
times show a faster damping of the spin in the Positive P simulations versus theMCWapproach. This concludes
ourfirst application of the generalized positive P-representation as a numerical tool for studying spin-boson
systems.

Figure 6.Photon currents for spin s=1 (quantum case), with =n̄ 0.We compare positive P simulations (PP, averaged over 10 000
trajectories) agains theMonte CarloWavefunction approach (MCW, averaged over 100 trajectories). A possible explanation for the
systematic discrepancies at large g is the fact that the photon currents show large statistical fluctuations in this regime that lead to
negative photon currents for individual trajectories, see also figure 7.

Figure 7.Probability histogramoffinding the current j at a random time t to beX for a stochastic trajectory in steady state (log-scale).
The blue histogram in the foreground shows g=1, where the stochasticfluctuations aremuch smaller than for g=7 (background,
red). Note that negative currents (flowing from the undriven, lossy cavity to the driven cavity) are unphysical, as are negative photon
densities.When the statistical weight of such contributions is too large, the simulations lose their predictive power. The inset contains
the same quantities presented on a non-logarithmic scale, showing that themajority of trajectories have positive currents for g=1, but
less so for g=7.
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6. Summary and conclusions

Wederived stochastic differential equations tomodel the nonequilibriumdynamics of systems involving bosons
and quantum spins. Our approach is based on a generalization of the positive P-representation using spin
coherent states. This allows us tomap a large class of Lindbladmaster equations onto Fokker–Planck equations,
following in a second step to a set of stochastic differential equations. Our approach can be applied to a variety of
systems, including large networks.

Regarding computational efficiency, our approach scales linearly (instead of exponentially) with the number
of network sites for nearest-neighbor couplings, and quadratically otherwise.We also note that, in particular for
problems involving coherent photons, we arrive at amuch lower dimensional representation than in the usual
Fock state representation.

We alsomodeled a dimer, each component consisting of a cavity coupled to a spin (of various sizes), as a
simple example. Individual stochastic trajectories were found to display heavy-tailed fluctuations, the so-called
spikes. Drive and dissipation reduce thesefluctuations and bound the sampling variances.We compared our
approach against theMCWmethod [38], and found good agreement. For the undriven, dissipative dimer, we
were able to qualitatively reproduce the super-exponential decay of the homodyne signal that has been observed
in a recent circuit QED experiment [1].We also studied the corresponding driven systemwherewe predicted a
newphase transition in the inter-cavity current as a function of the on-site interaction strength.
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Figure 8. Spin dynamics of the driven dimer, comparing positiveP simulations (PP, averaged over 10 000 trajectories) against the
Monte CarloWavefunction approach (MCW, averaged over 100 trajectories). The z components of the spins in the left (driven) cavity
and in the right (undriven) cavity are shown as a function of time ( = =g J s7 , 1). Note that the photon number in the undriven
cavity is small, as the cavity loss rate κ exceeds the incoming photonflow.Hence, the corresponding spin excitation is small. In
contrast, Sz in the left cavity averages to zero due to rapid Rabi oscillations with the photonmode.
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AppendixA.Derivation of differential operator correspondences

In this section, we present and derive the correspondence between second-quantized operators and differential
operators that allowed us to derive the Fokker–Planck equation from themaster equation. First, we use the
following bosonic identities:

Λ αΛ Λ α Λ

Λ β Λ Λ βΛ

= = ∂ +

= ∂ + =

β

α

( )
( )

a a

a a

ˆ ˆ ˆ , ˆ ˆ ˆ ,

ˆ ˆ ˆ , ˆ ˆ ˆ . (A1)† †

Those identities are well-known and can be verified easily, see also [37].We likewise use expressions for the spin
operators (proofs will be given below):
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Those identities are very similar to the identities used in [58, 59] for theQ-representation, but due to the
doubling of degrees of freedom involved in the positive P-representation, the equations derived below slightly
deviate from the latter ones. Also note that we use a different definition of the spin coherent states than in
[58, 59], namely such that z=0 corresponds to a lowest weight state (‘spin down’) instead of a highest weight
state (‘spin up’). This leads to amore natural representation of the spin dissipators and the ground state (empty
cavity without spin excitation).

First, we derive the spin identities presented previously in equation (A2).We beginwith

Λ ∝ − = ∂ −+ + + +S S s s s sˆ ˆ ˆ e , e , ,zS
z

zSˆ ˆ

wherewe did not yet respect the normof Λ̂. Taking the latter into account yields the first identity in
equation (A2):
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Deriving the second identity requiresmorework.We start with

− = − + −− − −+ + +S s s S s s S s sˆ e , ˆ , e , e ˆ , .zS zS zSˆ ˆ ˆ⎡⎣ ⎤⎦
The second term vanishes since the lowering operator annihilates theminimumweight states. The exponential
in the first term can bewritten as a taylor series, with terms of the following type:
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Hence,
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Again, taking derivatives with respect to the normalization into account yields

Λ Λ

Λ Λ

= − ∂ + + ∂
+
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−
+
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−S z zs z
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z w
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z s
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ˆ ˆ 2
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2
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2
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ˆ 2
1

ˆ . (A6)
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For the third equation in equation (A2), we start with
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∑
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As before, taking the derivatives on the normalization into account yields

Λ Λ= ∂ − −
+

S z s
wz

wz
ˆ ˆ 1

1
ˆ . (A8)z z⎜ ⎟⎛

⎝
⎞
⎠

In order to derive the fourth, fifth and sixth identity in equation (A2), we use

Λ Λ Λ
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This concludes the proof of equation (A2).

Appendix B. Fokker–Planck equation I (Hamiltonian contribution)

Weare now going to use equation (A2) to derive the corresponding Fokker–Planck equation termby term,
starting from theHamiltonian contributions. First, consider the interactionHamiltonian.

Λ β β Λ

β β Λ

Λ α α Λ
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The operators associatedwith the cavity frequencymap according to

Λ β α α β Λ α β Λ= ∂ + − ∂ + = ∂ − ∂α β α β( ) ( )a aˆ ˆ, ˆ ˆ ˆ . (B2)†⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦
The spin frequency term yields

Λ Λ Λ= ∂ − −
+

− ∂ + −
+

= ∂ − ∂( )S z s
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w s

wz
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Operators associatedwith a coherent drive result in

Λ β α β α Λ Λ− = ∂ + − − ∂ + − = ∂ − ∂α β α β( )( ) ( )a aˆ ˆ, ˆ ˆ ˆ . (B4)†⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦
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The kinetic energy term results in

Λ β α β α

α β α β Λ
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i j
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i j i j

⎡⎣ ⎤⎦ ⎡⎣
⎤⎦

⎡⎣ ⎤⎦
This concludes theHamiltonian contributions to the Fokker–Planck equation.

AppendixC. Fokker–Planck equation II (dissipators)

C.1. Photon dissipators
First, wewill calculate the dissipators of the photon fields, which are given by
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Similarly, we find for the ingoing term,
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Hence,
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2 ¯ ˆ . (C3)a a a
out in

⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦
Interestingly, note that there is no noise term for =n̄ 0. In the positive P-representation at zero temperature, all
noise comes fromquantumfluctuations, and its strength depends on g as opposed to κ.

C.2. Spin dissipators
In contrast to the dissipators for the photon field, calculating the spin dissipators, equation (24), ismuchmore
work. Again, we distinguish between ‘in’ dissipators (existing only at finite temperature), and ‘out’ dissipators.
Let us calculate them termby term, using equation (A2):
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Denoting Lindblad terms containing first and second order differential operators as S
out

(1) and S
out

(2),
respectively, wefind
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Using the identity ∂ = ∂ −
+ + +

s s s· 2 2 2z
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w1 1 (1 )
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2 (and the same identity for z andw interchanged) results in
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Now, let’s consider the ‘in’ term,
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Again, collecting second andfirst order differential operators, and doing a similar calculation as above for the
latter results in

 γ Λ= ∂ ∂ + ∂ + ∂n z w
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z w z win

(2) 2 2 2 2⎡⎣ ⎤⎦
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The full Lindblad dissipators, containing first and second order differentials, result as a sum ingoing and
outgoing terms,
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AppendixD.Operator expectation values

Wealready indicated that the positive P-function allows to calculate expectation values of bosonic field
operators. Similarly, also spin expectation values can be calculated and arbitrarymixed expectation values, as we
will shownow. To this end, we need the following identities that are straightforward consequences of the
definitions of spin coherent states:

= +
+

z S w s
z w

zw1
, (D1)x

= −
+

z S w
s z w

zwi 1
, (D2)y

= −
+

z S w s
zw

zw
ˆ 1

1
. (D3)z

Anoperator expectation value involving e.g. Ŝz would therefore amount to calculating

∫ α α αΛ=S P t Sˆ d ( , )Tr ˆ ˆ ( ) (D4)z z
⎡⎣ ⎤⎦

∫ α α= −
+

P t s
zw

zw
d ( , )

1

1
(D5)

and so on.

18

New J. Phys. 17 (2015) 053018 SMandt et al



Appendix E.Numerical regularization

Whennumerically simulating the stochastic differential equations, certain regularizations have to be applied to
guarantee numerical stability. First, note that in the spin coherent state representation, the lowest weight state
(‘spin down’) corresponds to z=0,while the highest weight (‘spin up’) corresponds to = ∞z . Hence, a rigorous
‘spin up’ state can only be approximated in our representation. If the initial state is prepared for z=0 and the
photonfield is coherent, Rabi oscillations will typically dynamically drive the spin to a highest weight state,
leading to a breakdown of the numerics without regularization. In the context of bosonic systems, instabilities in
the stochastic differential equations and possible remedies have been discussed in [72].

We use the following tricks to avoid this problem. First, we found that numerical stability is enhancedwhen
the spin coherent state slightly deviates initially from z=0 by e.g. initializing ϵ ϵ= +z i1 2, and ϵ ϵ= −w i1 2

where ϵ ϵ< < −0 , 101 2
5 at time t=0. This trick is not necessary in the presence of thermal or quantumnoise,

whichwe found to enhance stability in this respect.More importantly, we add a regularizing term to the
stochastic differential equations for z andw. To be precise, we replace the stochastic differential equations (29)
by

α α αξ= + −A t t R z w td ( )d ( , ) ( , )d , (E1)

where

T=R z w r z r w( , ) (0,0, ( ), ( )) , (E2)

ϵ= − =ϵ −( )r x x x( ) e 1 , 10 . (E3)x 82

Hence, we add a ‘restoring force’which grows exponentially at very large radii in the complex plane for z andw.
Under the stereographicmapping, this region on the complex plane corresponds to a very tiny ‘polar region’
around the Bloch sphere’s north pole (highest weight state). Strictly speaking, the regularization term violates
certain symmetries such as the conservation of total excitations per cavity, butwe carefully checked that those
effects are extremely small and negligible due to the smallness of ϵ.

Appendix F.Mapping to spherical coordinates

In the absence of quantumnoise, i.e. in the scaling limit of → ∞s , our positive P-representation becomes
equivalent to theP representation. To see this, note that the deterministic equations (26) have the property that
for initial conditions α β=(0) * (0) and =z w(0) * (0), the pairs α β, and z w, stay complex conjugates for all
times. Note that the thermal noises that act onα and β are also complex conjugates by construction. Therefore,
the equations for β andw are redundant in this limit, and it is enough to simulate the dynamics ofα and z. This
corresponds to theP representation.

Let us consider theP representation. It turns out that the following coordinate transformation yields a set of
stochastic differential equations with a better numerical stability. A closely related transformation has been
carried out in [58, 59], but in contrast to the latter, we keep the variable α.We consider the inverse stereographic
projection,mapping the spinfield back on the sphere,

= −
+

ϕz
c

c

1

1
e , (F1)i

where ϕ ∈  and ∈ −c [ 1, 1].We only transform the spin part and leave the equations for the photon fieldα
unchanged. This transformation results in a new stochastic differential equation of the form

α α ϕ κ= + +A c t n W Wd ( , , )d ¯ (d id ) 2 , (F2)1 1 2

ϕ ω α α= +
−

+ϕ ϕ−g
c

c
td

1
*e e dz

2

i i
⎛
⎝
⎜⎜

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎞
⎠
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α α= − −ϕ ϕ−( )c g c td 1 i *e i e d2 i i

The functionA1 is given by

α ϕ ω κ α α= − − + + − ϕ( ) ( )A c J f g c, , i 2 i ¯ i 1 e . (F3)c1
2 i

Here, we focussed on a single cavity, and ᾱ is thefield in the other cavity.We used this set of equationswhen
simulating thefinite temperature dynamics of the system in the scaling limit of infinite spin.
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