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ABSTRACT 

 

Deconstructing spinal interneurons, one cell type at a time 

 

Mariano Ignacio Gabitto 

  

Abstract 
 

Documenting the extent of cellular diversity is a critical step in defining the functional 

organization of the nervous system. In this context, we sought to develop statistical methods 

capable of revealing underlying cellular diversity given incomplete data sampling - a common 

problem in biological systems, where complete descriptions of cellular characteristics are rarely 

available. We devised a sparse Bayesian framework that infers cell type diversity from partial or 

incomplete transcription factor expression data. This framework appropriately handles estimation 

uncertainty, can incorporate multiple cellular characteristics, and can be used to optimize 

experimental design. We applied this framework to characterize a cardinal inhibitory population 

in the spinal cord. 

 

Animals generate movement by engaging spinal circuits that direct precise sequences of 

muscle contraction, but the identity and organizational logic of local interneurons that lie at the 

core of these circuits remain unresolved. By using our Sparse Bayesian approach, we showed that 

V1 interneurons, a major inhibitory population that controls motor output, fractionate into diverse 

subsets on the basis of the expression of nineteen transcription factors. Transcriptionally defined 

subsets exhibit highly structured spatial distributions with mediolateral and dorsoventral positional 

biases. These distinctions in settling position are largely predictive of patterns of input from 

sensory and motor neurons, arguing that settling position is a determinant of inhibitory 



  

microcircuit organization.  Finally, we extensively validated inferred cell types by direct 

experimental measurement and then, extend our Bayesian framework to full transcriptome 

technologies. Together, these findings provide insight into the diversity and organizational logic 

through which inhibitory microcircuits shape motor output.  
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Chapter 1 

Introduction 

1.1 General Overview 

The primary function of the nervous system is to integrate information about the external world 

to produce behavior. This response translates into the coordinate activation of muscles by circuits 

residing in the spinal cord. But, before we can attain the study of the neuronal circuits at play when 

performing movement, we must be able to deconstruct such circuits into their neuronal types. At 

present, there is no scientific consensus on what a neuronal cell type is, since neurons can be 

distinguished by many factors e.g. their patterns of gene expression, neurotransmitters, 

electrophysiological properties, morphology, connectivity. Nonetheless, a provisional census can 

be assembled by characterizing intrinsic neuronal properties, which in turn enables the 

manipulation of cell types in controlled ways and, the understanding of how these types change 

during disease. 

In this thesis, I will focus on two main objectives: elucidating the organization of a major 

interneuronal population in the spinal cord implicated in the regulation of locomotor activity and, 

at the same time, setting forth a statistical framework for characterizing cellular populations. Such 

a framework will inform us about the analysis of sparsely sampled datasets, a commonly 

encountered problem in the biological sciences. To resolve this issue, we resorted to the 

assignment of uncertainty to the confidence on the existence of each individual cell type.  
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The spinal cord motor system, the unit of the CNS in charge of producing movement, presents 

many advantages in terms of characterizing its cellular constituents: its output is well characterize 

and divided into labelled lines consisting of sets of motor neurons innervating different muscles; 

the developmental program of motor neurons has been extensively studied and delineated [Jessell, 

2000]; the physiology and connectivity of its neurons have been clearly outlined at the mature 

stage [Brown 1981]; its cells are assembled in a stereotypical manner; the circuits implied in motor 

control are largely confined to the ventral region; and much work has been done in molecularly 

characterizing their local and output neurons. For these reasons, the spinal cord can be used as a 

model for understanding how neuronal populations are distinguished while teaching us about the 

most essential neuronal circuits involved in movement. 

Within the spinal cord, local interneurons have major roles in shaping the activity of motor 

output pathways and amongst these cells, the ones that release inhibitory transmitters critically 

affect motor neuron output. Spinal interneurons involved in the generation of locomotor activity 

reside in the ventral region of the cord and, they originate during development from four progenitor 

domains, termed V0 – V3. To gain insight into the functional organization of local inhibitory 

circuits for motor control we have focused on diversity and connectivity within the cardinal 

interneuronal population, V1. To characterize V1, we first identified transcription factors that can 

help to fractionate this parental population. We focused on transcription factors given their 

preponderant role during development in assigning cellular identity in the nervous system [Jessell, 

2000]; [Arber 2012]; [Goulding et al, 2002]. We then measured first and second order statistics –

the fraction of cells expressing and co-expressing each protein within V1– by 

immunohistochemistry. This methodology provides additional information regarding cell location, 

a cell type characteristic important for determining connectivity and functional cell properties. 
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Using these datasets, we employed our statistical framework to infer underlying cell types within 

V1, highlighting the differences and advantages of using more sources of cellular characterization 

to constrain inference procedures. Next, we validated our inferred cell types by further 

immunohistochemical analysis, spatial location, and quantitative PCR experiments. We then 

examined the functional consequences of such diversity by electrophysiological recordings. 

Finally, we studied how interneuronal settling position relates to patterns of input from sensory 

and motor neurons, with a focus on differential wiring from inhibitory microcircuits into motor 

pools controlling hip, ankle, and foot muscles. 

 

1.2 Cellular diversity 

Throughout the animal kingdom, tissues and organs are comprised of diverse cell types, each 

possessing a characteristic morphology and specialized function. In mammals, the diversification 

of cell types attains its most impressive extremes in the hematopoietic and nervous systems. The 

hematopoietic system contains more than two hundred distinct cell types, the individual identities 

of which are initially determined by the selective expression of DNA-binding transcription factors 

[Jojic et al, 2013]. In the mammalian central nervous system (CNS), however, the extent of 

neuronal diversity has yet to be resolved [Insel et al, 2013]. In part this reflects the fact that criteria 

for distinguishing one neuronal type from another remain tenuous. Classification schemes based 

on connectivity, molecular profile, or physiology at best capture only isolated features of neuronal 

heterogeneity [Masland, 2004]; [Defelipe et al, 2013]; [Sharpee, 2014]. A classification method is 

needed that identifies cell types using all these different cellular features.  
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At a molecular level, distinctions in neuronal cell type originate during embryogenesis, and 

depend on the activities of transcription factors that promote the expression of downstream 

effectors [Kohwi and Doe, 2013]. Attempts to define the link between transcriptional identity and 

neuronal diversity have focused mainly on the analysis of long-distance projection neurons, for 

which distinctions in target innervation provide a clear correlate of functional divergence 

[Molyneaux et al, 2007]; [Sanes and Masland, 2015]. Thus in the retina and cerebral cortex, 

different functional classes of ganglion and pyramidal neurons have been delineated through their 

transcriptional identities [Siegert et al, 2009]; [Greig et al, 2013]; [Ascoli et al, 2008]; [Fishell and 

Rudy, 2011). Similarly, in the spinal cord the hierarchical ordering of motor neuron subtypes and 

their connections is known to have its origins in discrete profiles of transcription factor expression 

[Ericsson et al, 1996]; Dasen et al, 2005]; [Dasen and Jessell, 2009].  

Yet local interneurons represent the most prevalent neuronal class within the mammalian CNS, 

collectively shaping the output of long-range-projection neurons [Isaacson and Scanziani, 2011]. 

Among local neurons, cortical inhibitory interneurons are the most widely studied interneuronal 

types in the CNS [DeFelipe et al., 1989]; [Hendry et al., 1989]; [Fonseca et al., 1993]; [Gabbott 

and Bacon, 1996]. They can be molecularly identified based on the expression of several markers: 

parvalbumin, found in chandelier and fast spiking basket, or wide arbor, cells; calretinin [Cond´e 

et al., 1994]; [Gabbott and Bacon, 1996], labelling double bouquet cells, Cajal-Retzius cells, and 

bipolar cells; calbindin [Hendry et al., 1989]; [DeFelipe et al., 1990]; [Kubota et al., 1994]; [del 

R´ıo and DeFelipe, 1995]; [Gabbott and Bacon, 1996], marking double bouquet cells; and 

somatostatin [Kubota et al., 1994]; [Kawaguchi and Kubota, 1996]; [Smiley et al., 2000], which 

labels Martinotti cells (Figure 1.2a). Nonetheless, recent work have demonstrated that these classes 

of inhibitory interneurons can be further subdivide, establishing the premise that various 
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interneuron classes are not ultimately defined by the expression of a single gene; Other 

morphological features must be probed in the end when determining the identity of cell types 

([Zeisel 2015] and [Cortical Allen Brain 2016]; [Kepecs & Fishell]; Figure 1.2b-c). 

 Resolving the extent of interneuron diversity within the spinal cord has remained a challenge, 

not least because the detailed organization of spinal circuits and their cellular populations is yet to 

be uncovered.   
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Figure 1.1. Cortical inhibitory interneurons are heterogeneous, with various subtypes 

distinguished by different morphological, physiological and molecular characteristics.  
(a) Diagram depicting distinct subpopulations of GABA neurons in prefrontal cortex of humans known to 

have specialized functions in regulating pyramidal neuron activity. Color code indicates widely used 
markers distinguishing different types: parvalbumin (blue), calbindin (red), and calretinin (yellow). 

Chandelier (Ch) cells, and wide arbor (WA) or basket cells both parvalbumin expressing neurons. 

Neurogliaform (Ng), Martinotti (M), and double bouquet (DB, red) cells express calbindin. Double bouquet 
(DB, yellow) cells express calretinin. Reproduced from Lewis et al. (2005).  

(b) Multiple dimensions of interneuron diversity can be used to define each cell type. Typically a 

combination of morphological, connectivity pattern, synaptic properties, marker expression and intrinsic 

firing define the properties of each type (Diagram reproduced from Kepecs and Fishell, 2014). 

(c) 49 transcriptomic cell types, including 23 GABAergic, 19 glutamatergic and 7 non-neuronal types 

identified by Tasic et al, 2016. Violin plots characterize distribution of mRNA expression on a linear scale 

for already known marker genes (Reproduced from [Tasic et al, 2016]). 
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1.3 The organization of spinal circuits 

The rich repertoire of movements produced by the nervous system is generated by 

numerous neuronal circuits that at last lead to the precise and coordinated activation of muscles. 

At the core of the motor control system lies the spinal cord, collecting and integrating diverse 

sources of information; its ultimate task is to drive muscle contraction through its output cells, 

motor neurons. One of the earliest attempts to order the cellular architecture of the spinal cord that 

remains widely used, was devised by Rexed, who subdivided the cord into ten rostro-caudal 

laminae that imposes a consistent and inclusive cytoarchitectonic scheme [Rexed, 1952]. The 

delimitation of these layers and regions is thus based primarily on the cytological characteristics 

of the nerve cells and their cytoarchitectonic aggregations (Figure 1.2a).  

At that time, Romanes was pursuing a different characterization striving to identify the 

functional significance of the various motor cell groups within the ventral horn of the spinal cord, 

which at the time were unknown (for a review of Romanes work, see [Jessell et al, 2011]). In two 

seminal papers, he established that the ventral region of the spinal cord, Lamina IX, contains sets 

of motor neurons arrayed in longitudinal columns projecting to distinct muscles in the periphery 

[Romanes, 1951]; [Romanes, 1964]; (Figure 1.2b). These findings were later confirmed with 

exquisite detail for the lumbosacral ventral motor neurons [Vanderhorst and Holstege, 1997]. The 

arrangement of motor neurons into lateral motor columns revealed a multilayered topographic 

organization that links pool identity and location of motor neurons to the spatial arrangement and 

biomechanical features of limb muscles. Next, motor neurons receive local inputs from 

interneurons positioned in the ventral spinal cord. These cells represents the following step in the 

motor processing hierarchy. 
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Independent of the behavior enacted, spinal interneurons participate in a three component 

system mediating movement (Figure 1.2c). First, supraspinal centers in brainstem and higher brain 

areas send descending input into the cord [Orlovsky et al., 1999]; [Grillner et al., 2005]. The 

planning of actions prior to overt signs of movement are thought to be in part the work of circuits 

in cortical centers and other supraspinal circuits; For instance, primary motor cortex sends 

descending commands into the spinal cord, where they are involved in the control of many 

voluntary motor programs [Miri et al, 2013]. Second, cutaneous, proprioceptive, and nociceptive 

sensory systems, that constantly monitor the consequences of motor actions [Brown, 1981]; 

[Rossignol et al., 2006]; [Windhorst, 2007] are assigned the job of conveying information about 

the state of muscle activation to central neurons, sending afferents onto spinal interneurons located 

in the first five laminae within the dorsal horn [Lallemend & Ernfors, 2012]; Figure 1.2d). Third, 

local interneurons, in between sensory and motor neurons, play an important role in shaping motor 

output.  Motor neurons residing on Lamina IX of the ventral horn mainly receive inputs from 

interneurons positioned in the ventral region of the spinal cord [Tripodi et al., 2011; Kjaerulff & 

Kiehn, 1996]. Ventral interneurons are essential to generate rhythmic activity [Orlovsky et al., 

1999]; [Jankowska, 2001]; [Kiehn, 2011], they influence left-right alternation, flexor-extensor 

patterning, speed of rhythmic motor output, and burst robustness [Arber, 2012]. The interaction 

between these three components of the motor hierarchy provides the plasticity and behavioral 

diversification observed in nature. This diversification occurs through orchestrated interactions of 

transcription factors regulating differentiation during development. 
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Figure 1.2. The organization of spinal circuits.  

(a) Schematic drawing of the laminar organization of the spinal cord gray matter of the fifth lumbar 

segment in the adult cat as proposed by Rexed (adapted from [Rexed, 1952]).  

(b) The motor cell columns in cat. Each number depicts individual columns along the different 

lumbosacral sections (adapted from [Romanes, 1951]).  

(c) Schematic diagram depicting interneuron prominent position within spinal circuits, integrating 

descending and sensory inputs to coordinate motor neurons activation. 

(d) Axonal termination patterns onto the different spinal laminae from sensory neurons in dorsal 

root ganglia. Group Ia proprioceptive afferents and some group II afferents, which innervate 

muscle spindles, respond to muscle stretch in the periphery. Group Ib fibers, which innervate the 

Golgi tendon organs, respond to muscle tension. Group II proprioceptors, which innervate 

secondary endings in muscle spindles (adapted from [Lallemend and Ernfors, 2012]).  
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1.4 Molecular diversification of spinal neurons 

Spinal circuits tasked to control limb movement depend on interneurons to drive motor 

neurons in precisely organized patterns. Furthermore, interneurons serve as relays for sensory 

feedback and descending command pathways [Schomburg, 1990]; [Windhorst, 2007]; [Arber, 

2012]. Such varied requirements, in addition to the large number of muscles to be controlled, 

demand an inordinate degree of motor and interneuronal heterogeneity necessary to accommodate 

the diverse functions of spinal microcircuits.  

Diversification of spinal neurons has its origins at early stages of development mediated 

by a secreted protein, Sonic Hedgehog (Shh), which differentiates cells into an array of spatially 

restricted progenitors along the dorsoventral axis during temporally restricted periods [Jessell, 

2000] (Figure 1.3a). Even at this early stage, position and molecular distinctions occupy a 

privileged role in defining neuronal identity in the spinal cord. Shh signaling, in concert with a 

transcription factor code, divides neurons into six dorsal and five ventral cardinal populations 

[Alaynick et al., 2011]; [Goulding, 2009]; [Jessell, 2000]; [Kiehn, 2011]; [Dasen & Jessell, 2009]. 

These cardinal interneuronal populations are termed V0-V3 and dI1-dI6 (ventral and dorsal 

domains respectively) as well as motor neurons (Figure 1.3b). Although much progress has been 

done in defining the cellular types arising from these cardinal domains, we still do not known the 

complete transcription factor profile of any single class of spinal interneurons. 

How many interneuronal populations are needed to produce the rich repertoire of 

functional patterns executed by motor neurons?  How many neuronal populations arise from each 

cardinal domain and how many transcription factors are needed to univocally identify a cellular 

type? Attempts to answer these questions have resorted to lineage-tracing analysis to map the 
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neurotransmitter phenotype, axonal projection patterns and functional roles during behavior of 

each of these different domains [Arber, 2000]; [Stepien & Arber, 2008]; [Goulding, 2009]. 

Neurons originating in the ventral domains are the most studied populations in the spinal cord. 

Among the ventral cardinal domains, insights into the mechanisms enacting neuronal 

diversification have arisen from the study of motor neurons [Jessell, 2000]. Motor neuron identity 

is linked to target muscle innervation. This relationship is so significant, that in 1925 Charles 

Sherrington proposed the concept of the motor unit -a motor neuron and the muscle fiber it 

innervates- the fundamental unit by which the nervous system controls movement [Kandel et al, 

2012]. Groups of motor neurons forming selective connection with the same muscle belong to a 

“motor pool”. Acquisition of genetic pool identity along the rostrocaudal axis is achieved through 

expression of Hox transcription factors at different spinal segments. A different set of Hox 

regulatory interactions directs motor pool diversity at a single segmental level [Dasen et al., 2005]; 

[Dasen & Jessell, 2009] (Figure 1.3c). Finally, the selection of target muscle connectivity is 

determined downstream of Hox regulation (Figure 1.3d).  

The remaining progenitor domains give rise to interneuronal populations, containing an 

unknown number of cellular types, whose complete molecular identity continues imprecise. In 

what follows, we will review our current knowledge of interneuronal molecular diversity focusing 

on the identified four cardinal domains, V0 – V3. The V0 interneuronal population is derived from 

Dbx1 expressing progenitors, which settle in the ventromedial region of the mouse spinal cord and 

primarily project commissural axons. V0 interneurons can be divided into a ventral subpopulation 

which transiently express Evx1 (V0V) and a dorsal subpopulation (V0D) lacking expression of 

Evx1 [Pierani et al., 2001]; [Moran-Rivard et al., 2001] (Figure 1.4a). In addition, a small 

population of V0 interneurons has been identified, representing only a few percent of the parental 
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population, delineated by the expression of the transcription factor Pitx2 which marks cholinergic 

cells that represents the sole source of C bouton inputs to motor neurons [Zagoraiou et al., 2009]. 

Tracing experiments have revealed further fractionation of the seemingly homogeneous V0c 

population, by discovering an ipsilaterally projecting population together with a bilaterally 

projecting population with motor neuron specific connectivity [Stepien et al., 2010]. These 

findings exemplify the importance of considering not only molecular phenotypes but also 

morphological features to fully characterize cellular types. The functional consequences of both 

populations remains to be explored.  

V1 interneurons are defined by developmental expression of the homeodomain 

transcription factor En1 and, express GABA and/or glycine as inhibitory neurotransmitters 

[Saueressig et al., 1999]; [Sapir et al., 2004] (Figure 1.4b). This population constitutes over one 

third of all inhibitory interneurons in the ventral spinal cord, and include Renshaw cells and some 

Group Ia reciprocal interneurons (in this group, not all functionally defined neurons derive from a 

single progenitor domain), which mediate recurrent and reciprocal inhibition, respectively [Sapir 

et al, 2004] and [Zhang et al, 2014]. Renshaw interneurons the earliest populations to be defined 

physiologically [Renshaw, 1946] and for which transcription factors marking them have been 

isolated (Renshaw interneurons co-express Oc1, Oc2 and MafB, [Stam et al, 2012]). Yet these two 

physiologically defined subtypes represent only a small fraction of the parental V1 population 

[Alvarez et al, 2005], implying a greater diversity within V1 neurons yet unexplored. Moreover, 

molecular diversity remains unexplored even within functionally defined populations, a case best 

represented by the known morphological heterogeneity residing among Renshaw interneurons 

[Fyffe, 1990]. 
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V2 interneurons are labelled initially by expression of Lhx3, and comprise ipsilaterally 

projecting excitatory V2a neurons [Crone et al., 2008], inhibitory V2b and V2c neurons [Panayi 

et al., 2010]. V2a and V2b cells are labelled by Chx10 and GATA3 respectively and are generated 

in equal numbers through a Notch-dependant mechanism [Okigawa et al, 2014], additional 

transcription factors regulates the balance between V2a-V2b types and contributes to 

diversification [Del Barrio et al., 2007]; [Joshi et al., 2009]; [Lee et al., 2008] (Figure 1.4c). V2c 

are labelled by Sox1. It is likely that additional diversification remains within these populations.  

Lastly, V3 interneurons are a major group of excitatory commissural interneurons in the 

spinal cord, generated from the ventral-most progenitor domain that later migrates dorsally and 

laterally [Briscoe et al., 2000]; [Goulding et al, 2002]; [Zhang et al, 2008], [Carcagno et al, 2014] 

(Figure 1.4d). These neurons selectively express the transcription factor single-minded 1 (Sim1) 

upon becoming postmitotic [Zhang et al, 2008], [Blacklaws et al, 2015]. Cell types within V3 

interneurons have not yet been characterized, however, in the mature mouse spinal cord Sim1-

positive V3 INs gather into anatomically and electrophysiologically distinct populations located 

in the lower thoracic and upper lumbar regions [Borowska et al., 2013]. 

In conclusion, several studies have addressed the issue of interneuronal diversification for 

many of the ventral progenitor domains, but the extent of neuronal heterogeneity still remains to 

be fully explored. Even more, in a cardinal domains such as V1, more than eighty percent of its 

diversity remains unknown. 
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Figure 1.3. The development of spinal progenitor domains and the specialization of motor pools.  

(a) Schematic representing the influence of Shh on the specification of ventral neuronal fates in the 

developing mouse spinal cord. The more dorsal the location of the progenitor domains in vivo, the lower 

the concentration of Shh, this in turn induces neuronal subpopulations in vitro (adapted from [Jessell, 

2000]).  

(b) Schematic cross-section of the mouse spinal cord at E11 showing eleven early classes of postmitotic 

neurons. dI1 - dI5 populations are originated from dorsal progenitors (sensory spinal pathways), whereas 

dI6, MN and V0–V3 develop from intermediate/ventral progenitors (locomotor pathways) (adapted from 

[Goulding, 2009]) 
(c) Expression Patterns of Hox genes in the hindbrain and spinal cord. Each Hox gene is expressed in 

discrete rostrocaudal domains within the hindbrain and spinal cord. Color coding of Hox genes represents 

expression domains along the rostrocaudal axis (adapted from [Philippidou and Dasen, 2013]) 
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(d) Expression of Hox4–Hox11 genes in the spinal cord parallels motor neuron columnar and pool 

specification. Motor neurons in the lateral motor columns at brachial and lumbar levels further diversify 

into more than 50 pools innervating limb muscles (adapted from [Philippidou and Dasen, 2013]) 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.4. Spinal interneuron diversity.  

Diversification of different interneuronal populations in the spinal cord (adapted from [Arber, 2012]).  

(a) - (d) Populations contained within each cardinal domain (V0-V3). 

(e) Function presumed to be performed by each population, resulting from genetic perturbation 

experiments. 

 

Functional correlates of ventral interneuronal diversity 

 

We have reviewed a series of genetic studies that aim to identify meaningful cellular types 

within each cardinal interneuronal population. However, such assessments must always link 

molecular phenotype with electrophysiological experiments to determine the functional correlates 

of each population. Alternatively, ablation or silencing studies could shine light on the significance 

of types in terms of alterations to behavior (see [Goulding, 2009]; [Kiehn, 2011]; [Stepien and 

Arber, 2008]). For example, inactivation of Dbx1 gene in mice was used to determine the role of 

V0 interneurons, establishing their necessity for proper coordination of left-right alternation during 
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fictive locomotion [Lanuza et al., 2004]. Genetic inactivation of cholinergic V0c population 

suggests a modulatory role of motor neuron firing frequency and muscle activation and selective 

behavioral defects in motor performance during swimming but not locomotion [Zagoraiou et al., 

2009]. Genetic ablation of V1 interneurons slows the speed of rhythmic locomotor output 

[Gosgnach et al., 2006], but in the absence of information on the diversity and connectivity of 

component V1 subtypes, the circuit logic that underlies such aberrant motor behavior has been 

difficult to resolve. Genetic ablation of V2a interneurons demonstrates that they serve an important 

function in the control of left-right alternation and are required to maintain robust locomotor 

patterns [Crone et al., 2008]. Finally, the less explored V3 interneuronal population is also needed 

to maintain a stable locomotor pattern [Zhang et al., 2008] (Figures 1.4e). 

These experiments raise several open issues for future research. First, individual spinal 

progenitor domains are the source of many functionally diverse neuronal subpopulations. 

Perturbations therefore affect multiple descendant populations en bloc and may lead to defects that 

are difficult to interpret. More targeted genetic interference at the level of individual populations 

will be possible as soon as developmental maps are more closely aligned to subpopulation maps 

defined by electrophysiology and connectivity.  

In summary, these studies have informed the genetic identity and functional relevance of 

distinct sets of interneurons that are necessary for controlling motor neuron activity during 

behavior. Nonetheless, individual cell type identification have proven hard. As a consequence, no 

connections have yet been established between a unique cell type and its behavioral function, a 

case best exemplified by perturbations performed on the entire V1 population known to contain 

Renshaw and Ia inhibitory interneurons;  it is difficult to predict how coincident elimination of 

both population affect behavior. It is worth noting that functional subtypes of interneurons appear 
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to occupy stereotypic settling positions within the intermediate and ventral spinal cord [Thomas 

and Wilson, 1965]; [Hultborn et al., 1971]; [Hughes et al., 2005]. But it remains unclear whether 

the construction of interneuronal circuits takes advantage of neuronal settling position to establish 

local connectivity; a strategy used by motor neurons to form stereotypic patterns of proprioceptive 

input connectivity [Sürmeli et al., 2011]. Finally, it has yet to be resolved if the local circuits that 

control motor output adhere to a canonical wiring diagram, reiterated for each motor pool 

independent of the biomechanics of its limb muscle target. 

 

1.5 Computational assessment of cellular diversity 

To elucidate the organization of interneuronal populations in the spinal cord, an assessment 

of cellular heterogeneity has to be calculated. Estimates of cell type diversity can be obtained 

through a number of computational approaches. We provide here a brief review of these methods, 

organizing them into major research lines. 

Computational methods employ clustering algorithms to arrange group of neurons into 

known classes or to identify the classes themselves, when measurements from features describing 

individual neurons are available (see [Armañanzas and Ascoli, 2015], for a recent review). These 

methods are effective, but have drawbacks. Current analysis based on clustering techniques are 

suboptimal, either because they are based on general data analysis methods, or because they do 

not adequately separate signal from noise. Relying on hierarchical clustering and dimensionality 

reduction methods (such as PCA or t-SNE; [Macosko et al, 2015]; [Jaitin et al, 2014]; [Grün and 

van Oudenaarden, 2015]), these general methods do not model the nuances of the data collection 

process and depend on fine-tuned parameters to analyze each individual dataset. More concretely, 
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it is challenging to use hierarchical clustering methods to determine the number of cell types 

automatically because their inferences can be sensitive to the choice of similarity measures 

[Augen, 2005]. Even more critically, neither the account of uncertainty of estimates, nor the 

integration of different sources of information is involved in the aforementioned methods. In 

addition, a large number of cells need to be assessed to thoroughly sample and estimate the true 

extent of cell diversity within a population.  

A different set of computational approaches based on deconvolution algorithms have been 

used to characterize cellular diversity from information about gene expression profiles [Shen-Orr 

and Gaujoux, 2013]. These can be divided into two major methodologies: Regression or matrix 

factorization approaches. Regression approaches can be applied when the expression profile of 

cell types of interest is known a priori [Wang et al, 2006]; [Abbas et al, 2009]; [Gong et al, 2011]; 

[Zuk et al, 2013]; [Grange, et al, 2014]. To overcome this limitation, a different breadth of 

regression algorithms relied on the premise that particular genes are expressed in only a single cell 

type [Gaujoux and Seoighe, 2012]. In cases in which cell types exhibit highly correlated 

transcriptional profiles, such optimization methods fail to resolve inherent heterogeneity. Different 

attempts to overcome this limitation by grouping candidate cell types with similar transcriptional 

profiles into classes can infer diversity at a class level, but lack the ability to identify individual 

cell types [Bullman et al, 2013]. The cases enumerated so far do not represent the general 

biological situation and are not applicable when the objective is de novo cell type discovery.  

In contrast, matrix-factorization approaches become relevant when cell type expression 

profiles are not known [Repsilber, 2010]; [Erkkilä et al, 2010]; [Bazot et al, 2013]; [Zhong et al, 

2013]; [Liebner et al, 2014]). However, these methodologies fail to adequately describe the 

underlying diversity, because under many conditions an infinite number of equally valid solutions 
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exist for a particular dataset. This problem is accentuated when presumed cell types are present in 

a set of solutions but absent in a different one, making it impossible to assert any precise conclusion 

about their necessity to explain the data or their prevalence within the parental population. 

Lastly, fueled by recent advances in sequencing technologies and RNA library 

preparations, clustering algorithms are used to distinguishing neuronal cell types from genome-

wide approaches that assess mRNA expression profiles [Usoskin et al, 2015]; [Zeisel et al, 2015]; 

[Macosko et al, 2015]; [Tasic et al, 2016]. Nevertheless, documented dissociations between 

mRNA and protein expression [Gygi et al, 1999]; [Vogel & Marcotte, 2012] emphasize the merits 

of analysis of protein expression at the level of individual neurons [Sharma et al, 2015]. But if 

many genes are involved in defining individual subpopulations, then the validation of protein co-

expression will be constrained by the limited repertoire of primary and secondary antibodies. As 

such, current computational approaches are not sufficient to tackle the problem of identifying 

interneuron diversity. 

We will see in subsequent chapters that, in principle, the previously outlined practical 

limitations might be overcome with the development of statistical methods that are able to resolve 

the extent of neuronal diversity from sparsely sampled transcriptional datasets. We therefore 

sought out to develop statistical methods capable of revealing underlying diversity given 

incomplete data sampling - a common problem in biological systems, where complete descriptions 

of cellular characteristics are rarely available. Such a method might be expected to provide: (i) an 

objective measure of confidence in the existence of cell types and their prevalence within a parental 

population, (ii) improvement in estimation accuracy upon integrating independent cellular 

characteristics with molecular phenotype, and (iii) informative predictions that guide further 

experiments to improve estimates of cellular diversity.  
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Chapter 2 

 

Molecular characterization of V1 spinal 

interneurons 

2.1 Introduction 

V1 interneurons represent almost a third of all inhibitory interneurons within the ventral 

spinal cord. They are necessary for the regulation of the locomotor step cycle and, the shaping of 

motor outputs during locomotion [Gosgnach et al, 2006]. While this class is known to contain two 

physiologically defined interneuron subtypes, Renshaw and group Ia interneurons that mediate 

recurrent and reciprocal inhibition of motor neurons, respectively, these constitute only a small 

fraction of all V1 interneurons. The total number of cell types within V1 and the exact contribution 

of individual V1 interneuron cell types to regulating locomotion remains to be determined. 

In this chapter I describe the molecular characterization of V1 interneurons by their 

transcription factor profile. By using immunohistochemical measurements, we assess the 

prevalence of each factor within the parental population, as well as pairwise coexpression. To 

assess the extent of diversity within this population, we resort to a statistical framework capable 

of inferring the underlying cell types by assigning the most likely expression profiles consistent 

with the data while assigning confidence on their existence. Finally, we show that just pairwise 
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transcriptional information is not enough to delineate the full cell type repertoire with high enough 

confidence; an issue that we will address in subsequent chapters. 

2.2 Results 

2.2.1 Transcriptional diversity of V1 inhibitory interneurons 

To explore the diversity of spinal inhibitory interneurons we compared the gene expression 

profiles of En1+ V1 and Ptf1a+ dI4/dILA interneurons [Saueressig et al., 1999]; [Sapir et al., 2004]; 

[Glasgow et al., 2005] (Figure 1.6a). V1 interneurons provide prominent synaptic input to motor 

neurons, whereas dI4/dILA interneurons shun motor neurons and instead select sensory terminals 

as ventral targets [Betley et al., 2009]; [Goulding et al., 2014]. We reasoned that a comparison of 

these two inhibitory populations, each settling in a different dorsoventral position and forming 

distinct postsynaptic targets, should reveal genes that fractionate the parental V1 and dI4/dILA 

populations, while excluding generic markers expressed by both inhibitory populations. We 

focused this analysis on transcription factors (TFs), given their roles in specifying neuronal 

subtype identity and connectivity [Dalla Torre di Sanguinetto et al., 2008]; [Amamoto and Arlotta, 

2014].   

The V1 and dI4/dILA interneuron sets were isolated by fluorescence activated cell sorting, 

from spinal cords dissociated from En1::cre; Rosa.lsl.eYFP and Ptf1a::cre; Rosa.lsl.eYFP mice 

respectively. To accommodate the possibility of dynamic changes in gene expression, microarrays 

were performed at three different ages - e12.5, p0, and p5 - a developmental window that covers 

the emergence of interneuron identity and the formation of synaptic connections (Figures 1.6b, c). 

Comparative microarray analysis identified 56 genes that encoded TFs with a >3-fold enrichment 
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in V1 interneurons (mean V1:dI4 enrichment: 74.5; range: 3.1 to 930-fold; p ≤ 0.02 by one-way 

ANOVA) at one or more developmental stages, and 160 TF genes with a >3-fold enrichment in 

dI4/dILA interneurons (mean dI4:V1 enrichment: 38.5; range: 3.1 to 784-fold; p ≤ 0.02 by one-

way ANOVA). We focus on diversity within the parental V1 interneuron population.   

Analysis of gene expression databases [Visel et al., 2004]; [Sunkin et al., 2013] revealed that 

32 of the 56 V1 TFs exhibited mosaic expression in the embryonic (e11.5-e15.5) or neonatal (p4) 

ventral spinal cord. Two additional genes, MafA and Prox1, exhibit scattered expression in the 

ventral spinal cord [Misra et al., 2008]; [Lecoin et al., 2010], and were therefore included in 

subsequent analyses. From these 34 candidates, we focused on 19 TFs for which we were able to 

generate (FoxP1, FoxP2, FoxP4, Lmo3, MafA, Nr3b2, Nr4a2, Nr5a2, Otp, Pou6f2, Prdm8, and 

Sp8) or obtain (bhlhb5, MafB, Nr3b3, Oc1, Oc2, Prox1, and Zfhx4) antibodies that permit 

immunohistochemical.    

Where possible, antibody specificity was validated by showing an absence of staining in 

knockout animals. Antibodies previously confirmed to be specific against knockout mice include: 

anti-Bhlhb5 [Ross et al., 2010], antiFoxP1 [Sürmeli et al., 2011], anti-Nr3b2 [Chen and Nathans, 

2007], anti-Onecut1 [Wu et al., 2012], and anti-Prdm8 [Ross et al., 2012].  Additionally, all FoxP2, 

Sp8, Otp, and Pou6f2 antibodies used in this study were validated against knockout mice (Figure 

1.6d-g and data not shown). The Sigma rabbit anti-MafB antibody recognizes MafB, but may also 

weakly detect other Maf-family members (F.J.Alvarez, unpublished observation), as 

immunoreactivity is not completely abolished in MafB::GFP homozygous null mice. In cases 

where knockout mice were unavailable, we confirmed that the pattern of immunoreactivity was 

consistent with previously published expression data obtained from the Allen Brain Institute 
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(Figure 1.6h-o), Website: ©2012 Allen Institute for Brain Science. Allen Spinal Cord Atlas. 

Available from: http://mousespinal.brain-map.org/. 

To evaluate the prevalence of these 19 TFs within the parental V1 population we marked V1 

interneurons by LacZ expression in En1::cre; Tau.lsl.nlacZ (En1.nLacZ) mice, and performed 

dual immunohistochemical analysis with antibodies directed against LacZ and each TF 

individually. We focused our analysis on p0 lumbar spinal cord, a time after the specification and 

migration of interneurons is complete but before extinction of expression of many developmentally 

regulated TFs. We found that all 19 TFs were expressed in subsets of V1 interneurons, with the 

incidence of expression ranging from 5% (MafA) to 74% (Lmo3) of the parental V1 population. 

Conjoint exposure to antibodies directed against 14 of these TFs marked 90% of V1 interneurons 

in p0 lumbar spinal segments, indicative of near-complete coverage of the parental V1 population. 

In addition, we detected expression of 12 of the 19 V1 TFs within subsets of V2a excitatory 

interneurons (threshold: 3%; range: 3-62% of parental V2a interneurons), indicating that this set 

of TFs reveal diversity in both inhibitory and excitatory interneurons (Figure 1.7a).  

Next, the extent of co-expression was determined for various binary TF combinations, by 

performing triple antibody staining, with each pairing gated to LacZ+ neurons in p0 En1.LacZ 

mice (Figure 1.7b-c). Out of 171 possible TF combinations, we were able to measure 148; the 

complete analysis was hindered due to antibody incompatibility, in which primary antibodies 

generated in the same host species cannot be distinguished easily by fluorescently-tagged 

secondary antibodies (host co-reactivity). This analysis identified four TFs - FoxP2, MafA, 

Pou6f2, and Sp8 - delineating non-overlapping sets that cumulatively comprise 64% of the parental 

V1 population. Given this single and pairwise TF information, we then resort to a statistical 

formalism to estimate the entire profile of possible cell types consistent with this data. 
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Figure 2.1. Transcription Factors 

Enriched in V1 Interneurons and 

Characterization of Antibody Specificity.  

(a)  Isolation of V1 and dI4/dILA 

interneurons.  Left, interneuron populations. 

Middle, En1::Cre (V1) and Ptf1a::Cre 

(dI4/dILA) lineage-traced interneurons in 

p0 lumbar spinal cord.  Right, FACS-

isolated eYFP+ interneurons for microarray 

analysis.  

 

(b)  Scatter plot of expression levels of 

transcription factors (TFs, red) enriched in 

V1 interneurons from p0 mice.  

 

(c) TFs with > 3-fold enrichment (p ≤ 0.02, 

one-way ANOVA) at one or more 

developmental ages. 

 

(d)- (g) Immunohistochemical validation 

of antibody specificity, demonstrating 

absence of immunoreactivity in 

knockout mice.  

(d) Goat anti-FoxP2, p6 wild-type or 

FoxP2::Flpo KO mice.  

(e) Guinea pig anti-Otp, e17.5 Otp::Flpo 

heterozygous (control) or homozygous 

(knockout) mice.  

(f) Rabbit anti-Pou6f2, p3 wild-type or 

Pou6f2 knockout mice.  

(g) Goat anti-Sp8, p4 Sp8flox/flox or 

Nestin::Cre; Sp8flox/flox mice. Similar 

specificity was seen with FoxP2, Otp, 

Pou6f2, and Sp8 antibodies generated in 

other species. All images represent 

lumbar (L3-L5) spinal segments.  

 

(h)- (o) Left, representative examples of 

expression in p4 mouse spinal cord by in 

situ hybridization, (Data Reproduced 

from Allen institute for Brain Science. 

Right, representative examples of 

expression in spinal cord by 

immunohistochemistry.  
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Figure 2.2. Prevalence of Identified Transcription Factors within V1 Interneurons.  

(a) Measured fraction of En1+ neurons labeled by each of the 19 individual transcription factors, 

in p0 lumbar spinal cord. Mean ± SEM, n ≥ 3 animals.  

(b) Measured fraction of En1+ neurons labeled by pairs of transcription factors. Some comparisons 

were not possible due to antibody incompatibility (N.M., Not Measured). Diagonal values 

represent identity. Mean ± SEM, n ≥ 3 animals. 

(c) Measured fraction of En1+ neurons labeled by pairs of transcription factors depicted on table 

format with exact values. Again, N.D. indicates values not measured due to antibody 

incompatibility. Diagonal values represent identity. Mean ± SEM, n ≥ 3 animals. 
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2.2.2 A sparse Bayesian approach for uncovering neuronal 

diversity  

We developed a statistical analysis of V1 interneuron heterogeneity informed, initially, by two 

sets of data: (i) the fraction of neurons within the V1 parental population that express each of the 

19 transcription factors, (ii) the fractions of neurons co-expressing various pairs of these 

transcription factors (We will see in subsequent chapters that positional distribution of V1 

interneurons expressing each of the transcription factors was highly informative to constrain our 

inference procedure). The goal of this analysis is to determine the number of cell types needed to 

explain the expression and co-expression data. It is not yet tractable experimentally to delineate 

all higher-than-pairwise transcription factor combinations, given the vast number of potential 

combinations and limitations in antibody and fluorophore repertoire. We therefore developed an 

approach that permits statistical inference on the basis of partial analysis of the parental V1 

population. Such inferences can be used to indicate which subsets of triple and higher-order genetic 

combination are most informative for further experimental study. This last feature has proven 

useful even at the pairwise level, since complete cytochemical analysis of all transcription factor 

pairs is hindered by antibody incompatibility. 

In this statistical analysis, a cell type is defined by the pattern of expression of the 19 

transcription factors under consideration. We characterize transcription factors as either expressed 

or not expressed, and thus each expression pattern, for example pattern k, is specified by a vector 

of 19 binary numbers, Jk,a, with a ranging from 1 to 19. Jk,a is set to 1 if transcription factor a is 

expressed as part of expression pattern k, and to 0 if it is not. This results in 219 possible binary 
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expression patterns for 19 transcription factors. This large number can be reduced by eliminating 

combinations that include pairs of factors never observed to be co-expressed within the same 

neuron. Our analysis of the pairwise expression data revealed that 67 out of 148 measured 

transcription factor pairs fail to co-express (Figure 2.2b-c). In fact, the criterion used to identify 

absence of co-expression was to consider any pairwise fractional value below one percent to zero. 

This information reduces the potential diversity to 1,978 potential expression patterns. Thus, for 

the variables Jk,a specifying expression patterns, k runs from 1 to 1,978. 

We assigned expression patterns to these cell types under the assumption that the total number 

is far fewer than the 1,978 potential expression patterns (and thus potential cell types). To achieve 

this we introduce cell-type fractions, fk, with k again ranging across all the potential expression 

patterns (1 to 1,978): fk is the fraction of V1 interneurons with expression pattern k (equivalently, 

the fraction of neurons of cell-type k). Cell-type fractions must be positive (fk ≥ 0) and sum to 1 

(k fk = 1), indicating that the entire V1 population is accounted for. The fraction of V1 neurons 

expressing transcription factor a (the data in Figure 2.2a) is k fk Jk,a, and the fraction co-expressing 

factors a and b (data in Figure 2.2b) is k fk Jk,a Jk,b.  

 

The cell type not expressing any gene 

Since the cell type not expressing any transcription factor has all its Jk,a coefficients equal to 

zero, its presence in the previous sums would have no contribution and can therefore be excluded. 

Nonetheless, its fraction in the population can be computed indirectly by subtracting from 1 the 

sum of all the other cell types f1978 = 1 - k fk.  
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Mathematical formalism 

Mathematically, we represent the mean measured values for each transcription factor as M1
i 

and the standard deviation as σa, and according with our previous definitions, M1
a is a linear 

combination of the unobserved populations of cells expressing all the possible binary vectors J 

plus Gaussian noise. Similarly, measurements on the fraction of neurons co-expressing pairs of 

transcription factors are denoted by M2
a, b and σa,b, representing means and standard deviations. 

M1
a = k fk Jk,a  + εa                             εa ∼ N(0,σ2

a)        a = 1,...,19  

 

M2
a,b = k fk Jk,a Jk,b + εab                             εab ∼ N(0,σ2

ab)        a, b = 1,...,19  

 (2.1) 

 

 

Subject to: 

 

0 ≤ M1
a  ≤ 1 ,  0 ≤  M2

ab  ≤ 1  ,   fk  ≥  0  ,   k fk ≤ 1 

 (2.2) 

 

Fitting data within this framework amounts to choosing a set of cell-type fractions that provide 

a good match to the expression and co-expression data and that satisfy the positive / sum-to-one 

constraints.  How can the results of such a fit best be evaluated? The number of non-zero inferred 

cell type fractions determines the predicted number of cell types, and the variables Jk,a for a = 1, 

... 19 and for k values with fk ≠ 0, determine the expression patterns of these selected cell types.  In 

reality, however, the interpretation of this model turns out to be more nuanced. Before searching 

for a resolution for the inferred cell types, we rewrite the equations in (2.1) in a more compact 

representation by dividing by the noise standard deviation and grouping the non-zero 

measurements as a standardized linear regression problem. 

Yi = k qk,i fk  + εi       ;       εi ∼ N(0, σ2
i)       ;      i = 1,...,148 ,  k =1,….,1978  

 (2.3) 
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Subject to: 

 

0 ≤ Yi ≤ 1 ,   fk ≥ 0  ,   k fk = 1   and    k qk,A fk  ≥ 0 

 (2.4) 

 

in which the vector Y represents our measured data M1
a and M2

a,b normalized by the corresponding 

σa and σab, and qk,i are the normalized coefficients Jk,a  or Jk,a Jk,b. Additionally, we impose the last  

constraint in (2.4), in contrast to (2.2), for all indices A for which the corresponding M1
a and M2

ab 

are different from zero, requiring non-zero mean predicted values for non-zero measured 

populations. 

 

Non-Negative Constrained Least Squares 

In principle, the model could be fit to the observed data by minimizing the summed squared 

difference between the measurements and the predictions generated by the inferred fractions. This 

methodology amounts to a non-negative constrained least squares (NNCLS) minimization 

problem [Wang et al, 2006]; [Abbas et al, 2009]; [Gong et al, 2011]; [Grange, et al, 2014].  

f∗ = argminf ∣∣Y − Q f ∣∣2
2 

 (2.5) 

 

Subject to: 

 

 fk ≥ 0  ,   k fk ≤  1   and    k qk,A fk  ≥ Yi -3 

 (2.6) 
 

Where Y, f and Q are vectors and a matrix with components Yi, fk and qi,k. The last constraint in 

(2.6) replaces (2.4) in our implementation, to comply with the inequality when using a numerical 

convex solver; we constrain the inferred measured values to be within three standard deviations of 
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their measured mean, which is reasonably conservative given the Gaussian noise model. For 

approximate solutions to this type of optimization problems, which scale well when the dimension 

K of the vector f is large, see [Zuk et al., 2013]. In our case, K=1978, and the problem was still 

amenable to exact solutions. As in the LASSO, the first two constraints in (2.6) impose sparsity 

[Tibshirani, 1996]; [Meinshausen et al., 2013]. 

The NNCLS approach fails to describe adequately the extent of V1 interneuron diversity, 

because despite the constraint of nonnegativity and the sparsity imposition, an infinite number of 

equally valid solutions exist for our transcriptional data. Indeed, for any single presumed cell type 

it is possible to find alternative solutions that exclude this cell type while maintaining an optimal 

summed squared difference. To explore the different solutions that achieve the same squared error, 

we define fk
min and fk

max as the minimum and maximum values of f∗
k among the solutions to (5)-

(6). These values can be obtained by solving K convex quadratic problems: 

fk
min =minf fk 

 (2.7) 

 

subject to  

(2.6) and ∣∣Y − Q f ∣∣2
2 = ∣∣Y − Q f * ∣∣2

2 

 (2.8) 
 

and similarly for fk
max. Solutions to these optimization problems are calculated using the CVX 

package [Grant and Boyd, 2013]. fk
max and fk

min provide bounds for the fractional values each cell 

type can achieve, in fact, for our transcriptional data, these bounds are widely separated, indicating 

a high degree of non-uniqueness of the solution. Moreover, all fk
min values computed are zero, 

indicating that no cell type is essential to fit this data (Figure 2.3). The NNCLS approach thus fails 

to provide a principled means of quantifying the uncertainty associated with each inferred cell 

type.   
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Figure 23. Bounds on the fractional values 

achieved by the NNCLS solution computed 

using transcriptional information. 

Due to the non-uniqueness of the NNCLS 

solutions, each component can in general take 

many values while the overall solution 

maintains the same squared error. The 

minimum and maximum values of each 

fractional values (fmin
k and fmax

k, respectively) 

are indicated by blue and red dots. Cell types 

are sorted in order of fmax
k and we are only 

displaying the first 300 more important.  
 

 

Sparse Bayesian Formulation 

We therefore resorted to a Bayesian approach in which the unknown cell-type fractions are 

modeled as random variables, allowing their uncertainty to be characterized by a probability 

distribution. The use of a prior distribution enables previous knowledge and expectations to be 

incorporated into the model, and a likelihood function reflects the probability that the observed 

data were generated by the model. Combining the prior with the likelihood generates a posterior 

probability distribution that provides a level of confidence about the inferred results. 

As a biologically plausible prior distribution over cell-type fractions, we chose to employ a 

constrained “spike-and-slab” distribution [Mitchell and Beauchamp, 1988]; [George and 

McCulloch, 1993]; [Ishwaran and Rao, 2005]. This prior incorporates the biologically reasonable 

assumption that only a small fraction of the 1,978 potential cell types will actually exist within the 

parental V1 population. Under this prior, many of the cell-type fractions are forced to be zero, with 

the consequence that only a small subset of the potential expression patterns is required to explain 
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the measurements. The constrained spike-and-slab prior also enforces the obligate non-negativity 

and sum-to-one constraints on cell-type fractions.   Combining prior and data likelihood using 

Bayes’ rule results in a posterior distribution from which estimates of confidence about the 

existence and identity of cell types can be extracted.  

More concretely, in order to obtain a sparse solution for the fk, we introduce binary variables 

bk = 0, 1 and continuous variables zk with prior distributions: 

p (bk ∣ a) = abk (1−a)1− bk 

p (zk ∣τ2) = N(0, τ2) 

 (2.9) 

 

such that fk = bk  zk .The binary variable bk is responsible for the sparsity: with probability 1−a we 

have bk = 0, which leads to fk = 0. The variables zk are introduced for mathematical convenience 

and keep track of the values that fk can have whenever bk = 1. Their prior distribution N(0, τ2), 

reflects our beliefs about the values that non-zero fk’s take. Hyperparameters a and τ2 are treated 

as random variables and their prior distribution is considered flat, allowing their values to be 

determined by the data while exploiting the advantages of a Bayesian formulation. Since our noise 

model is Gaussian, the likelihood of the observed data y is quadratic on f: 

p (Y ∣ Q, f) ∝ e−1 2f′Q’ Q  f +y′ Q f 

 (2.10) 
 

Using Bayes theorem we can compute the log posterior distribution over b, z, a, τ2: 

      log p(b, z, a, τ2 ∣ Y, Q) = log p (Y ∣ Q, f) + log p (b ∣ a) + log p (z ∣ τ2) + const.   

                                         = −½ f ′ M f + Y′ Q f – 
z z

2 𝜏2
 + ∣b = 1∣ log(a) + ∣b = 0∣ log(1−a)+const.  

 (2.11) 
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However, the posterior distribution cannot be computed directly, necessitating the use of a 

computational inference method based on Monte Carlo sampling [Gelman et al, 2013]. The Monte 

Carlo approach draws random samples from the posterior distribution. Given a large number of 

these samples, we can compute properties of the desired posterior distribution numerically, 

analogous to rolling a die repeatedly to determine the probability of each face appearing, rather 

than deriving that the probability is 1/6. To perform this computation we adapted a Hamiltonian 

Monte Carlo (HMC) algorithm that is specialized for constrained spike-and-slab posteriors and 

permits efficient sampling from our posterior distributions [Pakman and Paninski 2013, 2014].    

 

Sampling Algorithm  

Sampling from the posterior distribution gives us a computational method for inferring 

quantities of interest such as the posterior inclusion probability (confidence on the necessity of a 

cell type to explain the data), fractional values (with its mean and variance), etc. Since this is a 

complex distribution with many variables, we adopt a Gibbs sampling procedure [Gelman et al., 

2013], which consists in successively sampling from the conditional distributions: 

p (a ∣ b) ∝ a ∣b = 1∣ (1−a) ∣b = 0∣ = Beta(∣b = 1∣ + 1, ∣b = 0∣ + 1) 

p (τ2 ∣ z) ∝ 𝑒
−

z z

2 𝜏2  = InverseGamma(1, z⋅z/2) 

p (b, z ∣ Y,Q,a,τ2) = − ½ f′ M f + Y′ Q f − 
z z

2 𝜏2 

 (2.12) 
 

The first two distributions can be sampled from using standard tools. The most difficult 

step is sampling from the mixed binary-Gaussian distribution, where we should impose the 

constraints: 
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zk ≥ 0     ,      ∑k bk zk ≤ 1     ,      ∑k  qi,k bk zk  >  0   ,     as explained before. 

 (2.13) 

 

To sample from this distribution, we use the technique developed in [Pakman and Paninski, 

2014, 2013], based on the Hamiltonian Monte Carlo (HMC). This is a Markov Chain Monte Carlo 

(MCMC) algorithm that uses ideas from particle dynamics to sample from complex probability 

distributions (see [Neal, 2010] for a review). The HMC algorithm proposes to write a Hamiltonian 

function in terms of the probability distribution we want to sample. 

H(q, p) = U(q) + K(p) 

 (2.12) 
 

Where U(q) is the potential energy, and will be defined as minus the log probability density of 

the probability distribution that we wish to sample, plus any constant that is convenient. 

Additionally, we must introduce auxiliary momentum variables, p. K(p) is called the kinetic 

energy, and is usually defined as 

K(p) = ½ pt M−1 p 

 (2.13) 
 

Writing the kinetic energy in this form corresponds to minus the log probability density 

(plus a constant) of the zero-mean Gaussian distribution with covariance matrix M. The HMC 

method alternates updating the momentum variables with Metropolis updates in which a new state 

is proposed by computing a trajectory according to Hamiltonian dynamics [Neal, 2010].  

For constrained binary-Gaussian distributions, HMC is particularly efficient and explores 

the sampling space much faster than competing alternative approaches, such as Gibbs or random-

walk Metropolis-Hastings. At the root of this efficiency lies a map of the binary variables b into 

continuous variables which leads to the dynamics of a particle in a piecewise-constant, constrained 
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quadratic potential, which has exact analytical solutions (see [Pakman and Paninski, 2014, 2013] 

for details).  

Briefly, to sample from the mixed binary-Gaussian distribution of 2.12, let’s explicitly 

write the prior using the spike-and-slab formalism,  

𝑝(𝑓𝑧𝑘 |𝑏𝑘 , τ2) =  
1

√2 𝜋𝜏22 𝑒
−

𝑓𝑘
2

2𝜏2    for bk = +1, 

                              δ(fk)                               for bk = +1, 

 (2.13) 

We are interested in sampling from the posterior, given by: 

𝑝(𝑓, 𝑏|𝑌, 𝑄, 𝑎, τ2) ∝ 𝑝(𝑌, 𝑄|𝑓)𝑝(𝑓, 𝑏|𝑎, τ2)                     

                                                    ∝
𝑒

−
1
2

𝑓+(𝑀++𝜏−2)𝑓++
𝑌𝑄𝑓+

𝜎2

2 𝜋𝜏2
|𝑏+|

2

δ(𝑓−)𝑎|𝑏+|(1 − 𝑎)|𝑏−| 

 (2.14) 
 

Where subscripts + and − denote the subspace of active/inactive groups (bk = 1 or -1 

respectively). To sample from this distribution more efficiently, we take two steps. First, we 

replace the delta function by a similar slab factor: 

δ(𝑓𝑘) →  
1

√2 𝜋𝜏22 𝑒
−

𝑓𝑘
2

2𝜏2         for bk = +1 

 (2.15) 
 

Secondly, we augment the distribution with y variables, such as b = sign(y), and sum over 

b. This gives a distribution: 

𝑝(𝑓, 𝑏|𝑌, 𝑎, τ2)  ∝
𝑒

−
1
2

𝑓+′(𝑀++𝜏−2)𝑓++
𝑌𝑄𝑓+

𝜎2

2 𝜋𝜏2
|𝑏+|

2

𝑒
−

𝑓−′𝑓−

2𝜏2 𝑒
𝑦′ 𝑦

2 𝑎|𝑏+|(1 − 𝑎)|𝑏−| 
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Where the values of b in the rhs are obtained by taking sign(y). This is a piecewise 

Gaussian, different in each orthant of y, and possibly truncated in the f space. Sampling from 2.15 

gives us samples from the original distribution 2.11 using a simple rule: each pair (zk , yk) becomes 

(fk , bk = +1) if yk ≥ 0 and (fk = 0, bk = −1) if yk < 0. This reverse the transformations: the 

identification bk = sign(yk) takes us from p(f, y | Y, a, τ2) to p(f, b |Y, a, τ2 ), and setting fk = 0 when 

bk = −1 reverse the slab transformation.  

Using this posterior distribution as the potential energy and, introducing momentum 

variables, g, we can take advantage of the HMC method by writing a Hamiltonian as: 

𝐻 =  𝐻+ + 𝐻− + 𝐻𝑦 + 𝐻𝑎  

 (2.14) 
 

𝐻 =  
1

2 
𝑓′

+
(𝑀+ +  

1

𝜏2 
) 𝑓 − 𝑦′𝑋𝑓+ +

1

2 
𝑔′

+
(𝑀+ +  

1

𝜏2 
) 𝑔+ 

+ 
1

2𝜏2 
𝑓′

−
𝑓− +

1

2𝜏2 
𝑔′

−
𝑔− 

+ 𝑦′𝑦 +  𝑞′𝑞 

+|𝑏 = 1| log
𝑎

1 − 𝑎
+ 𝐶𝑜𝑛𝑠𝑡. 

 (2.15) 
 

Where again, subscripts + and − denote the subspace of active/inactive groups, g+, g−, q 

are momentum variables and y is the variable expansion introduced to account for the dynamic of 

the bk variables. The algorithm alternates between sampling the momentum variables and then, 

using these sampled values and the last value of f as initial conditions, sampling new values for f. 

The new value of f is obtained by supposing that a particle is moving under the equations of motion 

defined by the Hamiltonian, which follows the following dynamics: 

𝐻 =  
1

2 
𝑓′𝑀𝑓 − 𝑟𝑓 +

1

2 
𝐺′𝑀𝐺 

𝑓𝑖(𝑡) = 𝜇𝑖 + 𝑎𝑖 sin(t) + 𝑏𝑖 cos(𝑡) 
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𝜇𝑖 =  ∑ 𝑀𝑖𝑗𝑟𝑗

𝑗

 

𝑎𝑖 = 𝑓𝑖̇(0) = ∑ 𝑀𝑖𝑗
−1 𝑔𝑗

𝑗

(0) 

𝑏𝑖 = 𝑓𝑖 (0) − 𝜇𝑖 

 (2.16) 
 

The trajectory of this auxiliary particle will continue until its position violates any 

constraint. These constrains represent boundaries imposed on the movement of the particle. In our 

problem, constraints are imposed by equation 2.13, enforcing two types of boundaries. The first 

boundary is violated when the particle reaches a region not allowed in state space, as in the event 

of violating ∑k bk zk ≤ 1 and ∑k qi,k bk zk  >  0. In this case, the particle must bounce back at the 

boundary and reverse its momentum. This situation is equivalent to a particle bouncing against a 

wall. 

Given a constraint satisfying a linear relationship, the general expression for the time at 

which a particle reaches boundary j (given by variables Kj and hj) is given by the solution of the 

following equations:  

𝐾𝑗 𝑓𝑗 + ℎ𝑗 ≥ 0 

∑ 𝐾𝑙
𝑗
(𝜇𝑙 +

𝑙

𝑎𝑗sin (𝑡) + 𝑏𝑗cos (𝑡))ℎ𝑗 = 0 

𝑢𝑗 cos(𝑡 + 𝜑𝑗  ) +  ∑ 𝐾𝑙
𝑗
𝜇𝑙

𝑙

+ ℎ𝑗 = 0 

𝑡 =  acos (
−𝐾𝑗 𝜇 − ℎ𝑗

𝑢𝑗
) −  𝜑𝑗 

 (2.17) 

 

Where 𝑢𝑗 = √(∑ 𝐾𝑙
𝑗
 𝑎𝑙)𝑙

2
+ (∑ 𝐾𝑙

𝑗
 𝑏𝑙)𝑙

2
 , 𝜑𝑗 = atan (−

∑ 𝐾𝑙 𝑎𝑙𝑙

∑ 𝐾𝑙 𝑏𝑙𝑙  
). The coordinate violating that 

constrain should bounce and change direction. To calculate the change in velocity after the bounce, 

we will start by uncoupling the coordinates: 
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𝐻 =  
1

2 
(𝑓 − 𝜇)′𝑀(𝑓 − 𝜇) +

1

2 
𝑓̇′𝑀𝑓̇ 

𝑞 = 𝑋(𝑓 − 𝜇) 

𝐻 =  
1

2 
𝑞′𝑞 +

1

2 
𝑞̇′𝑞̇ 

 (2.18) 

 

Rewriting the constraint as: 

𝐾𝑗  𝑋−1(𝑞𝑗 + 𝜇) + ℎ𝑗 ≥ 0 

𝐾𝑗  𝑋−1𝑞̇𝑗 ≥ 0 

𝐾𝑗 𝑞̇𝑗 ≥ 0 

 (2.19) 
 

To obtain the reflected velocity, let’s note that the vector Kj is perpendicular to the reflecting plane 

j and, decomposing the velocity into a perpendicular and a parallel component to this place:  

𝑞̇𝑛𝑒𝑤 = 𝑞̇𝑜𝑙𝑑 − 2𝛼𝐾𝑗̂ 

 (2.20) 
 

Where 𝐾𝑗̂ =
𝐾𝑗

‖𝐾𝑗‖
, and  𝛼 = 𝑞̇𝑜𝑙𝑑𝐾𝑗̂. 

𝑞̇𝑛𝑒𝑤 = 𝑞̇𝑜𝑙𝑑 − 2(𝑞̇𝑜𝑙𝑑𝐾𝑗)
𝐾𝑗

‖𝐾𝑗‖
2 

 (2.21) 
 

The second type of boundary is met when a variable yk crosses an octant (yk = 0), changing the 

estate of a fractional value fk from being active to inactive (or vice versa). During this transition, 

the conservation of energy requires that: 

𝑞̇𝑗
2(𝑡+)

2
= ∆𝑗 +

𝑞̇𝑗
2(𝑡−)

2
 

 (2.22) 
 

and the energy jump ∆𝑗 depends on f and is given by: 

𝛿𝐻 = 𝛿𝐻+ + 𝛿𝐻− + 𝛿𝐻𝑦 + 𝛿𝐻𝑎 = 0 

𝛿𝑞 = 𝛿𝐻+ + 𝛿𝐻− + 𝛿𝐻𝑎  



39 
 

∆𝑗= −𝐻𝑓,𝑞 (𝑏−𝑘 , 𝑏𝑘 = +1) + 𝐻𝑓,𝑞(𝑏−𝑘, 𝑏𝑘 = −1) + log (
𝑎

1 − 𝑎
) 

(2.23) 

If 2.23 results in a positive balance for the kinetic energy, the particle crosses the yj = 0 

boundary, and if not, it bounces back with qj(t+j ) = −qj (t−j). 

 

Wang Landau algorithm to improve sampling 

Hamiltonian Monte Carlo algorithms have difficulties moving between regions in the posterior 

distribution of low probabilities. Imposing constraints creates isolated modes in our posterior 

distribution, which in practice slow the mixing of the HMC Markov chain: it is difficult for the 

particle to move from one region to another. This is caused when a non-active component (bk = 0) 

can only become active (bk = 1) when it does not violate any of the inequalities 2.13. But for typical 

values of zk (dictated by τ2), this is not a usual situation. A useful technique to encourage an MCMC 

algorithm to better explore isolated regions is simulated tempering [Marinari and Parisi, 1992]. In 

this method, we introduce an additional discrete random variable t that takes values in t = 1,...,T 

and parametrizes ‘inverse temperatures’ βt, and augment the distribution of interest as: 

𝑝(𝑓, 𝑏, 𝑎, τ2, 𝑡|𝑌, 𝑄) = 𝑝(𝑓, 𝑏, 𝑎, τ2|𝑌, 𝑄, 𝑡)𝑝(𝑡) 

(2.24) 

Where 

𝑝(𝑧, 𝑏, 𝑎, τ2|𝑌, 𝑄, 𝑡) =
𝑝̃(𝑧,𝑏,𝑎,τ2|𝑌,𝑄)𝛽𝑡

𝜃𝑡
 and 𝑝(𝑡) =

1

𝑡
. 

(2.25) 

The distribution 𝑝̃(𝑧, 𝑏, 𝑎, τ2|𝑌, 𝑄) is not normalized and the constants θt guarantee the 

proper normalization. Constraints 2.13 hold for all the values of t. The idea is to build a Markov 

chain that samples from (2.24) and keep only those samples with t = 1. For distributions with 

isolated maxima, one usually considers β1 = 1 and βt+1 < βt. These values make the distributions 
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(2.25) flatter for higher t, so when the Markov chain visits higher temperature states it can jump 

between maxima before returning to t = 1. But our case is different because, as mentioned, the 

exploration of different regions is hindered by the big values taken by zk. The solution is therefore 

to lower the temperature, causing the distribution of inactive zk’s to peak around zero, thus taking 

smaller values and allowing more components to become active. In order for the Markov chain to 

explore each temperature t with equal probability, we need the values of θt in (2.25). Although a 

direct computation is difficult, we can use the Wang-Landau algorithm [Wang and Landau, 2001]; 

[Atchad´e and Liu, 2010], which updates the values of θt based on the visited values of t to achieve 

a uniform rate of visits for all temperatures. See Algorithm 1 for details. In summary, a typical run 

of the Wang – Landau algorithm explore much more efficiently the posterior by inducing fast 

mixing (Figure 2.4). 
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Figure 2.4: Simulated tempering facilitates exploration of the diversity landscape. 

Temperature levels and number of active components in 1000 iterations of the simulated tempering 

Markov chain. Inverse temperatures is equally spaced in ten intervals between β1=1 and β10=1.2. 

Note the strong correlation between low temperatures and high number of active components.  

(a) Temperature level at different iterations.  

(b) Number of active components for each iteration. 
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Algorithm 2.1. Sampling algorithm. 

 

 

Sampling Procedure 

Each iteration of the sampling algorithm generates a set of cell-type fractions that satisfy the 

constraints and provide a good fit to the data. Generated in this way, the number of selected cell 

types and their expression patterns vary across iterations. Multiple samples, collected across a 

large number of iterations, allow us to infer the properties of the posterior probability distribution. 

For example, the proportion of Monte Carlo samples for which a particular expression pattern is 

selected (i.e., for which the corresponding cell-type fraction is non-zero) determines that type’s 

posterior inclusion probability, which serves as a confidence measure of its necessity to explain 

the data. We can also compute the distribution of the number of cell types selected in each iteration: 

this allows us to estimate the total number of distinct cell types required to explain the observed 
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data. Repeated sampling also enables us to compute cross-correlations between cell-type fractions; 

these are used to construct a list of candidate expression profiles along with the probabilities of 

their corresponding to actual cell types. As with an expression pattern, a candidate expression 

profile is a 19-component vector, with each component representing a different transcription 

factor, but now these components are allowed to be real numbers between 0 and 1, instead of 

binary. Component a of any candidate expression profile represents the probability that 

transcription factor a is expressed as part of that profile.  

 

Computational Validation Experiments 

We validated the ability of the Bayesian approach to accurately infer cellular diversity by 

performing computational cross-validation experiments, as well as experiments on simulated 

datasets, for which the underlying cell types and corresponding cell-type fractions are known.   

Here, we reproduced a leave-one-out cross-validation test implemented by running the algorithm 

on datasets obtained by successively leaving out the measurements corresponding to one factor or 

pair of factors. The predicted values for the fraction of left-out factors can be compared to 

measured values. Almost all predicted values lie within 2 standard deviations from the measured 

data, showing that we can estimate these values correctly. Verification of the ability of the methods 

to recover meaningful and accurate estimates of cellular diversity permitted us to apply these 

algorithms to V1 transcriptional datasets. 
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Figure 2.5: Cross-Validation experiments. 

Leave-one-out cross validation experiment 

showing good agreement between measured 

and cross-validated values. 

 

 

 

 

2.2.3 V1 diversity extracted from transcriptional data alone  

We applied this Bayesian analysis to transcriptional information as outlined above (Figure 2.2a 

and 2.2b). As discussed above, each iteration of the HMC sampling algorithm generates a possible 

set of cell types, but their number and identity vary across HMC iterations. Over the course of the 

full HMC run, the number of types selected (those with non-zero cell-type fractions) ranged from 

25 to 33 with a mean ± standard deviation of 29 ± 2 (Figure 2.6a). The transcriptional identity of 

the selected cell types varied widely across different HMC iterations. For example, if two iterations 

each resulted in 30 selected cell types, then typically some of the cell types chosen in the first 

iteration would not appear in the second, and vice versa. 

Computing the posterior inclusion probability of each expression pattern across many samples 

led to a rank-ordered list of candidate expression patterns. The 40 candidate patterns with the 

highest inclusion probabilities (i.e. those that appeared most frequently in the HMC samples) and 
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their inferred cell-type fractions are shown in Figure 2.6b. The expression pattern with the highest 

inclusion probability corresponds to the Renshaw interneuron, a V1 neuronal type that mediates 

recurrent inhibition of motor neurons [Renshaw, 1946] and co-expresses the transcription factors 

Onecut1, Onecut2 and MafB [Stam et al, 2012]. This analysis also infers the existence of MafA+ 

and MafA- subsets of Renshaw interneurons (patterns 1 and 30 in Figure 2.6b), a molecular 

diversity that may correspond to the known morphological heterogeneity exhibited by Renshaw 

interneurons [Fyffe, 1990]. 

We next addressed the sensitivity of these results to the number of transcription factors used 

in the analysis, wondering if the incorporation of additional TFs would dramatically expand cell-

type diversity. To assess this possibility we evaluated the extent of diversity that emerges from the 

use of subsets of only 11 to 18 of the 19 measured transcription factors. The average number of 

selected cell types – a value of 29 for the analysis using the full 19 factors - tends to decrease 

gradually when smaller numbers of transcription factors are analyzed. Thus when 16 to 19 

transcription factors were incorporated, the number of selected cell types remains relatively 

constant and close to 29 (Figure 2.6c). In contrast, the number of potential cell types (1,978 for the 

case of 19 factors) depends much more strongly (over almost an order of magnitude) on the chosen 

transcription factor subset (Figure 2.6d). These findings suggest that Bayesian calculations of 

cellular diversity based solely on transcription factor data may already be close to saturating with 

the use of 19 transcription factors. 
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Figure 2.6. Cell Type Discovery using Transcription Factor Expression Information 

(a) Number of cell types selected per HMC iteration (for which the fraction fk was nonzero). 
(b) Transcriptional profiles of top 40 inferred cell types. Cell types (top) are arranged by 

descending posterior inclusion probability (middle). Black indicates TF expression, white 

indicates absence of expression. Bottom: fraction of each cell type in the parental V1 population 

(mean ± SD of all nonzero sampled values).  
(c) Number of selected cell types remains close to 29 when varying the set of observed TFs. Red 

and blue curves denote the maximum and minimum number for different TF sets. 
(d) Number of potential cell types. Red and blue curves denote maximum and minimum numbers 

after reduction by measured TF pairs that exhibit no co-expression.  
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2.2.4 Clustering Cell Types into Groups  

What is the diversity of potential transcriptional expression patterns within the parental V1 

population? We detected 131 different expression patterns with posterior inclusion probabilities 

greater than 0.05 (i.e. appearing in more than 5% of the HMC samples), of which only the 40 

expression patterns appearing most frequently in the HMC samples are indicated in Figure 2.6b. 

The existence of 131 candidate expression patterns for only ~30 cell types (the average number 

selected in each sample; Figure 2.6a), and the fact that few of the top expression patterns in Figure 

2.6b have posterior inclusion probabilities near one, is another indicator of the incompleteness of 

the expression-only data for specifying cell-type identity, and thus the nonuniqueness of the 

resulting solution (recall the NNCLS solution).  

We constructed candidate expression profiles by clustering the 131 most likely expression 

patterns into ‘groups’. A group is defined as a set of expression patterns that satisfies two 

conditions: (i) the members of a group express similar sets of TFs (Figure 2.7a), and (ii) in all or 

almost all of the HMC samples, only a single member of a group is selected (i.e. has a non-zero 

cell-type fraction), although different members may be selected in different samples (Figure 2.7b). 

The second condition causes the members of a group to be negatively correlated with each other 

(Figure 2.7a, table on the right). These conditions imply that a group is likely to represent a single 

cell type with an uncertain expression pattern, rather than multiple cell types. 

We developed a recursive algorithm for constructing such groups. All candidate expression 

profiles with inclusion probabilities greater than 5% were assigned to groups, with most groups 

having only a single member selected across all of the HMC samples, and no group having more 

than one member selected in >3% of the samples (Figure 2.7d). To examine the robustness of the 
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inferred groups, we systematically varied the threshold for selecting the list of candidate 

expression patterns from which groups were constructed. As this threshold is lowered, the number 

of groups first increases linearly because each high-ranked expression pattern spawns its own 

group (Figure 2.7c). However, this growth slows as lower-ranked patterns join existing groups. 

The result is that the number of candidate groups depends only weakly on the inclusion threshold, 

once the threshold is sufficiently low and sufficient expression patterns are included. With an 

inclusion threshold of 5%, the clustering algorithm identifies 35 groups (Figure 2.7e-f).    

Each group gives rise to a single candidate expression profile (Figure 2.8a-b), and for each 

profile we assign an expression probability to each transcription factor, weighting the binary 

expression patterns of each member of the group by the frequency with which it appear in the 

HMC samples (Figure 2.8b, top). In addition, we compute a posterior inclusion probability (Figure 

2.8b, bottom) for each candidate expression profile, which gives the probability that the expression 

profile should be designated one of the inferred cell types. The posterior inclusion probability of 

several of the candidate expression patterns is close to one, much higher than the inclusion 

probabilities of the corresponding candidate expression patterns from which they are constructed 

(Figure 2.6b). Nevertheless, there is still considerable uncertainty in the identity of the cell types 

predicted by the transcriptional data alone (Figure 2.8b). 
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Figure 2.7 (preceding page). Definition of clustering algorithm that creates groups of 

correlated cell types.  

(a) Methodology used to classify cell types into V1 groups. Left, similar expression profiles: 

Transcription factors expressed by members constituting a particular transcriptional only group 

(group 18, Figure 2). Right, negative sample correlation: cross-correlation values calculated from 

the time series corresponding to the presence or absence of each group member in the set of 

selected cell types (values correspond to group 18).  

(b) 100,000 iterations of the HMC sampling algorithm, demonstrating the presence (black) or 

absence (white) of members of group 18. In each iteration, generally only one of the four possible 

members is chosen. 

(c) The number of groups scales sublinearly as a function of the number of underlying inferred 

cell types, indicating that increasing the number of candidate expression profiles has a relatively 

small effect on the number of inferred groups.  

(d) Most of the members of transcriptionally defined groups are mutually exclusive. Histogram 

depicting the number of transcriptional groups, sorted by the fraction of samples in which more 

than one member of the group was selected. For 23 groups, only one group member was ever 

selected in a given iteration; for all remaining groups, more than one group member is selected in 

less than 3.5 percent of the samples. Similar results were obtained for spatially-defined groups (not 

shown).  

(E) Transcription factors expressed by transcriptionally and spatially defined cell types with a 

posterior inclusion probability greater than 5 percent. Group members are arranged in between red 

lines.  

(F) Posterior inclusion probability for cell types in (E). Cell types are ranked by group-level 

inclusion probability. 

 

 

 

 

 

 



51 
 

 

Figure 2.8. Clustering Algorithm Arranging Cell Types into Correlated Groups 

(a) TFs expressed by cell types with a posterior inclusion probability greater than 5 percent. 

Inferred group members are arranged in between red lines. 

(b) Representation of inferred groups. Top: candidate expression profiles derived from the 35 V1 

groups. Gray scale indicates the likelihood of each TF expressed within the group. Bottom: 

posterior inclusion probability for each V1 group.  
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2.3 Discussion 

Spinal interneurons shape motor activity and limb movement, but the organizational logic of 

their encoded microcircuits has remained obscure. By focusing on V1 interneurons we identified 

nineteen transcription factors that delineate extensive diversity within this inhibitory set. In 

addition, we presented an in-depth molecular characterization using the aforementioned 

transcription factors in which diversity is estimated through the use of a statistical procedure that 

infers underlying cell types by means of a sparse Bayesian algorithm. 

Previous statistical models to extract cell type-specific information from gene expression data 

of heterogeneous populations formulated the problem by assuming that measured gene expression 

levels ei are a linear combination of underlying cell types ei = ∑k Ei,k  fk + εi  (see [Shen-Orr and 

Gaujoux, 2013] for a review). When the expression profiles of the cell types, Ei,k are known, this 

equation can be solved for the population fractions fk [Lu et al., 2003]; [Gong et al., 2011]; [Grange 

et al., 2014]. Likewise, when the fractions fk’s are known, one can solve for the gene expression 

level profiles. Finally, when only the measurements ei are known, factor analysis/matrix 

factorization methods can be used to find both Ei,k and fk [Erkkila¨ et al., 2010]; [Gaujoux and 

Seoighe, 2012]; [Bazot et al., 2013]. However, as the case of the NNCLS approach, the solutions 

are generally non-unique and extracting biological information can be challenging without further 

assumptions. The last consequence is the product of a mathematical indeterminacy in which 

inferred fractional values are not uniquely defined, an affine transformation can be applied to them 

and, the inverse to their candidate expression profiles. These transformed fractional values would 

remain being a solution of the matrix factorization problem but their significance would be difficult 

to understand. 
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Our method resolves the previous challenges by considering population fractions and instead 

of inferring cell type profiles and fractional values simultaneously, a binary matrix Jk,I is used, 

which enumerates every possible cell type consistent with the data. This expansion results 

beneficial permitting the usage of all cell types to explain the data, selecting only the necessary 

ones. Additionally, the inferred values fk have a clear biological meaning representing cell type 

fractions. Lastly, by using a Bayesian methodology in which sampling is performed to achieve 

inference, we gain the ability to assign confidence interval to each inferred quantity.  

The distinctive feature of our approach, the enumeration all of the possible expression 

patterns, 219 patterns in our case for the 19 genes considered, extends in the general case to 2N for 

a study involving N genes. We note that this factor 2N may be prohibitive for applications of the 

method to RNA-seq data, where a large number of genes are typically tracked. Although 

applications in which N is several thousand would appear impractical, it may be possible to identify 

a subset of genes expected to be particularly informative about cell type and restrict the analysis 

to this subset. Even with a reduced N, 2N may be dauntingly large, but it is important to recall that 

in our analysis a preliminary screening reduced the number of expression patterns by a factor of 

~265, from 219 (524,288) to 1,978. Greater N values may yield even larger reductions. 

Our analysis has identified extensive transcriptional diversity within V1 interneurons on the 

basis of the expression of 19 TFs. The first issue this raises is whether further diversity will follow 

inevitably with the inclusion of additional V1 TFs.  We analyzed the impact of varying the number 

of TFs in our analysis and found only a weak dependence of the number of cell types on the number 

of TFs (Figure 2.6c-d). Thus, 19 TFs appear sufficient to uncover a substantial fraction of the total 

underlying transcriptional heterogeneity.    
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Is it possible to characterize V1 interneurons using marker information at the pairwise level? 

Candidate expression profiles and their prevalence within the parental population have been 

inferred from this data. Nonetheless, much uncertainty remains in the assignment of each candidate 

expression profile. To resolve this issue, inferred cell types have to be looked under the glass of 

the group assignment. By considering grouped candidate expression profiles, we gain confidence 

in the existence of each cell type by exchanging indeterminacy in the expression of each 

transcription factor within each profile. Otherwise, more information have to be provided to 

constrain inference. This is the purpose of the next chapter in which information about single 

transcription factor settling position grants us the ability to inferred more accurate candidate 

expression profiles. 
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Chapter 3 

Spatial organization of V1 interneuron 

subpopulations 

3.1 Introduction  

Despite advances in elucidating the wiring of spinal motor systems, the organization of local 

circuit interneurons remains obscure. In much the same way that limb-innervating motor neurons 

acquire diverse pool identities, we showed in the previous chapter that cardinal interneuron classes 

defined by transcriptional character fragment into multiple types. Nonetheless, our inference 

algorithm produced estimates of cell diversity with high uncertainty. 

To gain insight into the organization of inhibitory circuits for motor control, in this chapter 

we analyze diversity within the V1 interneuron population in light of information relating settling 

position to transcriptional character. The relevance of neuronal settling position in spinal 

connectivity has emerged from studies on the synaptic organization of sensory connections with 

motor neurons. Proprioceptive afferents target distinct dorsoventral domains of the ventral spinal 

cord in a manner independent of motor neuron character (Sürmeli et al., 2011), and thus the 

stereotypy of settling position is needed for the formation of selective sensory connections. 

Moreover, different physiological subtypes of interneurons appear to occupy stereotypic settling 

positions within the intermediate and ventral spinal cord [Alvarez and Fyffe, 2007]; [Hultborn et 
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al., 1971]. However, whether interneuronal microcircuits use stereotypic patterns of neuronal 

position when establishing local micro circuitry remains unclear. 

 

3.2 Results 

3.2.1 Settling position of subsets of V1 interneurons 

The notion that V1 transcriptional heterogeneity reflects functional distinctions in interneuron 

identity raises the possibility that V1 cell types are clustered in stereotypic settling patterns, akin 

to the spatial order of spinal motor neuron pools [Sürmeli et al., 2011] or the discrete domains 

occupied by certain classes of spinal interneurons [Thomas and Wilson, 1965]; [Hultborn et al, 

1971]. Since individual V1 cell types are defined by as many as 9 TFs (Figure 2.6b), it is not 

practical to delineate them on the basis of their complete transcriptional profile. We therefore 

assessed the spatial distributions of V1 subpopulations defined by each of the 19 V1 TFs 

individually (Figure 3.1a) or in a few cases by the superimposition of two TFs (Figure 3.1b). These 

larger sets of V1 interneurons are each predicted to contain multiple V1 cell types (indicated from 

the predictions obtained in Figure 2.6b).  Nevertheless, any spatial restriction of these larger V1 

interneuron sets indicates clustering of individual V1 types.    

We first examined a single case in which an inferred V1 cell type can be delineated by the co-

expression of just two TFs, Nr5a2 and Pou6f2 (Figure 2.8). The spatial restriction of this 

V1Nr5a2/Pou6f2 cell type revealed a highly stereotyped and localized settling position, with respect to 

the parental V1 population, which extends ~400 µm along the dorsoventral and mediolateral axes 

in p0 lumbar spinal cord (Figure 3.1b). Further analysis of the distributions of groups of V1 cell 
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types revealed that each occupied a domain more restricted than that of the parental V1 distribution 

profile (Table 3.1, p < 0.00001 by one-tailed Monte Carlo test; single TF-gated fractional area (Fa) 

range: 0.217 to 0.855, dual TF-gated Fa range: 0.085 to 0.365, Figure 3.2a-b). By extension, it 

follows that the individual V1 cell types contained within these larger populations must also be 

clustered.   

We also examined the degree to which subsets of V1 interneurons settle at distinct positions 

along the mediolateral or dorsoventral axes of the ventral spinal cord, focusing initially on four 

specific populations that highlight because of their mutual exclusiveness. The V1MafA, V1Pou6f2, 

and V1Sp8 populations showed discrete distributions along the dorsoventral and mediolateral axes 

(Figure 3.2c-d and Table 3.1), whereas the V1FoxP2 population occupies a broader spatial domain 

(Figure 3.1a, Fa = 0.855). Moreover, V1Pou6f2 interneurons fractionated into medial Nr5a2+ and 

lateral Lmo3+ interneurons, with 93% mutual exclusion, revealing positional segregation within 

the members of a single population (Figure 3.2e). A similar segregation along the dorsoventral 

axis was seen within the V1Prdm8, which can be fractionated into dorsal Sp8+ and ventral FoxP4+ 

subsets (Figure 3.2f). Importantly, analysis of V1Sp8 and V1Pou6f2 populations demonstrated that 

V1 settling positions are stable from e15.5 to p20, indicating that V1 neuronal clustering is not a 

transient reflection of developmental maturity (Figure 3.3a-b).    

  We also examined whether neurons in V1Pou6f2 and V1Sp8 exhibit rostrocaudal distinctions in 

settling position, prompted by the observation that Pitx2+ V0 interneurons exhibit rostrocaudal 

variation in transmitter phenotype and connectivity along the lumbar spinal cord [Zagoraiou et al., 

2009]. The overall positional bias of V1Pou6f2 and V1Sp8 interneurons was maintained within the 

parental V1 domain (Figure 3.3c-e). Moreover, the mean position of V1 cell types and groups of 

cell types at L3-L5 levels of lumbar spinal cord was consistent between animals (Figure 3.2i). 



58 
 

Nevertheless, we detected minor differences in the settling position of V1Pou6f2 and V1Sp8 

populations, with a ventromedial shift for V1Pou6f2 and a ventrolateral shift for V1Sp8 at 

progressively more caudal lumbar levels (Figures 3.2h and 3.3d-e). Thus, V1 interneuron settling 

position exhibits overall constancy, but with subtle differences along the lumbar rostrocaudal axis.   

  In total, this analysis of V1 identity and settling position identifies numerous spatially discrete 

V1 subpopulations, seven of which are illustrated (Figure 3.2i). These seven clusters represent 

~44% of the parental V1 population. Collectively, these findings indicate that transcriptionally 

distinct V1 subpopulations exhibit a high degree of clustering and distinct spatial structures.  They 

indicate further that the extent of V1 interneuron diversity goes beyond that recognized previously 

within this, or any other, interneuron population in the mammalian CNS [Sanes and Masland, 

2015]. 
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Figure 3.1. Spatial Distributions of Transcriptionally Defined V1 Subpopulations. 

(a) Summary of the spatial distributions of parental V1 interneurons and V1 subpopulations gated 

to single transcription factors in p0 L3-L5 spinal segments. Each of these subpopulations contains 

multiple inferred V1 cell types, and is therefore termed a "composite group". Left panels indicate 

the position of individual interneurons, while right panels show density contours (10th-90th 

percentile kernel density estimates).  

 

(b) Analogous spatial distributions for V1 subpopulations gated to two TFs.  Pou6f2/Nr5a2 denotes 

a TF combination that uniquely defines a single inferred V1 cell type. 
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Figure 3.2 (preceding page). Spatial Segregation of V1 Interneuron Subpopulations  
(a) V1 interneurons in p0 L3-L5 segments of En1.nLacZ mice. D/V axis range: 132 to -265 µm; 

M/L axis range: 127 to 487 µm, 5th-95th percentiles from central canal. Contours represent density 

at the 30th-90th percentiles.  

(b) Spatial clustering of V1Pou6f2/Nr5a2 interneurons (blue, Fa = 0.236) (p < 0.00001, one-tailed 

Monte Carlo test compared to parental V1).  

(c) M/L biases in distributions of V1Sp8 (Xepicenter = 162 µm) and V1Pou6f2 (Xepi = 403 µm) 

interneurons. p < 1 x 10-20, Wilcoxon Rank Sum test in x-axis, V1Sp8 or V1Pou6f2 vs 

V1Parental, and V1Sp8 vs V1Pou6f2.  

(d) D/V biases in distributions of V1Pou6f2 (Yepi = 66 µm), V1FoxP4 (Yepi = -158 µm), and 

V1MafA (Yepi = -277 µm) interneurons. V1Sp8 interneurons (Yepi = 72 µm) also occupy a dorsal 

position. p < 1 x 10-20, Wilcoxon Rank Sum test in y-axis for V1Pou6f2, V1FoxP4, V1MafA, or 

V1Sp8 vs V1Parental.  

(e) Subdivision of V1Pou6f2 interneurons into medial (Nr5a2+, blue) and lateral (Lmo3+, red) 

subsets in p0 L3-L4 spinal segments.   

(f) V1Prdm8 interneurons fractionate into dorsal Sp8+ (blue) and ventral FoxP4+ (red) composite 

groups.   

(g) V1, V1Pou6f2, and V1Sp8 settling position at L3 (blue) or L5 (red) in p0 mice. p < 0.0001 for 

L3 vs L5, 2D KS test.  

(h) Constancy of x,y position (mean ± SD) for V1 interneurons expressing Sp8 (n = 7), 

Pou6f2/Nr5a2 (n = 8), Pou6f2/Lmo3 (n = 4), FoxP4 (n = 7), Nr3b2/Nr5a2 (n = 8), Nr3b3/Prox1 

(n = 6), and MafA (n = 7 animals).   

(i) Spatial distributions of seven V1 subsets. Contours represent 60th-90th percentile densities. 
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Table 3.1. Statistical Analysis of Spatial Distributions of V1 Subpopulations. 

Summary of spatial metrics and statistical analysis for each of the V1 subpopulations. *p-values 

correspond to comparisons of the distributions of a given V1 subpopulation and the parental V1 

populations. ** All V1 subpopulations covered a significant smaller area than the parental V1 

population.  (p<0.001 by one-tailed Monte Carlo test). *** The mean pairwise distance for parental 

V1 interneurons is 212.09 um. 
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Figure 3.3 (preceding page). Constancy of V1Sp8 and V1Pou6f2 Interneuron Position, and 

Analysis of Rostrocaudal Spatial Distributions 

(a-b) Lumbar spinal cords from e15.5, p0, or p20 En1.nLacZ or En1::Cre; Sp8::FlpoERT2; 

Rosa.lsl.tdT; RCE.dual.GFP mice show similar dorsomedial locations for V1Sp8 interneurons 

(arrows, A) and similar dorsolateral locations for V1Pou6f2 interneurons (arrows, B), 

independent of age.  Scale bars = 100µm or 50 µm (inset).  

(c) V1 interneuron distributions at single segmental lumbar spinal levels (L3: n = 3 animals, 11 

hemisections, 1332 cells; L4: n = 3 animals, 13 hemisections, 1541 cells; L5: n = 3 animals, 8 

hemisections, 866 cells). While each segmental level showed a statistically significant difference 

in spatial distribution, L5 varied most among the three levels (p < 10-30 for L3 or L4 vs L5; p < 

10-4 for L3 vs L4, 2D KolmogorovSmirnov test).   

(d) Analysis of V1Pou6f2 interneurons at single segmental lumbar spinal levels (L3: n = 8 

animals, 12 hemisections, 182 cells; L4: n = 7 animals, 14 hemisections, 227 cells; L5: n = 7 

animals, 12 hemisections, n = 204 cells). L3 and L4 distributions were not significantly different 

(p = 0.10, 2D KS test), whereas L5 differed from both L3 and L4 (p < 0.001, 2D KS test).   

(e) Analysis of V1Sp8 interneurons at single segmental lumbar spinal levels (L3: n = 6 animals, 

9 hemisections, 122 cells; L4: n = 6 animals, 9 hemisections, 124 cells; L5: n = 6 animals, 9 

hemisections, 146 cells). Similar to the parental V1 population, L5 varied most among the three 

levels (p < 10-14 for L3 or L4 vs L5; p = 0.023 for L3 vs L4, 2D KS test). 
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3.2.2 Incorporating spatial information into our computational 

analysis.  

The aforementioned localization of spinal interneurons in stereotyped spatial domains, 

prompted us to ask whether the incorporation of spatial information can refine estimates of V1 

group diversity. For this spatial analysis, we divided the ventral spinal cord into 196 bins and 

defined cell-type fractions for each bin. Similarly, we divided the spatial expression data into bins, 

and generalized the Bayesian analysis described in the previous section to model these spatially-

resolved data. 

Mathematically, the inclusion of spatial information translates into an expansion in each 

measurement index to accommodate spatial location, M1
i, x. Likewise, fractional values can now 

be inferred in each location of the grid rewriting fk as fk, x and, interpreting fk as resulting from 

spatial aggregation, fk = ∑x fk, x, where the sum is over a discrete grid covering the observed region. 

Rewriting equations 2.1 but now including spatial coordinates we obtain: 

M1
a, x = k fk,x Jk,a  + εa,x                             εa,x ∼ N(0,σ2

a,x)        a = 1,...,19  

 

M2
a, b = k,x  fk,x Jk,a Jk,b + εab                             εab ∼ N(0,σ2

ab)        a, b = 1,...,19  

 (3.1) 

 

In our formulation, we only expand measurement performed on single transcription factor 

spatial distributions. Equations involving pairs of transcription factors retain their global 

dependencies (collapsing the spatial component by summing out this dependency) because these 

spatial distributions were not measured. 



66 
 

In practice, the locations of cells expressing transcription factor a in each experiment 

correspond to sets of two-dimensional coordinates pa,n, which we treat as samples from a smooth 

probability distribution. To infer the latter, we express it as a linear combination of Gaussian 

smoothing kernels centered on the observed points pa,n [Wasserman, 2006]. Moreover, we are 

interested in population averages, so we further average the smoothed density over all the 

experiments. The spatial density M1
a, x is therefore obtained as: 

M1
a, x = γa  ⟨ ∑n h(pa,n − x) ⟩, 

 (3.2) 

subject to: 

∑x M
1

a, x = M1
a 

 (3.3) 
 

where h is the Gaussian smoothing kernel and the average ⟨⋅⟩ is over repeated experiments. Note 

that in practice we only evaluate the continuous density in the discrete grid of the x’s (dividing 

space into a 14x14 grid, 196 locations), the width of the Gaussian kernel was considered to be half 

the distance between grid points, and the normalization factor γi enforces constraint 3.3. 

Similarly to the elimination of possible cell types by absence of co-expression, M2
a, b = 0, 

consider for each transcription factor a, the locations x with M1
a, x = 0. It follows from (3.1) that 

for all those k’s with Jk,i = 1 we can set fk,x = 0 and eliminate the equation for M1
a, x. Although these 

constraints do not eliminate any cell type here, we find that the number of equations for M1
a, x can 

be reduced by half, improving the computational efficiency of the inference methods discussed 

below. For each k, let us call Xk the set of locations x in which we have not set fk,x = 0. Again, we 

can divide equations (3.1) by the noise standard deviations and group them as a linear regression 

problem, where now the observed vector Y represents the measured data M1
a, x and M2

a, b, 
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normalized by the corresponding σa,x and σij. As in chapter 2, the solutions fk,x are constrained by 

fk,x ≥ 0, ∑k ∑x∈Xk fk,x = 1 and, to identify solutions predicting non-zero measurements, we impose 

on fk,x constraints similar to (2.4). 

 

Extending NNCLS methodology to accommodate spatial information 

When incorporating spatial information, the optimization problem is of exactly the same form 

as in chapter 2, equations (2.6) - (2.7). However, we expand the fractional values as described 

above modelling fk,x in the vector f and the corresponding spatial observations in Y. To study the 

degeneracy of the solutions we calculate fmin
k and fmax

k (Figure 3.4). In this case, the inclusion of 

spatial information tightens the bounds between fmin
k and fmax

k (compare against Figure 2.3). 

Furthermore, many of the fmin
k values are bounded away from zero, indicating that these cell types 

are essential for achieving the minimal error. Nonetheless, according to this method we would 

need more than 250 cell types to explain the data, contradicting our prior belief that a small cell 

type subset comprises V1. 

 

Figure 3.4. Bounds on the fractional 

values achieved by the NNCLS solution 

incorporating spatial information. 

Inclusion of spatial information tightens 

the bounds on the minimum and 

maximum values that each fractional 

value can achieve (compared against 

Figure 2.3). fmin
k and fmax

k are indicated 

by blue and red dots  respectively.  
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Inclusion of Spatial Information into our Bayesian formulation 

The inclusion of spatial information into our Bayesian formulation transforms the prior, 

adapting it for regression problems that are sparse at the group level. This in turn, guarantees that 

all of the spatial coordinates for a given cell type k are turned on or off together. To achieve this 

goal, we rewrite the prior as: 

p(bk∣ a) = abk (1−a)1−bk 

p(zk,x∣ τ2) = N(0, τ2)  

 (3.4) 

such that  

fk,x = bk zk,x 

 (3.5) 
 

This formulation is similar to [Hernandez-Lobato, 2013], but we perform inference by 

sampling instead of using the expectation maximization algorithm. Inference is achieved as in 

chapter 2 but this time, constraints are modified as: 

zk,x ≥ 0,       ∑k ∑x∈Xk bk  zk,x ≤ 1,       ∑k ∑x∈Xk qi,k,x bk zk,x > 0 

In practice, to calculate the Bayesian spatial solution, for computational ease, the 256 most 

relevant cell types obtained by the non-spatial solution are used to pre-select the possible cell types 

(non-spatial posterior inclusion probability greater than 0.01). Using this information, our 

estimates of cell diversity are refined yielding inference on the spatial location of the estimated 

cell types.  
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Computational Validation Experiments 

Before applying our inference algorithm to real data, we performed computational 

experiments, echoing the procedure in chapter 2. In this case, we repeated the leave-one-out cross-

validation experiment, this time incorporating spatial information. Again, most of the cross-

validated cell-type fractions fall within two standard deviations from the measured fractions 

(Figure 3.5a). Inferred spatial distributions from the cross-validation experiment possess similar 

epicenters as their “true” counterparts, however, they are somewhat broadened (Figure 3.5b-c); 

this trend is consistent with the fact that slightly fewer data points are used to constrain the cross-

validated experiment compared to the full estimate.  

To clarify the difference between experiments in Chapter 2 and 3, to perform leave-one-out 

cross-validation experiments not including spatial information, each of the measured fractions 

(single and paired transcription factors) was excluded from the measurements dataset and their 

values are then inferred. To perform leave-one-out cross-validation experiments including spatial 

information, each entire single transcription factor spatial distribution is removed in each 

experiment. Subsequently, removed spatial distributions are inferred and the total fraction of cells 

is calculated adding the fraction of cells at each spatial location. 
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Figure 3.5: Computational validation suggests that inference algorithms are robust and 

effective.  
(a) Leave-one-out cross validation experiment showing good agreement between measured and 

cross-validated values in the spatial algorithm.  

(b), (c) Spatial distribution of FoxP1 cells and inferred spatial distribution after performing a cross-

validation experiment in which all the spatial information about FoxP1 cells is removed. The 

recovered spatial distributions are broadened slightly; this trend is observed consistently in our 

spatial cross-validation experiments (other experiments not shown), and is consistent with the fact 

that slightly fewer data points are used to constrain the cross-validated experiment compared to 

the full estimate. 
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3.2.3 Spatial information reveals further V1 interneuron diversity 

We next sought out to compute estimates of cell type diversity within V1 interneurons 

considering three sets of data: (i) the fraction of neurons within the parental V1 population that 

express each of the 19 TFs (Figure 2.2a), (ii) the fractions of neurons co-expressing various pairs 

of TFs (Figure 2.2b-c), and (iii) the position of V1 interneurons expressing each of the 19 TFs 

(Figure 3.1a).  

Incorporating spatial information into the Bayesian analysis increased the number of cell types 

that the HMC sampler selected per iteration, as well as the degree of confidence in the inferred 

expression profiles.  The number of selected cell types per iteration increased from about 30 in the 

non-spatial setting to 50 ± 2 (mean ± SD over all HMC samples; Figure 3.6a). And with the 

additional of spatial information just 75 total cell types are assigned posterior inclusion 

probabilities greater than 0.05, compared to 131 in the non-spatial setting. Moreover, many of 

these spatially-informed inclusion probabilities are now much closer to one (Figure 3.6E). We 

repeated the grouping procedure for these 75 total cell types and uncovered 57 candidate 

expression profiles, most identified with very high inclusion probabilities (Figure 3.6b) and 

significantly reduced ambiguities in their expression profiles compared to the non-spatial results. 

Comparison of the inclusion probabilities obtained before and after incorporation of spatial 

information emphasizes a much more confident assignment of cell types (Figure 3.6c). Thus we 

can now assign specific expression profiles to a majority of the approximately 50 predicted cell 

types, and can provide strong probabilistic constraints on the expression patterns of the remaining 

types.     
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An additional benefit of this spatial analysis is that it provides estimates of how each inferred 

cell type localizes in the ventral spinal cord (Figure 3.7). Many of the inferred cell types are 

localized in relatively compact, contiguous domains, covering the full positional spectrum of the 

parental V1 interneuron distribution, along both the dorso-ventral and medio-lateral axes. Notably, 

one inferred cell type with the expression profile of Renshaw interneurons (expressing MafB, 

Onecut1 and Onecut2) is predicted to be confined to the most ventral region within the parental 

V1 population (Figure 3.7i), in agreement with their known settling position [Alvarez and Fyffe, 

2007]; [Stam et al, 2012]. Other inferred cell types, characterized by FoxP2, FoxP4, Nr3b3, and/or 

Nr4a2 expression, showed clustered distributions ventral to the central canal, and dorsomedial to 

motor neurons (Figure 3.8).  Such distributions are similar to the proposed location of group Ia 

reciprocal interneurons [Hultborn, 1971], a subset of which are known to reside within the parental 

V1 population [Zhang et al, 2014]. Thus these findings document novel molecular and spatial 

diversity in the V1 interneuron population. 
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Figure 3.6 (preceding page): Cell Types Revealed by Incorporating Transcription Factor 

Spatial Information. 

(a) Number of selected cell types in each HMC iteration.  

(b) Condensed representation of candidate expression profiles of 57 V1 groups. Gray scale 

indicates the likelihood that each TF is expressed within the group. Bottom, posterior inclusion 

probability for each V1 group.  

(c) Posterior inclusion probability for expression-inferred cell types and groups (gray), and 

expression-and-spatially-inferred cell types and groups (blue); “g+” indicates groups, and “g-” cell 

types 

(d) Transcription factors expressed by transcriptionally and spatially defined cell types with a 

posterior inclusion probability greater than 5 percent. Group members are arranged in between red 

lines.  

(e) Posterior inclusion probability for cell types in (d). Cell types are ranked by group-level 

inclusion probability. 
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Figure 3.7: Inferred cell type spatial distributions segregate V1 interneurons into compact 

domains.  

(a- i) Positional distributions of inferred V1 cell types. These populations are confined to compact 

spatial domains.  

 

(i), spatial distribution of an inferred cell type corresponding to candidate Renshaw interneurons, 

defined by expression of known Renshaw markers (MafB, Oc1, and Oc2) and localization in an 

extreme ventral position.  

 

(j) Spatial distributions from cell types in (A-I) aggregated in a single plot. Each cell type is 

represented by its confidence ellipse under a Gaussian approximation to the posterior spatial 

distribution of each cell type (66% confidence ellipse). Scale bar = 100 µm. 
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Figure 3.8: Spatial Distributions of FoxP2-Expressing V1 Cell Types reveal highly 

overlapping cell types. The spatial distributions of 26 inferred V1 cell types contained within the 

FoxP2 clade. Many of these distributions are clustered in a spatial domain ventral to the central 

canal (position 0), and dorsomedial to the putative motor neuron domain (MN). Such distributions 

occupy a similar relative position to that reported for group Ia reciprocal interneurons in the adult 

cat (Hultborn, 1971). Motor neurons in the lateral motor column are depicted in black. Combined 

with the prior suggestion that some group Ia reciprocal interneurons express FoxP2 (Benito-

Gonzalez, 2012), these represent candidate cell types that may correspond to reciprocal inhibitory 

interneurons. Note that these cell types exhibit highly overlapping spatial domains, and therefore 

are distinguished solely based on molecular phenotype. 
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3.2.4 A cladistic analysis of transcription factor expression 

 

Next we addressed the issue of the number of transcription factors needed to define a 

neuronal cell type.  We find that 5 ± 2 (mean ± SD) of 19 considered transcription factors are 

expressed within each cell type (Figure 3.6b). To characterize the minimal number of transcription 

factors that would be needed to provide selective access to an individual cell type, we developed 

a classification scheme that relies on a recursive algorithm to sequentially subdivide the parental 

population, and arrange every cell type along a clade diagram. In this representation, the central 

node of the diagram corresponds to the full V1 population, with branches representing 

transcription factors expressed in a mutually exclusive fashion and covering the highest fraction 

of the parental population. This process is repeated until the cell types from which the analysis is 

constructed are revealed at the extremities of the plot. Additional nodes (represented as circles) are 

associated with remaining cell types that do not express mutually exclusive transcription factors. 

In cases in which there are no mutually exclusive transcription factors, branches combine 

transcription factors representing the highest fraction of cells in the node. Finally, nodes depicted 

with a bar on top of the name of a transcription factor represent cell types that are defined by the 

absence of transcription factors at the node. These nodes would require a repressor strategy to be 

targeted (similar to the Gal80 repressor in Drosophila Melanogaster). See Algorithm 3.1 for full 

details. 
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To help the reader visualize the construction of the graphical representation, we generated 

different clade diagrams (Figure 3.9) for cell types with increasing transcriptional complexity. 

Complexity is increased to portray how additional cell types diversify existing clades or create 

new ones. In addition, examples are included describing the incorporation of remaining (not 

mutually exclusive) cell types and cell types whose transcriptional profile is determined by the 

absence of certain transcription factors. 

 

 

Figure 3.9: Clade diagrams organize cell populations in a transcriptionally mutually 

exclusive fashion.  

Examples of clade diagrams built on cell types of increasing transcriptional complexity.  

(a) Simplest representation composed of two mutually exclusive populations.  

(b) Cell types in (a) are divided given two mutually exclusive transcription factors, termed b and 

c.  

(c) Same as in (b). A cell type is added whose transcriptional profile is determined by the absence 

of the transcription factors at the node.  

(d) Same as in (c). A cell type is added to highlight how remaining cell types (not mutually 

exclusive) are incorporated into the diagram.  

(e) - (h) Clade diagrams corresponding to cell types in (a)-(d). 
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We sought to identify mutually exclusive transcription factors whose expression covers the 

highest fraction of the parental V1 population, excluding Lmo3, which itself is expressed in 74% 

of all V1 interneurons.  This analysis reveals that 64% of the V1 parental population can be divided 

into four main clades on the basis of the mutually exclusive expression of FoxP2, Pou6f2, Sp8, or 

MafA (Figure 3.10a). Each clade contains from 2 to 17 cell types, with a total of 38 cell types 

falling within the 4 main clades (Figure 3.10b). The minimum number of transcription factors 

needed to target each group ranges from 2 (in the case of MafA, Zfhx4) to 6 (as in the final leaves 

of the FoxP2 clade) with a mean number of 4 ± 1 (mean ± SD).    

Analysis of cladal settling position demonstrated that while the MafA, Sp8, and Pou6f2 

clades exhibited little spatial overlap, the FoxP2 clade displayed a broad spatial distribution with 

significant overlap with the other three clades (Figure 3.10c). At the second tier of our clade 

analysis, V1 subclasses become more restricted spatially (Figure 3.10d), with additional spatial 

restrictions for higher tiers (not shown). Cell types within the Pou6f2 clade exhibit medio-lateral 

gradations in their spatial distributions, determined by the expression of the transcription factors 

Nr5a2 and Lmo3 respectively. Similarly, cell types within the Sp8 clade segregate by position, 

according to the presence or absence of Onecut2. In many cases, however, cell types within a 

single clade showed overlapping spatial distributions, exemplified by the FoxP2 clade, which is 

characterized by numerous intermingled cell types, with no statistically significant difference 

among their centroid coordinates (Figure 3.8). In these cases, inferred cell types can be 

distinguished solely by their transcriptional profiles. In summary, this cladistic analysis provides 

predictive insight into the relative contributions of individual transcription factors in delineating 

the hierarchy of V1 interneuron cell types.   
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Figure 3.10 (preceding page). Mutually Exclusive Cell Types Divide the V1 Parental 

Population into Four Clades. 

(a) Clade diagram constructed from the set of 50 cell types corresponding to the collection that 

occurs most frequently among the samples (mode of the posterior). Each terminal node 

corresponds to a cell type, with its TF profile obtained by traversing the diagram from the center 

to the outermost levels. Diagram is portrayed up to level 6 in the hierarchy and contains 15 cell 

types out of the 19 belonging to the FoxP2 clade. Bar above a TF name denotes lack of expression.  

(b) Expression profiles of inferred cell types contained within each of the four clades. Gray box 

contains remaining cell types not expressed within V1FoxP2, V1MafA, V1Pou6f2 or V1Sp8 clades.  

(c) V1MafA, V1Pou6f2 and V1Sp8 clades represent mutually exclusive subsets but overlap spatially 

with the V1FoxP2 clade. Scale bar =100 µm.  

(d) V1 spatial distributions corresponding to subpopulations at the second tier of the clade diagram. 

Blue corresponds to cell types within the V1FoxP2 clade, green correspond to V1MafA, yellow 

corresponds to V1Pou6f2 and red corresponds to V1Sp8. Scale bar = 100 µm.  
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3.3 Discussion 

Objective assessment of the extent of mammalian cellular diversity has remained 

challenging. The sparse Bayesian framework presented here provides a general method for 

characterizing cellular heterogeneity on the basis of sparsely sampled biological information. We 

have used this framework to study spinal V1 interneuron diversity. By analyzing the spatial 

expression densities of individual TFs as well as their patterns of pairwise expression, candidate 

expression profiles for ~50 inferred V1 cell types are provided. The integration of distinct 

phenotypic aspects of cellular heterogeneity, in this instance TF expression and settling position, 

markedly enhances the confidence in assignment of predicted V1 interneuron cell types. We note 

that this approach provides a general method for delineating the heterogeneity of cell types in any 

mixed tissue. 

In this chapter, we have extended the Bayesian framework to perform group inference 

integrating spatial variables. In our analysis the inclusion of spatial data increased inferred cell 

type number by ~70%, and markedly enhanced confidence in the inferred expression profiles. This 

noticeable increment resolves the apparent indeterminacy allocated to the transcriptional only cell 

type group assignment, which permits one or more cell type to exist among the members of a group 

(see Chapter 2). Additionally, spatial information has a much stronger impact on cell type 

assignment than variation in the number of TFs, indicating that settling position carries significant 

cell type information which is independent from the information carried by the expression patterns 

of the 19 TFs examined here.  

Indeterminacy it is not only portrayed on the posterior inclusion probability of each cell 

type, which is evidently reduced when using settling position along with transcriptional 

information, but also can be visualized in our clade diagram. This idea proposes another viewpoint 
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when interpreting the clade diagram, one in which visualizing uncertainty is the goal of the diagram 

instead of mutually exclusiveness. This perspective reveals that uncertainty increases outwards 

from the center of the diagram, due to the increment in the number of transcription factors 

belonging to each cell type. 

Finally, we note that transcriptional diversity could, in some instances, reflect variation in 

functional cell state, rather than indicating a distinct neuronal subtype. However, consistent with 

the genetic specification of cell type identity, we find that the position of transcriptionally distinct 

V1 subsets are segregated, stereotyped from animal to animal, and stable across development. The 

spatial segregation argues strongly against the ‘cell state’ possibility. Nevertheless, activity-shaped 

differences in Er81 expression in fast-spiking cortical interneurons have been shown to mark 

delay-type or non-delayed firing states [Dehorter et al, 2015]. In addition, activity-dependent 

induction of Npas4 expression has been described for cortical neurons [Lin et al., 2008], with 

implications for homeostatic regulation of sensitivity to inhibitory transmitters. Further studies 

will therefore be needed to dissect the functional consequences of V1 diversity, to resolve whether 

certain state-dependent functional properties are reflected in the diversity of V1 transcriptional 

profiles.  

In summary, the results so far presented argue for a diverse cell type repertoire within V1 

interneurons, localizing in compact spatial domains that, as we will see in chapter 5, impact on 

local micro circuitry connectivity. The purpose of the next chapter is to corroborate the validity of 

our statistical predictions and to assess the physiological impact of such transcriptional 

heterogeneity. 
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Chapter 4 

Corroborating V1 diversity and cell type 

physiological properties 

4.1 Introduction 

The merits of our computational analysis depend critically on the ability to accurately infer 

cellular diversity. In chapters 2 and 3 we performed computational experiments aimed to 

demonstrate that our Bayesian approach can accurately infer cellular heterogeneity under idealized 

conditions in which a few cell types span the parental population and, ground truth is known a 

priori. Nonetheless, our computational validation leaves open the question of whether the inferred 

V1 cell types are actually present in vivo.  

Accordingly, we sought to assess the biological accuracy of the Bayesian model’s 

predictions by performing three additional experiments based on single cell quantitative PCR and 

further immunohistochemical measurements. These experiments aimed to validate different 

predictions of our analysis: expression profiles of cells, the prevalence of each profile within the 

parental population and, their settling position. Additionally, we explored supplementary 

computational experiments but this time based on biological correlates of cell type diversity in a 

different model organism and in the mouse cortex. In these cases, cell type heterogeneity has been 

previously extracted by computational clustering methodologies. These alternative experimental 
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procedures will corroborate our Bayesian framework, validating out molecular and spatial 

predictions. 

Lastly, we study whether molecular distinctions in V1 identity echo differences in 

interneuron physiology by performing electrophysiological experiments. Equipped with a 

molecular catalog represented by our clade diagram, we can direct the expression of a fluorescent 

reporter to visualize and recognize cells in different clades. By measuring the intrinsic 

physiological properties, we can explore if V1 interneurons can be distinguished by this additional 

characteristics. If V1 cell types turn out to be distinguished by molecular, morphological and 

physiological properties, this will represent a step further into identifying the true underlying 

diversity within V1. We can hypothesize that if a cell type fulfills a particular function within a 

neuronal circuit, evolution must have adapted aspects of its intrinsic properties to better serve that 

function. 

 

4.2 Results 

4.2.1 Validation of Bayesian model predictions            

Single-cell quantitative real-time PCR 

We first compared experimental findings from single-cell quantitative real-time PCR 

(qRT-PCR) data against inferred expression profiles from the Bayesian analysis (Figure 4.1). We 

focused on 15 transcription factors for which reliable qRT-PCR probes could be identified, and 
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analyzed transcription factor expression within En1+ neurons, isolated at random from p0 lumbar 

spinal segments of En1::cre; RCE::lsl.GFP mice.  

First, we assessed whether qRT-PCR and immunocytochemistry gave comparable co-

expression values. Appropriate thresholds for each gene were set, relative to the expression of the 

ubiquitously expressed gene β-actin, with the aim of comparing the measured qRT-PCR patterns 

against our immunohistochemical measurements. The threshold for each gene was calculated by 

minimizing the distance between a coexpression matrix calculated by qRT-PCR and 

immunohistochemistry. After applying these thresholds, transcription factors were classified either 

as ‘expressed’ or ‘not expressed’ within individual En1+ interneurons. The patterns of gene 

expression emerging from quantitative PCR exhibited high correlation with immunohistochemical 

data for both individual and paired transcription factor measurements (Figure 4.1a-c, correlation 

coefficient = 0.88).    

Next, we asked whether qRT-PCR single-cell transcriptional patterns correlate with the 

clade results of our Bayesian analysis. Individual V1 interneuron gene expression profiles can be 

segregated along the four major inferred clade populations (Sp8, Pou6f2, MafA, and FoxP2), 

indicating that our computational predictions accurately reflect gene expression relationships in 

vivo (Figure 4.1d). Importantly, qRT-PCR identified closely related expression patterns predicted 

by the model. For example, V1Pou6f2+Lmo3 and V1Pou6f2+Nr5a2 subsets within the predicted 

Pou6f2 clade were revealed by qRT-PCR (Figure 4.1d). Although we do not possess enough 

coverage, cells that lack expression of any of the four cladal genes seem to follow the expression 

profiles of cell types belonging to the remainder  of figure 3.10 (Figure 4.2). These results validate 

the general organization of the Bayesian cell-type predictions.  
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Figure 4.1 (preceding page). Single Cell RT-PCR Confirms Antibody Measurements and 

Validates Candidate Clade Expression Profiles  

(a) Matrix of V1 interneurons representing fraction of cells expressing single and paired TFs. 

Fractional values of single TFs represented as diagonal elements.  

(b) Matrix calculated using RT-PCR cells after relative expression thresholding values (plotted as 

in (a)); n = 86 cells.  

(c) Immunohistochemistry vs qRT-PCR values ((a) vs (b)) show a correlation value of 0.88.  

(d) Single cell expression profiles can be arranged according to cladistic analysis; second tier 

predictions are corroborated in the Pou6f2 clade. The clade expression profile (C.E.P.) was 

computed by averaging expression profiles of inferred cell types belonging to each clade, weighted 

by their posterior inclusion probability. These profiles, computed solely from 

immunohistochemistry data, match the clustered qRT-PCR measurements.  25 of 86 total cells 

span the remainder (i.e., were not assigned to the clusters shown here; data not shown), consistent 

with the ratio of remainder cell types.  

 

 

 

Figure 4.2 Single Cell RT-PCR and Expression Profiles Lacking Expression of Cladal Genes.  

(a) Clade diagram of cell types lacking expression of any cladal gene. These cell types complete 

the description set forth in Figure 3.10. 

(b) Cell types of cell types lacking expression of any cladal gene. Reproduced as in figure 3.10 

for completeness.  

(c) Single cells lacking expression of any cladal gene show patterns of expression that might be 

attribute to the Nr5a2 clade. Because we lack enough coverage, the number of cells belonging to 

these cell types is too small to formalize any claim. Cells are reproduce here for completeness 

and they just conform to an anecdotal result. 
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Immunohistochemical Experiments 

Although based solely on single and paired expression data, our results also allow us to 

make predictions about measurements that involve triple labeling of transcription factors, data not 

used in the Bayesian analysis. These predictions can be computed by summing the inferred cell 

type fractions over all cell types expressing the factors being studied. Guided by Bayesian optimal 

experimental design and antibody availability, we examined expression fractions for the 

transcription factors Sp8 (Figure 4.3a).The number of possible cell types expressing Sp8 is 18; assessing 

each of these possibilities individually would be highly laborious (and in general might not be feasible if 

the required antibodies are not compatible). To explore cell types within this clade more efficiently, we 

analyzed coincident expression of three transcription factors, Sp8, Prox1 and Prdm8, examining not only 

populations within the clade but also sampling additional populations outside it (Figure 4.3a-c). 

 Most of the predicted fractions for the 7 potential combinations of these factors are in good 

agreement with their measured values (predictions are portrayed in histograms of Figure 4.3b, 

Table 4.1). The predictions arising from the spatial analysis are more constrained, with smaller 

standard deviations, and generally more accurate than the non-spatial predictions. Moreover, we 

validated the predicted absence of the combination Prdm8+, Prox1+, Sp8- (Figure 4.3b). Taken 

together, these results indicate that the Bayesian approach accurately infers the transcriptional 

profile of cell types within the parental V1 population.    
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Figure 4.3.  Triple 

Immunohistochemical 

measurements validate 

model predictions. 

 

(a) 18 Potential cell types 

expressing Sp8 TF (top), 

along with their inferred 

fractions within the 

parental population (mean 

± SD, as in Figure 2A, 

middle and bottom), 

calculated using solely TF 

expression information 

(middle) or both expression 

and spatial information 

(bottom).  

(b) Predicted prevalence 

for measured triplet 

antibody combinations. 

Mean measured value is 

depicted as a red line. 

Predicted values are 

indicated in gray or blue 

(computed using protein 

expression information 

only, or with spatial 

information, respectively).   
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Table 4.1. Bayesian Inference Accurately Predicts Interneuron Prevalence. 

Measured fraction of expression of Sp8, Prox1 and Prdm8 TFs. For each V1 subpopulation, values 

indicate measured or predicted prevalence (mean ± SD). To compute the predicted prevalence of 

each Sp8+ population, predicted fractional values are summed over unobserved TFs Bhlhb5, Oc2 

and Lmo3. 

 

Finally, our results also enabled us to test predictions about spatial distributions of neurons 

expressing pairs of transcription factors, on the basis of spatial information from single 

transcription factors. Paired transcription factor settling positions are predicted by adding the 

spatial distributions of inferred cell types expressing the pair under study. Examining the predicted 

spatial distributions, we focused on cases in which the combination of two transcription factors 

confined an inferred V1 neuronal type to a highly restricted region of the parental V1 distribution, 

and for which compatible antibodies were available. We found that our predictions faithfully 

colocalize with the actual distributions assessed in p0 caudal lumbar spinal segments (Figure 7C-

E). In all cases, the centroids of inferred distributions localize within 100 µm of their measured 

counterparts. These results indicate that the Bayesian approach, by virtue of incorporating dual 

cellular sources of information, correctly predicts the spatial distribution of novel gene 

combinations.    
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Figure 4.4. Observed 

Dual Transcription 

Factor Spatial 

Distributions 

Corroborate Bayesian 

Estimation. 

Spatial distributions for 

dual transcription factor-

gated V1 subsets can be 

predicted accurately. Left 

indicates prediction; right 

measured distributions.  

Scale bar = 100 µm. 
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Recapitulating cell type diversity from single cell RNA-seq experiments.  

 

Lastly, to establish the general applicability of our Bayesian approach, we evaluated its 

ability to identify cell types in systems where an estimate of cellular diversity had been extracted 

by other analysis procedures.    

We first focused on the zebrafish embryo, for which single cells have been transcriptionally 

profiled by RNAseq and mapped to their location of origin [Satija et al 2015].  Although the 

delineation of the entire cellular repertoire was not attempted in that work, the analysis of single 

cell cluster profiles across the marginal region of the embryo is consistent with seven cell types 

(Figure 4.5a). We sought to determine whether our sparse Bayesian methods are able to achieve 

this result given simulated data generated by randomly subsampling the dataset from Satija et al 

(2015). In the absence of spatial information, the sparse Bayesian algorithm estimated 5 +/- 1 cell 

types. The transcriptional profile of each inferred cell type corresponds to one of the ground-truth 

candidates, but our procedure underestimated total cell-type number (Figure 4.5b). Introducing 

spatial information into the analysis increases the number of correctly inferred cell types to 6 +/- 

1 (Figure 4.5c), close to 7, the ground-truth number. Thus as in the V1 study, inference is improved 

by incorporating additional cellular characteristics – in this case location. The coarse description 

of the spatial distributions and their similar shapes, together with the random selection of the subset 

of genes incorporated in our analysis, are likely reasons that the algorithm slightly underestimates 

cell-type diversity.  Nevertheless, the results obtained by the Bayesian approach are generally in 

good agreement with those obtained by clustering the original RNAseq data.     

We next analyzed cortical interneuron diversity, where 16 interneuronal cell types have 

been identified on the basis of RNAseq data in mouse somatosensory cortex and hippocampal CA1 
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neurons [Zeisel et al, 2015]. From this data set, single and pairwise measurements were created, 

with errors assigned to each measurement. We used this dataset to construct Bayesian estimates of 

neocortical diversity in the absence of spatial information, varying the number of genes used in 

the analysis, the noise in the measurements and the amount of missing data (representing antibody 

incompatibility).  From this, we inferred 12.7 +/- 0.3 cell types over a range of 13 to 16 genes used, 

all 12 corresponding to correctly inferred expression profiles (Figure 4.5d). In every example, the 

sparse Bayesian analysis outperformed the NNCLS approach, which overestimated the number of 

cell types by nearly 100%. We next used all selected genes to estimate sensitivity to noise and 

missing data, and observed a larger effect for noise (Figure 4.5e).  As the noise level and amount 

of missing data tend to zero, we correctly infer the total number of cell types and their expression 

profiles (Figure 4.5f). These analyses establish the sparse Bayesian approach as an effective means 

of estimating neuronal cell type diversity, and provide further insight into the benefits of 

incorporating spatial information when obtaining accurate estimates.  

Recapitulating, once our statistical framework has been validated we can confidently assert 

that our Bayesian analysis of V1 molecular diversity and settling position identifies ~50 cell types 

within this interneuron population localizing in spatially discrete domains. Nevertheless, it remains 

unclear whether these cell types represent functionally distinct populations that displayed specific 

and differential electrophysiological properties. 
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Figure 4.5. Recapitulating single cell 

diversity by means of sparse Bayesian 

regression. 

(a) Expression profiles of zebrafish cell 

types identified by Satija et al (2015).  

(b) Spatial distribution of each cell type 

in (a).  

(c) In blue, posterior mean ± SD number 

of cell types per sample. In gray, mean ± 

SD number of correctly identified cell 

types.  

(d) Examples of two correctly inferred 

spatial distributions.  

(e) Interneuronal cell types identified by 

Zeisel et al (2015). Commonly used 

markers are color coded as in Zeisel et al 

(2015) and TF are colored in black.  

(f) Sparse Bayesian regression 

underestimates total cell type. We 

randomly selected 13 to 16 genes from 

the list of markers defined in (e). In blue, 

posterior mean ± SD number of cell 

types per sample. In gray, mean ± SD 

number of correctly identified cell types. 

The expression profile of the first 16 

patterns are compared to the true 

patterns. Red dashed line indicates 

ground truth value of 16.  

(g) Impact of missing data and error in 

the measurement dataset. (Top) Fixing 

the measurement error at ten percent and 

using all the genes described in (e), the 

performance of the algorithm remains 

constant when varying the amount of 

data removed. (Bottom) Fixing the 

amount of missing data at ten percent and using all the genes described in (e), the performance of 

the algorithm decreases as the measurement noise approaches 20 percent.  

(h) Landscape representing the mean number of inferred cell types when varying the amount of 

missing data and the noise in the measurements. Red Dot indicates a level of missing data and 

noise similar to V1 interneurons.  
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4.2.2 Physiological distinctions among V1 clades.  

To determine whether molecular distinctions in V1 identity reflect differences in 

interneuron physiology, we analyzed the electrophysiological properties of neurons in V1FoxP2 and 

V1Pou6f2 clades, as well as Renshaw interneurons within V1 (V1R), in a spinal cord slice preparation 

at p10-p14. To label neurons in the V1FoxP2 clade, FoxP2::Flpo transgenic mice was used, and used 

an intersectional genetic strategy in which En1::Cre; FoxP2::Flpo; RCE.dual.GFP mice 

selectively express GFP in V1FoxP2 interneurons [Bikoff et al, 2016]. To identify both the V1Pou6f2 

clade and V1R interneurons, we used MafB::GFP; En1::Cre; Rosa.lsl.tdT mice, in which two 

distinct GFP+/tdT+ V1 subsets could be distinguished: a dorsal subset fully contained within the 

V1Pou6f2 clade, and a ventral subset corresponding to V1R interneurons.  Approximately half of all 

V1R interneurons express MafA, and they serve as a proxy for the V1MafA clade.  

We found that V1FoxP2, V1Pou6f2, and V1R subsets could be distinguished by their passive 

and active membrane properties (Figure 4.6). At hyperpolarized (< -80 mV) membrane potentials, 

distinctive active properties included: (i) the prominence of spike after-hyperpolarization (AHP) 

and early transient low-threshold depolarizations, (ii) the extent of initial spike bursting, and (iii) 

the degree of spike-frequency adaptation (SFA) during steady-state firing.  

Analysis of V1FoxP2 interneurons using whole-cell current-clamp recording revealed action 

potentials with a large and fast-rising AHP, no transient low-threshold depolarizations, no initial 

spike bursting, and little or no SFA (Figure 4.6a-c). V1Pou6f2 interneurons segregated into a lateral 

bursting subset with a large low-threshold depolarization (Figure 4.6d, e) and a medial non-

bursting subset with a much smaller transient depolarization (Figure 4.6g, h). At a molecular level 

these physiological distinctions likely correspond to the mediolateral positional segregation of 
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V1Pou6f2/Nr5a2 and V1Pou6f2/Lmo3 interneurons (Figures 3.10a). Both V1Pou6f2 subsets exhibited SFA, 

likely resulting from the buildup of long duration AHPs during successive spikes (Figure 4.6f, i). 

V1R interneurons exhibited a large low-threshold depolarization and short AHPs, resulting in a 

strong bursting phenotype with no evident SFA during steady state firing (Figure 4.6j, l). Thus, 

V1FoxP2, V1Pou6f2, and V1R interneurons can be distinguished by their biophysical properties, 

consistent with their molecular and positional segregation into distinct V1 clades. 
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Figure 4.6 (preceding page). Electrophysiological Characterization of V1 Clades  

(a- c) Physiology of V1FoxP2 interneurons. (a) V1FoxP2 interneurons (n = 5) targeted for recording 

and filled with Cascade Blue in En1::Cre; FoxP2::Flpo; RCE.dual.GFP mice.  

Scale bar = 20 µm.  

(b) Firing properties of V1FoxP2 cells show a prominent after-hyperpolarization (AHP, arrow), a 

non-bursting phenotype, and an absence of spike frequency adaptation (SFA).   

(c) Instantaneous firing (IF) frequency for each action potential (dot) through pulses of increasing 

current amplitudes (20 pA steps).  Little or no SFA is observed below 460 pA.  

(d- f) Physiology of V1Pou6f2/lateral interneurons. (d) Position of V1Pou6f2/lateral interneurons (n = 7) in 

MafB::GFP; En1::Cre; Rosa.lsl.tdT mice.  

(e) Transient low-threshold depolarization (arrow), with an initial burst (asterisks), and the 

presence of SFA throughout the pulse.  

(f) SFA, indicated by the decreasing instantaneous frequency of successive action potentials.   

(g- i) Physiology of V1Pou6f2/medial interneurons. (g) Position of V1Pou6f2/medial interneurons (n = 7).  

(h) Neurons exhibit a non-burst phenotype and a weak low-threshold depolarization (arrow, H). 

(i) IF plot showing SFA.   

(j-k) Physiology of V1R interneurons, representing the V1MafA clade. (j) Position of V1R 

interneurons (n = 6) in En1::Cre; Rosa.lsl.tdT; MafB::GFP mice.  

(k) Neurons show prominent low-threshold depolarization (arrow), and burst firing (asterisks).  

(l) IF plot shows absence of SFA. 

(m-p) Passive electrophysiological properties  

(m-n) and action potential threshold (G) for V1FoxP2 (n = 7), V1Pou6f2/lateral (n = 7), V1Pou6f2/medial (n 

= 7), and V1R (n = 6) interneurons. The V1Pou6f2 subset exhibited significantly larger membrane 

capacitance (Cm), and trended towards a lower input resistance (Ri) (although this did not reach 

significance). V1Pou6f2 interneurons also showed a significantly more depolarized action potential 

threshold, when compared to V1Foxp2 and V1R interneurons. Cm, p < 0.001, one-way ANOVA; 

Bonferroni post-hoc test: p < 0.02, V1Pou6f2/medial vs V1R or V1FoxP2; AP Threshold, p < 0.001, one-

way ANOVA; Bonferroni post-hoc test: p < 0.001, V1Pou6f2/lateral vs V1R, V1Pou6f2/medial vs V1R, 

V1Pou6f2/medial vs V1FoxP2; p < 0.05, V1Pou6f2/lateral vs V1FoxP2. This suggests that V1Pou6f2 interneurons 

likely require larger summation of incoming synaptic inputs to reach firing threshold than 

V1Foxp2 and V1R interneurons.  

(q) Maximum number of action potentials per 435 msec pulse; p < 0.001, one-way ANOVA; 

Bonferroni post-hoc test: p < 0.001 for all pairwise comparisons except V1Pou6f2/lateral vs 

V1Pou6f2/medial (p > 0.05). (I) V1R interneurons displayed the highest initial firing frequency. p < 

0.001, one-way ANOVA; Bonferroni post-hoc test: p < 0.001, V1R vs V1Pou6f2/lateral, V1Pou6f2/medial, 

and V1FoxP2. 
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4.3 Discussion 

Validation of Sparse Bayesian Regression 

Many previous studies have proposed computational methods to reveal cellular diversity. 

Some of these methods do not represent the general biological instance and cannot be applied 

when there is no knowledge of the underlying cell type expression profiles. A different set of 

methods require a large number of cells to estimate the true extent of cellular diversity. The former 

methodologies utilize a genome wide approach, which assess the entire cellular transcriptome at 

single cell resolution. These methods suffer from the recognized disconnection between mRNA 

and protein expression patterns [Gygi et al, 1999]; [Vogel & Marcotte, 2012], highlighting the 

necessity of analysis at the protein expression level. Furthermore, no method calculates neither the 

uncertainty of estimates, nor the integration of different sources of information -two characteristics 

that have proven critical to ultimately discover underlying cell heterogeneity.  

The experiments presented in this chapter support our Bayesian framework as an effective 

method to reveal cellular diversity. Quantitative PCR provide a general validation, demonstrating 

the overall organization of predicted diversity. However, only two cell types were fully validated 

with this method, indicating that many more cells would have been needed to fully delineate the 

entire transcriptional catalog. A recent study suggests the necessity of profiling more than five 

thousands cell types to fully outline V1 heterogeneity (Tasic et al, 2016).  

Triple immunohistochemical experiments were used to validate the ability of our method 

to infer the existence and prevalence of cell types. Although many cell types are not delineated by 

just a few antibodies, the selected combinations allowed us to probe some individual cell types 

even corroborating the predicted absence of a population. In addition, spatial measurements of 
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pairs of transcription factors provide an estimate of the algorithm’s capability to correctly estimate 

the spatial location of cell predictions. Further experiments need to be performed to substantiate 

predictions of more complicated combinations, such as the ones at the edges of the clade diagram. 

In addition, computational experiments inspired on biological data validated the ability of our 

Bayesian methodology to infer expression profiles. The results from these experiments 

demonstrate that while predictions based solely on transcriptional information sometimes 

underestimate total diversity, computationally predicted expression profiles faithfully reproduce 

underlying diversity. 

 

Characterizing diversity with orthogonal cellular properties 

In previous chapters we have defined V1 cell types based on their molecular profile and 

their location in space, validating predictions according to these cellular features. Nonetheless, this 

definition lacked independent evidence that the identified V1 subsets represent distinct functional 

cell types. In fact, if transcriptionally distinct V1 subsets indeed represent different cell types, a 

reasonable expectation is that they show different electrophysiological characteristics.    

In this chapter we describe the result of a collaboration with Dr. Francisco Alvarez at 

Emory University, in which we explored whether different V1 subsets are associated with 

distinctive electrophysiological characteristics. Answering this necessitated the use of several 

transgenic mouse lines to facilitate the identification of different V1 subsets for targeted 

recordings. Electrophysiological analysis of three V1 subsets - V1FoxP2, V1Pou6f2, and V1R 

interneurons - demonstrated clear functional differences amongst them, consistent with their 

molecular and positional segregation into distinct V1 clades. We characterized the presence or 
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absence of a bursting phenotype, spike frequency adaptation (SFA), a low-threshold depolarization 

underlying the spike, the nature of the after-hyperpolarization (AHP), and passive 

electrophysiological properties including Ri (input resistance) and Cm (cell capacitance).    

 Electrophysiological characterization resulted in three major findings: (i) we find that the 

V1FoxP2 subset is characterized by a non-bursting phenotype, the absence of significant SFA, a 

rapid and large AHP, and no low-threshold depolarization.  (ii) V1R interneurons exhibit a bursting 

phenotype, the absence of SFA, a slower AHP, and a large low-threshold depolarization. (iii) 

V1Pou6f2 interneurons differ from both V1FoxP2 and V1R interneurons in exhibiting SFA, and in 

addition they can be fractionated into bursting and non-bursting subsets with lateral and medial 

positional biases. 

The addition of these new data provide an independent functional parameter that further 

supports the notion emerging from our molecular, positional, and circuit-level analysis - that V1 

subsets reflect meaningful distinctions in cell identity and function. 
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Chapter 5 

Spinal Inhibitory Interneuronal Micro Circuitry 

5.1 Introduction 

In previous chapters we show that transcriptionally defined V1 interneuron subsets possess 

distinct settling position and electrophysiological properties. This chapter represents combined 

effort on experimental procedures performed by Jay Bikoff in which we study what is the 

relationship of spinal inhibitory interneuronal circuits and motor pools. Motivated by the observed 

stereotypical spatial segregation exhibited by interneuronal populations we wondered, is this 

cellular feature used to direct the establishment of interneuronal circuits? To answer this question 

we focus on two distinct populations, Renshaw and Sp8 expressing interneurons and study their 

input and output connections in association with motor pools innervated by three different sets of 

muscles.  

By fluorescently labelling the different subsets and performing cholera toxin tracing 

experiments, we show that different interneuron micro circuitry is established for motor pools 

innervating hip, ankle, and foot muscles - revealing joint-selective variation in circuitry.  The 

absence of a single, canonical circuit wiring diagram suggests that spinal inhibitory circuits are 

individually tailored to meet the biomechanical demands of particular joints and limb muscles. 
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5.2 Results 

5.2.1 Mapping the relative position of V1 subpopulations and 

motor pools 

The stereotypic nature of the V1 positional matrix led us to examine whether the spinal 

motor system takes advantage of spatial segregation in the construction of inhibitory microcircuits. 

To address the functional implications of V1 positional diversity we focused on the local 

connectivity of V1 subpopulations that settle at dorsal and ventral extremes of the parental V1 

domain. Ventrally, we examined Renshaw (V1R) interneurons, a subtype that mediates recurrent 

inhibition of motor neurons [Eccles et al., 1961]. V1R interneurons express MafB, Oc1/2, and the 

calcium binding protein calbindin, and are included, in part, within the MafA clade [Carr et al., 

1998]; [Stam et al., 2012]. As a dorsal comparator population we examined neurons in the V1Sp8 

clade, which consists of 8 inferred V1 cell types (Figure 2.7). 

To mark V1Sp8 interneurons, we employed an intersectional and inducible genetic strategy, 

using a Sp8::flpoERT2 transgenic mouse line that evades the early expression of Sp8 in neuronal 

progenitors [Bikoff et al, 2016].  The use of Sp8::flpoERT2 and En1::cre driver lines crossed with 

an RCE.dual.GFP reporter allele, combined with tamoxifen administration at p0, resulted in 

selective labeling of a cluster of V1Sp8 interneurons in the dorsomedial region of the parental V1 

domain (Figure 5.1A). To mark V1R interneurons we took advantage of their V1 derivation and 

expression of calbindin, permitting their identification in En1::cre; Rosa.lsl.eGFP mice. We 

examined p21 mice, an age at which spinal and descending circuits have reached sufficient 

maturity to direct adult-like patterns of locomotion (Clarke and Still, 2001). This analysis revealed 

a compact V1R settling domain, just medial to lateral motor column (LMC) motor neurons, and 
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close to the ventral border of the gray matter (Figure 5.1b). Thus, these genetic labeling strategies 

define molecularly and positionally distinct V1 subpopulations.   

We focused on three hindlimb motor pools to probe the organizational features of 

inhibitory microcircuits that control limb musculature. Gluteus (GL) motor neurons innervate hip 

extensor muscles and occupy an extreme ventral position in the LMC. Tibialis anterior (TA) and 

instrinsic foot (IF) motor neurons innervate ankle flexor and foot plantar-flexor muscles 

respectively, and occupy a similar dorsal position within the LMC [McHanwell and Biscoe, 1981]. 

Assessment of V1R and V1Sp8 positions with respect to GL, TA, and IF motor pools, retrogradely 

labeled by cholera toxin B (CTB) muscle injection in p21 En1::Cre; Rosa.lsl.FP (tdT or eGFP) 

mice, indicated that V1R interneurons occupy a ventral position close to that of GL motor neurons, 

whereas V1Sp8 interneurons occupy a dorsal position close to that of TA and IF motor neurons 

(Figure 5.1c-e). The dorsal and ventral positioning of these two V1 populations provided a spatial 

reference point for assessing two elements of spinal motor microcircuitry: (i) the nature of motor 

input to V1 interneuron sets and (ii) the organization of V1 interneuron output onto discrete motor 

neuron pools.   
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Figure 5.1 (preceding page). Relative Position of V1R and V1Sp8 Interneurons to Motor 

Pools   

(a) V1Sp8 interneurons (green), in p12 lumbar spinal cord of En1::Cre; Sp8::FlpoERT2; 

RCE.dual.GFP mice.  

(B) V1R interneurons (yellow, colocalization mask of eGFP and calbindin immunoreactivity) in 

~p21 En1::Cre; RCE.lsl.GFP lumbar spinal cord.  

(c) V1R and V1Sp8 position with respect to GL, TA, and IF motor pools in ~p21 mice. Motor pool 

D/V positions: GL: 84 ± 3 µm, TA: 291 ± 6 µm, IF: 321 ± 15 µm, from dorsal border of ventral 

funiculus.  

(d) D/V position of V1R interneurons (yellow) with respect to CTB-backfilled GL, TA, and IF 

motor pools (MN, red) in ~p21 lumbar spinal cord. D/V distances: V1R ventral to GL, TA, and IF 

motor neurons by 8 ± 3 µm, 242 ± 14 µm, and 264 ± 13 µm, respectively. p < 0.0001, oneway 

ANOVA; Bonferroni post-hoc test: p < 0.001, TA or IF vs GL. M/L distances were not 

significantly different (p = 0.99, one-way ANOVA).  

(e) D/V position of V1Sp8 interneurons (green) with respect to CTB-backfilled GL, TA, and IF 

motor pools (red) in ~p21 lumbar spinal cord. V1Sp8 dorsal to GL, TA, and IF by 332 ± 8 µm, 

139 ± 23 µm, and 50 ± 8 µm, respectively  (p < 0.0001, one-way ANOVA; Bonferroni post-hoc 

test: p < 0.001, TA or IF vs GL; p < 0.05, TA vs IF). In the M/L axis, V1Sp8 interneurons were 

significantly closer to IF than to GL or TA (192 ± 11 µm versus 406 ± 26 µm or 382 ± 33 µm, 

respectively; p < 0.01, one-way ANOVA; Bonferroni post-hoc test; p < 0.01, IF vs GL or TA). 

Values are mean ± SEM, n ≥ 3 animals per condition. Scale bars = 100 µm or 50 µm (inset). 
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5.2.2 Positional constraints on interconnectivity between V1 

interneurons and motor neurons 

   We next considered whether the settling position of V1R and V1Sp8 interneurons predicts 

their interconnectivity with motor neurons, analyzing first the extent to which V1R and V1Sp8 

interneurons receive motor neuron collateral input. Analysis of the location of CTB+; vAChT+ 

motor axon collateral terminals indicated that GL and TA, but not IF motor axons form dense 

collateral arbors that are confined to an extreme ventral domain, overlapping the position of V1R 

interneurons, and ventral to V1Sp8 interneurons. By implication, V1R but not V1Sp8 interneurons 

are positioned to receive synaptic input from GL and TA but not IF motor neurons.        

To assess motor neuron collateral input to V1R or V1Sp8 interneurons, CTB was injected 

into individual muscles and analyzed in p21 En1::cre; RCE.lsl.GFP or En1::cre; Sp8::flpoERT2; 

RCE.dual.GFP tamoxifen-treated mice. The density of CTB-labeled, vAChT+ boutons was 

determined on the soma and proximal dendrites of V1R (Figure 5.2b, c) or V1Sp8 interneurons 

(Figure 5.2d, e). GL and TA motor neurons both provided synaptic input to V1R interneurons, with 

each innervating about half of all V1R interneurons at comparable CTB+; vAChT+ bouton 

densities (Figure 5.2c). Nevertheless, V1R interneurons did not receive collateral input from IF 

motor neurons (Figure 5.2c). Moreover, motor neuron collateral innervation was restricted to V1R 

interneurons, with V1Sp8 interneurons receiving no motor axon collateral contacts (Figure 5.2d, e), 

consistent with their dorsal position. Thus, the different ventral and dorsal positions of V1R and 

V1Sp8 interneurons predict the status of motor as well as sensory neuron input.   

These findings prompted us to examine whether subsets of V1 interneurons provide 

differential input to motor pools, in a manner that conforms to their settling position. We analyzed 
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the connections of V1R or V1Sp8 interneurons with GL, TA, and IF motor neurons (Figure 5.2f). 

V1-derived, calbindin+ terminals from V1R interneurons contacted GL and TA motor neurons at 

similar densities in ~p21 En1::cre; Rosa.lsl.tdT or En1::cre; RCE.lsl.GFP mice (Figure 5.2g, h; p 

= 0.94 or 0.84 for dendrites and soma, respectively, by two-tailed Student's t-test). Thus, ventrally 

located V1R interneurons target motor pools with similar efficacy at different dorsoventral 

locations. In contrast, IF motor neurons exhibited little input from V1R neurons (Figure 5.2g, h), 

despite the similar dorsoventral settling position of TA and IF motor pools. The incidence of V1R 

innervation was ~7-fold greater on TA proximal dendrites and ~14-fold greater on TA soma, by 

comparison with IF motor neurons (Figure 5.2h). The ventral position of V1R interneurons 

therefore does not appear to constrain their ability to innervate motor neurons at different 

dorsoventral positions.    

We also explored whether the dorsal settling position of V1Sp8 interneurons limits their 

connectivity with motor neurons. In En1::cre; Sp8::flpoERT2; RCE.dual.GFP mice, V1Sp8 

interneurons provided sparse and uniform contacts with GL, TA, and IF motor neurons (Figure 

5.2i, j). The innervation density of V1Sp8 inputs was  <20% that of V1R inputs onto GL or TA 

motor neurons - although this value is likely to underestimate the actual incidence of motor neuron 

innervation, because only ~30% of V1Sp8 interneurons are labeled after tamoxifen exposure. These 

observations indicate that the dorsomedial positioning of V1Sp8 interneurons does not limit their 

ability to innervate diverse motor neuron targets. Together, these data suggest that the settling 

position of inhibitory interneurons is a determinant of input, but not output, connectivity in spinal 

motor microcircuits. 
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Figure 5.2 (preceding page). Specificity of Interneuron-Motor Neuron Interconnectivity at 

Individual Joints 

(a) Assay of pool-specific motor input to interneurons.    

(b- c) V1R interneurons receive CTB+; vAChT+ input from GL and TA (arrows) but not IF 

motor neurons (MN). Scale bar = 2 µm.   

(c) Left, V1R interneurons with input from GL, TA, or IF MNs. p = 0.02, one-way ANOVA; 

Bonferroni post-hoc test: p < 0.05, GL or TA vs IF. Right, CTB+ MN inputs/100 µm of V1R 

dendrite length. p = 0.002, one-way ANOVA; Bonferroni post-hoc test: p < 0.01, GL or TA vs 

IF; p > 0.5, GL vs TA, n ≥ 3 animals, and 23 (GL), 24 (TA), or 15 (IF) cells.  

(d- e) Absence of MN input to V1Sp8 interneurons.  GL, n = 4 animals, 43 cells; TA, n = 2 

animals, 52 cells; IF, n = 3 animals, 43 cells.  

(f) Assay of interneuron input onto motor pools.  

(g- h) V1R interneurons preferentially innervate GL and TA relative to IF motor pools, on 

proximal MN dendrites (h, left) or soma (h, right). p < 0.0001, one-way ANOVA; Bonferroni 

post hoc test: p < 0.001, GL or TA vs IF, n = 4 animals, and 31 (GL), 21 (TA), or 27 (IF) cells.  

(i- j) V1Sp8 interneurons sparsely and uniformly innervate motor pools acting on different joints.  

Number of V1Sp8 inputs/100 µm MN dendrite or 100 µm2 of soma area, normalized to V1Sp8 

interneuron number. p = 0.53 or 0.65 for dendrites and soma, respectively, one-way ANOVA, n 

≥ 3 animals, 35 (GL), 42 (TA), or 59 (IF) cells. Scale bars = 2 µm. All data are mean ± SEM. (K) 

V1R and V1Sp8 microcircuits operating on hip, ankle, and foot motor neurons. Solid and dotted 

lines represent prevalent and sparse synaptic connectivity 
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5.3 Discussion 

Position as a Determinant in the Organization of Inhibitory Microcircuits    

The relevance of neuronal settling position in spinal connectivity has emerged from studies 

on the synaptic organization of sensory connections with motor neurons. Proprioceptive afferents 

target distinct dorsoventral domains of the ventral spinal cord in a manner independent of motor 

neuron character [Sürmeli et al., 2011], and thus the stereotypy of settling position is needed for 

the formation of selective sensory connections. Similarly, V1R interneurons receive input from 

ventrally projecting hip afferents, whereas dorsal V1Sp8 interneurons receive input both from 

dorsally-directed ankle afferents as well as from hip afferents. Thus, V1 positional stereotypy has 

implications for motor microcircuit organization in the realm of input selectivity.   

  The finding that V1R interneurons receive selective input from hip muscle afferents sheds 

light on a long-standing uncertainty about the status of sensory input to V1R interneurons. Classical 

studies in cat focused on sensory feedback from knee and ankle muscles, and argued for the 

absence of functional monosynaptic sensory connectivity with V1R interneurons (Ryall and 

Piercey, 1971). Later studies in rodent spinal cord, however, provided physiological evidence for 

direct sensory input to V1R interneurons during early postnatal development [Mentis et al., 2006]. 

These divergent conclusions can be reconciled through an appreciation of the dominance of 

proprioceptive input from hip afferents, an afferent source not examined in cat. Nevertheless, the 

extent to which this circuit functions at later developmental stages is unclear because the strength 

of sensory inputs to V1R interneurons decreases in the adult [Mentis et al., 2006]   

  The density of hip afferent inputs to V1R interneurons presumably forms a disynaptic 

feedforward inhibitory pathway to motor neurons, in addition to the role of V1R interneurons in 
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recurrent inhibition. Sensory-evoked feedforward inhibition could modulate the temporal features 

and dynamic range of excitatory responses of hip motor neurons, as with inhibitory interneurons 

in hippocampal and cortical circuits [Pouille et al., 2009]. An inhibitory signal dependent on hip 

position could also modulate flexion/extension transitions during the step cycle [McVea et al., 

2005] and/or reflex actions at the ankle joint [Knikou and Rymer, 2002].     

  The link between interneuron settling position and microcircuit wiring is so far largely 

correlative.  Nevertheless our data, combined with previous findings on the relevance of motor 

neuron positioning [Sürmeli et al., 2011], supports the view that the precision of interneuron 

location constrains circuit wiring. The role of neuronal settling position in organizing interneuron 

circuits appears restricted to input connectivity. V1 interneuron position is not predictive of motor 

pool target connections, reminiscent of observations that motor neuron settling position is not 

required for the innervation of specific limb muscles [Demireva et al., 2011].    

  Positional constraints are likely to act in conjunction with molecular recognition systems 

in defining final connectivity profiles. Precedent for such recognition systems has emerged from 

analysis of repellant sema3e-plexinD1 signaling in sensory-motor connectivity [Fukuhara et al., 

2013]; [Pecho-Vrieseling et al., 2009]. The existence of repellent cues could explain how the dorsal 

termination zone of IF sensory afferents is not associated with direct synaptic contact with V1Sp8 

interneurons, despite the proximity of presynaptic axons and V1Sp8 dendrites. In addition, the 

extent of interneuron dendritic arborization could relieve constraints on input connectivity imposed 

by somatic clustering. Although the dendritic arbors of V1R interneurons are largely confined to 

the ventral spinal cord [Lagerback and Kellerth, 1985], V1Sp8 interneurons exhibit larger dendritic 

arbors (J. Bikoff, unpublished observation), potentially expanding synaptic input. Thus it seems 

unlikely that position alone directs input connectivity with V1 subsets.      
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6 Conclusion 

In this thesis, we developed statistical tools to explore the organization of cellular populations 

and use them to discover unparalleled diversity within an interneuronal population. Through a 

focus on V1 interneurons, we identified nineteen transcription factors whose combinatorial 

expression helped us describe extensive diversity within this inhibitory set. Different V1 subsets 

have distinct physiological characteristics and occupy stereotypic clustered positions in the ventral 

spinal cord. This genetically defined spatial plan has predictive relevance for inhibitory 

microcircuit organization. Indeed, variant V1 microcircuits are used to control motor pools that 

innervate muscles at different limb joints, documenting the absence of a fixed circuit architecture 

for interneurons that control limb movement.  

 

Interneuron Diversity and its Implications for Motor Control 

V1 interneurons comprise a highly diverse set of transcriptionally distinct neuronal types, 

posing questions about the purpose of such heterogeneity. Diversity may reflect the demand that 

interneurons receive varied inputs from numerous sources. The activity of motor neurons is 

regulated by over a dozen supraspinal neuronal systems (Lemon, 2008), many of which engage 

only a restricted set of all possible motor pools: thus rubrospinal input is restricted to motor pools 

controlling distal muscles, and vestibulospinal input to motor pools innervating extensor muscles 

[Grillner and Hongo, 1972]; [McCurdy et al., 1987]. These descending systems presumably 

engage interneurons with a selectivity that matches the specificity of motor neuron recruitment. 
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Distinct subsets of V1 interneurons may therefore be recruited by different descending systems so 

as to link sensory input with intermediary descending control pathways. The high degree of V1 

transcriptional diversity could provide a means of establishing distinctions in settling position or 

molecular recognition cues that facilitate the integration of multiple input systems and output 

modules.  

  The heterogeneity exhibited by V1 interneurons is likely to extend to other spinal 

interneuron populations. Small subsets of spinal V0 interneurons have been delineated on the basis 

of selective profiles of transcription factor expression, best exemplified by a compact cluster of 

Pitx2+ V0c interneurons that represent the source of cholinergic C-bouton inputs to motor neurons 

[Zagoraiou et al., 2009]. Moreover, many of the transcription factors that delineate V1 subsets are 

expressed by small subsets of inhibitory V2b and excitatory V2a interneurons, raising the 

possibility that conserved elements of input and output wiring specificity are encoded by a 

common set of transcription factors within different excitatory and inhibitory interneuron sets. If 

the extent of diversity of V1 interneurons extends to each cardinal (V0, V2a/b, and V3) interneuron 

population [Francius et al., 2013], the fidelity of motor output could depend on the coordinated 

activity of > 200 subsets of ventral interneurons.   

It remains unclear whether the diversity evident in V1 interneurons has predictive 

relevance for other CNS circuits. The spinal motor system could require a greater degree of 

interneuron diversification than the brain, because of the last-order and non-redundant nature of 

motor neuron output and the behavioral imperative to confer precise patterns of muscle activation. 

Nevertheless, the predictive view may be nearer the mark. Single-cell transcriptional profiling 

from interneurons in primary somatosensory cortex and CA1 hippocampus have revealed at least 

sixteen different subsets, with the potential for yet greater diversity [Zeisel et al., 2015]. In 
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addition, many of the transcription factors that delineate subsets of V1 interneurons are expressed 

by subsets of cortical interneurons [Tasic et al., 2016]. Thus, it is likely that principles of spinal 

interneuron heterogeneity and function have relevance for circuit organization and function in the 

brain. 

 

Broader Implications of a Bayesian Analysis of Cellular Diversity 

Our statistical approach has relevance well beyond a focus on spinal V1 interneurons, and 

could prove useful in further delineating neuronal cell types elsewhere in the nervous system. 

Cortical projection neurons fractionate into a few broad classes based on patterns of target 

innervation and distinctions in gene expression, yet the extent to which any single broad class of 

pyramidal neurons is itself heterogeneous remains unclear [Greig et al, 2013]. The classification 

of interneuron cell types in the brain has proven particularly challenging [Ascoli, 2008]; [DeFelipe 

et al, 2013]; [Kepecs and Fishell, 2014], although studies of hippocampal interneuron diversity 

suggest a degree of heterogeneity that approaches that found for spinal V1 interneurons. Within 

CA1 hippocampus, over 20 inhibitory interneuron subtypes have been identified, based on 

anatomical, molecular, or electrophysiological distinctions [Krook-Magnusen et al, 2012]. 

Singlecell transcriptome analysis of primary somatosensory cortex or CA1 hippocampus 

interneurons has identified 16 molecularly distinct interneuron cell types, which likely represents 

a lower bound on diversity [Zeisel et al, 2015]. Thus, insight into interneuronal diversity in the 

spinal cord may inform studies to address heterogeneity throughout the brain.   Our analysis also 

has implications for genetic strategies aimed at manipulating circuit elements throughout the 

nervous system. The minimal number of TFs needed to define a single V1 cell type uniquely has 

been identified on the basis of clade profiles and is, on average, 4 ± 1. This indicates that individual 
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TFs are generally not sufficient to isolate V1 neuronal types, consistent with findings in other 

neuronal systems [Sanes and Masland, 2015]. The difficulty in identifying single TFs that uniquely 

define a cell type may reflect the prevalence of combinatorial TF codes [Philippidou and Dasen, 

2015], and could explain the difficulty in delineating individual motor neuron pools [De Marco 

Garcia and Jessell, 2008].    

 

Future directions 

The variant circuit architectures exhibited by V1 interneurons may be a general feature of 

spinal motor microcircuits. The anatomical and physiological characterization of the circuitry of 

V1R interneurons is consistent with physiological descriptions in cat of a reduced degree of 

recurrent inhibition for motor neurons that innervate distal compared to proximal limb musculature 

[Illert and Wietelmann, 1989]; [McCurdy and Hamm, 1992]. Thus, recurrent inhibition is not 

implemented uniformly across motor pools. Local motor microcircuits are therefore differentially 

tailored to the workings of individual muscles. We are pursuing a continuation of this research 

extending circuit characterization to thoracic and cervical populations addressing: how are thoracic 

and cervical populations organized? And are there specific markers defining subsets of thoracic 

and cervical cell types?  

 

The field of transcriptome profiling has been revolutionized in the last five years by the 

emergence of detailed protocols for library preparations, lowering cost of deep sequencing 

techniques and new algorithmic tools that allow the assessment of gene expression with enough 

sensitivity to perform it at the single cell level. However, due to a reliance on heuristic or 
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inappropriate dimensionality reduction techniques, no robust statistical technique to analyze these 

data and discover underlying cell types has yet emerged. As a consequence, the assignment of cells 

to their corresponding cell types is done without any measure of statistical confidence. Our 

Bayesian statistical framework can be extended taking advantage of recent advances in machine 

learning and stochastic processes to model single-cell data. Such methods will permit a completely 

unsupervised modelling of the clustering process while allowing enough flexibility to represent 

the data collection process and its nuances in detail. The ideas developed in this thesis should allow 

genome wide methods to incorporate different cellular characteristics, quantify uncertainty of 

estimates, and make predictions to guide further experiments. 
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Studying the neural substrate of nestmate 

recognition in ants. 

A.1 Introduction 

This section is presented as reference for future studies. Ants live in one of the most 

amazing complex societies from the animal kingdom, achieving one of the highest levels of 

organization, termed eusociality (greek: eu “truly”, social).  Their lives are organized around the 

maintenance of the colony, sacrificing their individuality in pursuit of the group wellbeing 

[Holldobler & Willson, 2008]. Depending on the ant species considered, each colony can contain 

from ten to as many as twenty million members. Interactions among members of these 

superorganisms are regulated by secreted chemical cues that convey a variety of messages, from 

the presence of an intruder to the location of a food source. Even more, the recognition of nestmates 

is also communicated through an array of chemicals which reside on the ants’ cuticles. In this 

appendix, we investigate the development of techniques aimed to explore the neural substrate 

mediating the recognition of chemical signals in the ant brain.  

 

Behavior 

A hallmark among ant societies is the ability of individuals to recognize members of the 

same colony, nestmates, and reject other conspecific, non-nestmate [Holldobler & Wilson, 1990]. 

This ability is a pre-requisite and one of the conditions favoring the advent of eusociality. Nestmate 

recognition manifests itself at the individual level by an aggressive response to non-nestmate, 
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either biting or dragging them outside the colony territory. Many studies quantify aggression by 

the presence or absence of the previous responses when two individuals are interacting, denoting 

an increment in antagonistic behavior when individuals transition from antennation to biting and 

then to dragging. Colony identity is mediated by chemicals presents on the ant’s cuticles. These 

chemicals consist on a blend of hydrocarbons. So far, evidence is contradictory about how ants 

perform nestmate recognition. However, data suggests that even a single chemical can trigger a 

behavioral response [Guerrieri et al, 2009; Martin et al, (2008)].  

As important as nestmate recognition is the ability of ants to communicate complex 

messages to their nestmates through the use of chemical signals acting at a distance. Nonetheless, 

it is difficult to discuss these behaviors without referring to the various chemicals and glands 

producing these chemicals, evoking behavioral responses when smelled or tasted by other colony 

members. 

 

Glands and Pheromones 

Ants have a wide variety of different exocrine glands which major social role is the 

production of chemical social signals [Holldobler and Wilson, 1990]. These social cues can be 

divided among two broad classes: the first class, encompassing pheromones, produces action at a 

distance, signaling danger or indicating the path to a rich food source; the second class, containing 

cuticular hydrocarbons, is used to recognized nestmates from colony invaders [Billen & Morgan, 

1998]. These two systems constitute the major sources of chemical communication signals and are 

found in almost every described ant species. Pheromones are synthesized within insects’ glands 

following complex regulatory biosynthetic pathways, in which fatty acid precursors are elongated 
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and hydrocarbons formed (for a review, see [Tillman et al, 1999] and an example [Legendre et al, 

2008]). These chemicals form the basis of pheromones or the cuticular hydrocarbons. 

Pheromones are stored in specialized glands and emitted or spread based on individual 

need to call for interspecific attention. Among pheromones acting at long distances, the presence 

of alarm and trail pheromones is widely conserved among different species. Thus, they are 

distinctive chemical cues belonging to the ant genus. Alarm pheromones signal the presence of an 

enemy and depending on the internal state of the ant, they could cause aggregation and attack or, 

panic and dispersal [Blum, 1969]. Alarm pheromones are primarily produced by exocrine glands 

located in the mandibles and the sting (varying for different ant species). As an example, the major 

alarm pheromone in the Pogonomyrmex genus is 4-methyl-3- heptanone [McGurck et al, 1966]. 

Trail pheromones convey the location of food sources and trigger aggregation and follow 

behavior [Morgan, 2009]. They are produced in the sting and are laid as ants traverse a route. Trail 

pheromones might comprise single compounds or blends of different ones [Morgan, 2009]. In the 

Pogonomyrmex genus, trail recruitment is accomplished with 3-ethyl-2,5dimethylpyrazine but 

addition of 2, 5-dimethylpyrazine and trimethylpyrazine creates a more attractive blend 

[Holldobler et al, 2001]. Each type of pheromone is composed of one or just a few chemicals and, 

the chemicals in isolation can recapitulate the behavior in the lab. The specific behavior they 

trigger, the completely opposite valence of these two chemical signals, and the advantage of their 

off-the-shelf availability make a case for studying their representation in the brain.  

Cuticular hydrocarbons are secreted by the epidermis and form a coating covering the ant’s 

cuticle; more than 1000 cuticular hydrocarbon variants have been described among different ant 

families (typically containing alkanes, alkenes, and their methylated forms [Martin & Drijfhout, 

2009]. Although each ant species possesses its own unique CHC pattern, there is no association 
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between CHC profile and phylogeny. This huge diversity of species-specific chemicals makes 

CHC ideal candidates for nest-mate discrimination signals. The specific balance of the 

hydrocarbon profile is the pattern assessed by some ant species to perform nestmate recognition 

[Martin et al, 2008]. In Camponotus, it has been shown that alteration of the profile by a single 

hydrocarbon in individual ants is sufficient to produce aggression but, addition and not absence of 

a single compound triggered aggression [Guerreri et al, 2009]. Coating glass beads with non-

nestmate (nestmate) patterns triggers (or does not trigger) aggression [Ozaki et al, 2005]. These 

chemicals are sensed through the ant antennae, as ants antennate each other probing the chemical 

profile by specialized receptors located inside antenna bristles called sensillae. In camponotus 

Japonicus, a specialized sensillae has been identified that hosts the particular receptors [Ozaki et 

al, 2005]. 

CHC depend on a variety of sources (such as food or temperature), for this reason this 

complex pattern slowly changes with time. However, colonies are able to adapt and keep track of 

their own profile [Sorvari et al, 2008]. CHC have not only been implied in nestmate recognition 

but also to recognize the tasks of the ant encountered in the wild (such as foragers, patrollers or 

nurses [Greene & Gordon, 2003] as well as the identity of the queen [Vasquez et al, 2008]. 

 

 

A.2 Behavioral Assays 

To recapitulate the behavioral response of ants to the presence of pheromones and, to probe 

the nestmate recognition code, we developed two behavioral assays in which ants are challenged 
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to different stimuli (individual ants or different chemicals) within their colonies or in isolation 

under a microscope. We emulated the set up developed by [Branson et al, 2007] for Drosophila in 

which flies are arrange into an arena with a homogeneous floor, illuminated from the top and 

recorded with a camera while they perform a behavioral paradigm. In our case, the arena mimics 

the housing of each colony and we used this arena to reproduce the nestmate recognition paradigm. 

For ants with a small number of individuals within the colony and sizes around 2mm in length, 

entire colonies can be maintained in transparent housings of eight by three centimeters. These 

colonies can be presented with different stimuli, in our case the introduction of a nestmate or non-

nestmate ant, and their reaction can be recorded and later scored in a high-throughput manner 

(Figure A1).  
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Figure A1.1. Behavioral assay. 

(a) Diagram representing the behavioral assay in which three colonies can be recorded 

simultaneously. In each of the three slots at the bottom, colonies are inserted after a stimulus is 

presented. 

(b) Snapshot of a Temonothorax colony taken on the setup (a).   

(c) Intermediate step of tracking algorithm in which background is subtracted to focus on the ants’ 

positions.  

(d) Ants can discriminate nest versus non-nestmate intruders. Colonies are randomly presented 

with a nestmate or non-nestmate individual and the behavior of the colony is scored for three 

minutes. The amount of ants attacking the intruder is shown. An ant is attacking an intruder if it is 

biting or dragging the introduced individual. Non intra-nest aggression was recorded in any of the 

experiments. 



137 
 

To monitor the behavior of individual ants under a microscope, we adapted the fly-on-a-ball 

setup developed by [Seelig et al, 2010] or [Kohatsu et al, 2011] to track the position of a tethered 

ant while exposed to different chemical cues. Additionally, this setup permits the monitoring of 

behavior while performing two-photon calcium imaging. Briefly, an ant is tethered by a miniature 

pin that holds them from their back and it is positioned on top of a ball floating on an air cushion. 

Then, the bidimensional movement of the ball is tracked using an optical sensor ADNS-3080 

[ADNS3080, Avago Technologies]. We developed a matlab platform capable of recording real 

time video and, at the same time, this platform acquires the displacement coordinates of the ball.  

Through a simple mathematical transformation, these coordinates reveal the linear displacement 

of the animal in a fictitious environment. All this information is interfaced with an Arduino board 

[Arduino.org]. Code for acquiring the optical flow of the sensor is available at DIY Drones 

ardupilot-mega under the name AP_OpticalFlow_ADNS3080.cpp, and the full platform was 

informed by [Optical Flow Website]. 
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Figure A1.2. Ant-on a-

ball set up.  

(a) Diagram representing 

the holder from which a 

foam ball is levitated. An 

ant is supported at the top 

from a pin.    

(b) The movement of the 

ant is monitored with a 

camera at the top. 

(c) Matlab interface in 

which the movement of the 

ball is transformed into a 

two-dimensional trajectory 

(shown on blue).  

 

 

A.3 From the periphery into the Brain, receptors and the neural pathway 

processing olfactory information 

The beginning of sensory transduction 

The best studied olfactory system in the insect realm corresponds to the fruit fly, 

Drosophila melanogaster (for a review see, [Vosshall and Stocker, 2007]). In Drosophila, 

chemosensation is mediated by two sensory systems: the olfactory system, composed of olfactory 

receptor neurons (ORNs) located on the antennae [Vosshall et al, 2000] and, the gustatory system, 

composed of gustatory receptor neurons (GRNs) situated principally in the proboscis and the legs 

[Scott et al, 2001].  
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Olfactory receptors neurons project their axons through the antenna into the antennal lobe, 

the first relay of olfactory information in the brain located in the ventral part of the insect 

protocerebrum.  The antennal lobe is divided into compartmentalized regions, termed glomeruli. 

In drosophila, a glomerulus is a structure aggregating neuropils from olfactory receptor neurons 

mainly expressing the same olfactory receptor [Vosshall and Stocker, 2007]. In the case of innate 

avoidance to CO2 and the aggressive response to the pheromone cVA, olfactory responses are 

mediated by a small subset of olfactory receptors (Gr21a, Gr63a and Or67d respectively) that in 

turn activate a small subset of antennal lobe glomeruli (V, the most ventral glomerulus and the 

DA1 glomerulus respectively) [Suh et al, 2004]; [Jones et al, 2007]; [Datta et al, 2008]; [Wang & 

Anderson, 2010]. Gustatory information, which is mainly non-volatile and it is mediated by 

contact, converge mostly to the suboesophageal ganglion. Gustatory chemosensation is 

responsible for the perception of appetitive food, its regulation on the extension or retraction of 

the proboscis and, the perception of certain Drosophila pheromones -through GRNs located in 

many body parts as the proboscis, wing margins, legs and ovipositor [Montell 2009]; [Thistle et 

al, 2012]. 

In other insect species, the only known olfactory receptor-ligand described is the sex 

pheromone (Bombykol, Bombykal) of the moth Bombyx Mori and its receptors (BmOR1). 

However, no thorough sampling of the full receptor repertoire has been done to guarantee this 

assumption [Nakagawa et al, 2005] [Sakurai et al, 2004]. In ants, olfactory receptors have been 

computationally annotated and their functional properties have just begun to be investigated [Zhou 

et al, 2012]. 
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Figure A1.3 (preceding page).  Early stages of chemosensory processing in insects. 

(a) Diagram representing the location of chemosensory neurons in the fly.  

(b) Scanning electron micrograph of a fly head. Image courtesy of J. Berger, MPI-Developmental 

Biology, Tubingen, Germany.  

(c) – (d) Sensory organs indicating the position of different type of sensilla –hair like structures 

that host the dendrites of sensory receptor neurons.  

(e) Representative olfactory sensillum in which two ORNs dendrites are housed.  

(f) Antibody staining of a fly brain.  On green, Or83b:GFP-labeled ORN axons, red, brain neuropil, 

and blue, cell nuclei.  

Figure reproduced from [Vosshal and Stoker, 2007]. Panels (b-c) adapted from Benton et al. 

(2006), published by the Public Library of Science, which uses the Creative Commons Attribution 

License. 
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From the periphery into the brain 

Olfactory receptor cells send their axons into the first relay of olfactory information in the 

insect brain, a structure called antennal lobe. The insect antennal lobe is divided into neuropil 

arrangements termed glomeruli. In drosophila, it is well establish that axons from olfactory 

receptor cells expressing the same receptor converge to the same glomerulus and, their functional 

properties have been investigated by means of two photon calcium imaging [Wang et al, 2003]. In 

orthopteran (locust) a one-to-many code exists, in which olfactory receptor cells project to many 

micro-glomeruli. Given the lack of genetic tools, it is yet to be definitively established what model 

the ant antennal lobe follows. Nonetheless, given the high correlation between the number of 

putative olfactory receptors and the number of glomeruli, a one to one code is likely [Bonasio et 

al, 2010]; [Smith et al, 2011]; [Elsyk et al, 2016]. This indication is also repeated in another 

hymenoptera species as bees [HoneyBee Genome, 2006]. Even more interesting, it is hypothesized 

that given their single chemical representation, the antennal lobe activation by pheromones might 

represent a small subset of glomeruli as it has been suggested by intracellular recordings in ants 

[Yamagata et al, 2006].  

From the antennal lobe, projection neurons direct their axons to the lateral horn (implicated 

in innate behavior), to the mushroom body calix (implicated in associated behavior) or both [Wong 

et al, 2002]; [Lin et al, 2007]; [Caron et al, 2013]; [Aso et al, 2014]; [Wang et al, 2014]. These 

higher order centers have been less investigated and the dual nature of the olfactory pathway and 

its interconnection make it difficult to deconvolve function in such an uncharted territory 

[Kirschner et al, 2006] [Galizia & Rossler 2010]; [Yamagata et al, 2007]. We reasoned that given 

the spatial segregation of olfactory information into discrete units in the antennal lobe, this region 

of the ant protocerebrum posed an ideal candidate region to investigate how the olfactory code 
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differs when ant encounter friends and foes. Even more, morphological dimorphism exists between 

males and females in some ant species, indicating specialized antennal lobe-mediated recognition 

to sex-specific olfactory cues [Nishikawa et al, 2008]; [Mysore et al, 2009]; [Nakanishi et al, 

2010]. Moreover, macroglomerulus have been implicated in differential processing of pheromones 

in different castes [Kuebler & Kleinedam, 2010]. These previous studies demonstrated the 

importance of correlating morphology to function, both fundamental dimensions of neuronal 

characterization that might help us understand how nestmate information is encoded. For this 

reason, we began the ant antennal lobe characterization by developing tools to build an atlas from 

which different individual functional experiments can be mapped onto. 
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Figure A1.4. Honey bee higher Brain Centers. 

(a) Confocal image depicting parallel olfactory systems in the honeybee brain, with a focus on 

the dual olfactory pathway from the antennal lobe into the lateral horn and the mushroom body. 

Projection neurons (PN). Antennal-lobe protocerebral tracts (APT). Medial-tract uniglomerular 

PN (m-APT, uPN). Lateral-tract PN (l-APT, uPN). Multiglomerular PN (mPN). Lateral horn 

(LH). Medio-lateral tract (ml-APT). Adapted and modified with permission from Ro¨ssler and 

Zube (2011).  

(b) Anterograde mass-fill of all APTs. Adapted and modified with permission from Kirschner et 

al. (2006).   

(c) Schematic overview of the dual olfactory pathway in the honeybee.  



145 
 

Computational Characterization Antennal Lobe 

With the aim of constructing a digital Atlas of the ant antennal lobe, we developed a manual 

pipeline to obtain confocal images of entire antennal lobes. A high contrast staining, based on 

[Ruchty et al, 2010] [see protocol A1.1] was developed to record the morphology of the ant brain 

even at the most ventral zones, where the microscope has to reach deep into the tissue and 

refraction increases and reduces the quality of the image.  

 

Protocol A1.1. High contrast staining of ant brain. 

- Ant brains were dissected under PBS. 

- Transferred into ice-cold fixative (2% formaldehyde + 2% Glutaraldehyde in phosphate 

buffered saline [PBS], PH 7.2) 

- Stored overnight @ 4.C.  

- Brains were then rinsed in PBS (three times, 10 min). 

- Brains were dehydrated in an ascending ethanol series (50, 70, 90, 95, and three times 

100%, á 10 min). 

- Transferred into methyl-salicylate (M-2047, Sigma-Aldrich, Steinheim, Germany). 

 

 

Next, confocal images from 10 antennal lobes from the Pogonomyrmex species were 

segmented manually to obtain an initial dataset. These ALs consisted of 356 glomeruli (on 

average) ranging in size but with some enlarged glomeruli. Exploratory analysis on this dataset 

revealed conserved landmarks (enlarged glomeruli) that can be used to register individual antennal 

lobes among themselves. Brainaligner was adapted to warp ant brains among themselves [Peng et 

al, 2010]. Although subsets of glomeruli were found to be conserved, the rest were highly variable 

and difficult to map. This difficulty is due to the shape and size variation among glomeruli and to 

natural variation in glomeruli number; in drosophila, the number of glomeruli varies five percent 

among individuals [Jenett et al, 2006.]. Given this information, we expected that ~20 glomeruli 
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might be randomly placed in each antennal lobe, a condition that introduces errors into automatic 

mapping software tools. 

Finally, preliminary software was developed to automatically segment glomeruli based on 

blob segmentation [Li et al, 2007]; [Liu et al, 2008]. However, given the previously described 

variation, anatomy alone was considered insufficient to produce an atlas, physiology should be 

combined and response profiles used to uniquely identify specific glomeruli in each individual.  
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Figure A1.5. Mapping different antennal lobes into a brain atlas. 

(a) Confocal sections of three different Pogonomyrmex brains at two different depths. Conserved 

set of glomeruli in each brain are encircled in green.  

(b) Confocal sections of two Temnothorax brains in which landmark glomeruli are marked in 

red, yellow, pink and blue.  

(c) Same brains as in (b) but this time the brains have been warped to a common atlas. 

(d) After warping, the positional mean squared error of each landmark glomeruli is reduced. 
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Calcium Imaging  

  Given the anticipated complexity of the antennal lobe responses to pheromones and 

nestmate recognition signals [Ruchty et al, 2010]; [Brandstaetter & Kleineidam, 2011]; [Galizia 

& Menzel, 1999], I sought to develop a calcium imaging platform to sample the activity of the 

majority of the antennal lobe simultaneously to reveal the logic of pheromone communication in 

ants. To this end, I adapted an imaging preparation previously used in drosophila, ants and honey 

bees [Galizia et al, 1997]; [Want et al, 2000] to directly visualize the activity of glomeruli within 

the antennal lobe. Nonetheless, given the negative result of not visualizing clear differences 

between different individuals, and the difficulty in obtaining clear responses from the presentation 

of different chemicals, we resort to alternative methodologies to improve odor delivery and loading 

of calcium indicators. 

 

 

A.4 The development of a calcium imaging platform. 

Identifying optimal Stimulus Condition by Antennogram Recordings.  

Electroantennography is a biological assay that records small voltage fluctuations in whole 

intact insect’s antennas in response to the stimulation with volatile odorants. Although a theoretical 

explanation is still missing, the voltage changes between the tip and the base of the antenna are 

believed to be caused by the depolarization of olfactory receptor neurons in synchrony [Syntech 

2004]. Electroantennogram recordings were used to identify defects in peripheral expression of 

genes in Drosophila Melanogaster mutants [Alcorta 1991], to identify two classes of odorant 



149 
 

pathway (in the antenna and the maxillary pulp) [Ayer & Carlson, 1992] and to identify genes in 

involved in olfactory signal transduction [Ayer & Carlson, 1991]. In ants, it has been previously 

used to optimize low volatile compound delivery methods and to establish correlations between 

the caste and different strength responses to pheromones in different castes [Brandstaetter et al, 

2010]; [Kleinedam et al, 2005].  

We used electroantennogram recordings to validate two-photon microscope preparations 

by recording responses during hours to different chemicals and to isolate chemicals which elicit 

maximal response in the antenna. We hypothesize that highly responsive chemicals might be 

activating many different olfactory glomeruli and this, in turn, might facilitate validation of 

responses on the 2p preparation. Firstly, we validated the antennogram preparation by reproducing 

previous measurements on drosophila melanogaster. Next, we recorded depolarization in the 

antenna of pogonomyrmex barbatus and identified Acetone and Ethyl acetate as chemical 

producing high activation. These general activation smells (in combination with a random and 

broad palette of smells) were used to troubleshoot the two photon microscope preparation. 
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Figure A1.6. Electroantenogram recordings. 

(a) Schematic representing the location at which recording electrodes contact the ant antenna. 

Ground electrode is inserted at the base of the antenna. 

(b) Electroantennogram recordings depicting the presentation of two stimuli at different 

concentration. Yellow, acetone; red, Ethyl acetate. 

(c) Average response to three different concentrations of stimuli in (b) after 5 trials. 

 

Improving Calcium Imaging Responses by delivering genetically encoded calcium indicators 

through viruses. 

Next, we sought to improve the signal to noise ratio in our two photon calcium imaging 

platform by delivering a genetically encoded calcium indicators (GECI) into the ant brain. A 

possible method to express exogenous genes into insect cells and embryos is viral delivery. 

Successful attempts have been made to deliver reporter genes (gfp) into drosophila S2 cells, 

silkworm embryos and adults and honeybee queens through the use of a baculoviruses or 

nucleopolyhedroviruses [Yamao et al, 1999]; [Kim et al, 2008]; [Ando et al, 2007]; [Ikeda et al, 

2011].  
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Viruses that infect insect hosts provide ideal candidates to produce transgenic insects able 

to express genetically encoded calcium indicators. Candidate viruses belong to the family of 

Baculoviridae, and to the family of alpha viruses, like Sindbis virus. Both of these viruses are 

hosted by insects; silkworm in the case of Baculovirus; mosquitoes in the case of Sindbis. In 

addition, glycoprotein deleted rabies virus present an ideal option when their endogenous 

glycoprotein is replaced by the vesicular stomatitis viral glycoprotein, given the expanded host 

capabilities conferred by this enveloped proteins. In the case of Sindbis and Rabies virus, these 

two are rna-viruses, skipping the need of a promoter to drive their expression and high jacking the 

host cell machinery to translate their genes. Baculovirus is a DNA virus; in a typical expression 

system, exogenous genes are driven by an intrinsic viral promoter. However, we are not a priori 

certain about the functionality of this promoter in ant cells. For this reason, ant functional 

promoters were isolated. Describing the procedure by which these regulatory DNA sequences were 

identified is the goal of the next section. 

 Baculovirus was ultraconcentrated to achieve excessively high titer according to the 

manufacturer specification and subsequently purified through size exclusion chromatography 

[Transfiguracion et al, 2007]. In the same manner, rabies virus was pseudotyped and concentrated 

according to [Wickersham et al, 2010]; [Wickersham et al, 2013] and this method was used to 

concentrate Sindbis. Sindbis generation was performed according to [Foy et al, 2004] and 

[Lundstrom et al, 2012] (I am thankful to Thomas Reardon and Andy Murray from the Jessell 

laboratory, Kei Saotome and Sasha Sobolevsky from the Sobolevsky  laboratory and Keneth Olson 

from Colorado State University for providing reagents and help in generating different viral 

variants). The examination of the proposed viruses is done in subsequent sections after we 

developed an ant cell culture assay. 
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Promoter Region Identification 

A possible alternative for expressing exogenous genes in insect tissue is the identification 

of widely expressed promoter regions and the development of expression vectors. Efficient 

expression vectors have been used in the past to select transgenic embryos, to introduce foreign 

DNA into cells and to drive expression in electroporation experiments [Huynh & Zieler, 1999]. 

With the purpose of developing expression vectors useful for driving the expression of GECI in 

ants, we isolated different ant promoter regions from Pogonomyrmex Barbatus and tested them in 

cell culture. 

We focused our efforts in isolating promoter regions for widely expressed genes such as 

Actin, Tubulin and a panneuronal marker termed Elav [O’Donnell et al, 1994]; [Natzle et al, 1984]; 

[O’Donnell & Wensick, 1994]; [Chung & Keller, 1990]; [Yao & White, 1994]. Using the existing 

genome assembly for Pogonomyrmex Barbatus, DNA regions spanning each gene was identified 

and the start codon mapped into the PBar genome. Based on the known promoter length for 

homologs genes in Dmel, candidate promoter regions were cloned and fused [Hobert 2002] to a 

reporter (gfp). Each DNA was introduced into two plasmid vectors, one necessary to construct a 

Baculovirus virus and the other one a common vector used to drive expression in Dmel insect cells.  

Next, we tested such construct by transfecting them into S9 Schneider cells derived from 

drosophila embryos. Although ant cultured cells have not been developed, S9 cells provide a quick 

platform to validate our plasmid vectors for expression of the gfp reporter. Plasmids were 

introduced into S9 cells by using cellfectin according to the manufacturer instructions (minimal 

optimization of transfecting conditions was done using a positive control carrying the DMel actin 
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5c promoter). Tubulin and Actin resulted in the highest expression levels compared to Elav, 

although this result can only be stated qualitatively given the fact that no normalizing control was 

co-introduced with each plasmid. However, given its size (~1Kb), the tubulin promoter resulted 

ideal for expression system.  

 

 

Figure A1.7. Qualitative assessment of transfected constructs carrying ant promoters into 

S9 cells. 

Constructs carrying different ant promoters fused with eGFP at putative ATG positions. 

Transfection is performed using cellfectin reagent. Transfection conditions (not shown) were 

optimized using positive control (construct carrying Drosophila actin promoter expressing eGFP). 

It is worth noting that to perform a quantitative assessment of expression levels, a second channel 

should be include in which positive control would have been transfected in each condition. In this 

way, at every condition, a ratiometric measurement would have been performed. 

(Top) Representative field of view (FOV) showing on green, gfp expressing cells. 

(Bottom) Mean fluorescent of the FOV shown on Top (a.u.). 
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Table A1.1. Primers used to clone ant promoter regions. 

Actin5c  
Forward primer ACCTTATTTGGTAGACAAGGTCG 

Reverse primer TACGAGCGCGGCAACTTC 

Product length 4327 

  

Alpha Tubulin  
Choice 1  

Forward primer TGGAGAGAAATGACTCGACCG 

Reverse primer GGCTTGTCCAACGTGGATTG 

Product length 1017 

  

OrCo  
Forward primer CCATGCAGACGGCATAAACG 

Reverse primer ACACTTTATGCAAGTATTTGGACG 

Product length 3070 

  

Elav  
Forward primer ATTTCCCCTTCTGTTCCGGG 

Reverse primer ACGACTGTGTCCATTCCGTT 

Product length 5387 

 

 

Ant Cell Culture Assay 

Cell culture systems are an excellent platform to study gene expression, widely used in molecular 

biology, genetic and biochemical studies [Bayne 1998]; [Barbara et al, 2008]; [Egger et al, 2013]; 

[Kreissl & Bicker, 1992]. We developed an ant cell culture with the purpose of testing the 

previously developed viruses and validate their efficacy in infecting ant cells. Given our limited 

availability of ant embryos, ant adult brain cells were dissociated according to protocol A1.2 and 

then plated. Different substrates (laminin, gelatin, glass and, plastic) were tested to guarantee 

optimal cell adhesion, with laminin resulting in better survival. Cell culture media was adapted 

from [Hunter, 2010], table A1.1 and guaranteed an average survival rate of 10 days.  
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Protocol A1.2. Ant brain cell dissociation protocol. 

- Adult individuals from Pogonomyrmex colonies were used. For easiness, ants were glued to 

individual petridishes and around ~50 individuals are used each time. 

- In a sterile, laminar flow hood, ants were surface sterilized with 70% ethanol. 

- Samples were then rinsed three times with PBS.  

- Sterile forceps were used to dissect the brain under cell medium.  

- Brains were incubated in collagenase for 3 min. Next, collagenase was inactivated by addition 

of new medium (containing FBS).  

- Next, brains were torn apart in medium by pipetting and then dispersed across multi-well 

plates, 24 wells (Costar®, Corning,NY) and incubates at 25°C temperature.  

- After cells displayed attachment, usually within 1d, half media was exchanged at intervals of 

2d. 

 

 

Table A1.1. Cell medium composition adapted from Honey bee, A. mellifera [Hunter, 2010] 

Schneider’s Insect Medium      150 ml 

0.06 ML-histidine solution (pH 6.35)    200 ml 

Fetal Bovine Serum (heat inactivated, 56°C for 30 min)  50 ml 

CMRL 1066        15 ml 

Hanks’ Salts        5 ml 

Insect medium supplement (×10)     2 ml 

Gentamicin, units/1 µl/ml 1 µl/ml     

Total volume of medium               ~422 ml;  

pH adjusted to 6.3–6.5 with 2 N HCl or NaOH 

 

Finally, we tested different viruses in concentrations similar to the ones used to infect 

animals (107 virions) and observed that baculovirus and rabies viruses are able to infect ant cell 

cultures. Experiment performed on adult individuals result in negative expression. 
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Figure A1.8. Qualitative assessment of viral infection of ant brain cells. 

(a) Bright field depicting representative ant cell culture after 5 days. 

(b) Zoom in FOV depicting ant cells growing processes. 

(c) SF9 cells reporting in green infection with Baculovirus expressing GFP using the ant tubuling 

promoter. 

(d) Same virus as in (c) infecting ant cells after 5 days. Only 10% of the cells express GFP.    

(e) BHK cells reporting in green infection with pseudo-typed rabies virus carrying the VSV 

glycoprotein, expressing GFP. 

(f) Same virus as in (e) infecting ant cells after 5 days. Only 10% of the cells express GFP. 
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Appendix A 

Studying the neural substrate of nestmate 

recognition in ants. 

A.1 Introduction 

This section is presented as reference for future studies. Ants live in one of the most 

amazing complex societies from the animal kingdom, achieving one of the highest levels of 

organization, termed eusociality (greek: eu “truly”, social).  Their lives are organized around the 

maintenance of the colony, sacrificing their individuality in pursuit of the group wellbeing 

[Holldobler & Willson, 2008]. Depending on the ant species considered, each colony can contain 

from ten to as many as twenty million members. Interactions among members of these 

superorganisms are regulated by secreted chemical cues that convey a variety of messages, from 

the presence of an intruder to the location of a food source. Even more, the recognition of nestmates 

is also communicated through an array of chemicals which reside on the ants’ cuticles. In this 

appendix, we investigate the development of techniques aimed to explore the neural substrate 

mediating the recognition of chemical signals in the ant brain.  

 

Behavior 

A hallmark among ant societies is the ability of individuals to recognize members of the 

same colony, nestmates, and reject non-nestmate [Holldobler & Wilson, 1990]. This ability is a 
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pre-requisite and one of the conditions favoring the advent of eusociality. Nestmate recognition 

manifests itself at the individual level by an aggressive response to non-nestmate, either biting or 

dragging them outside the colony territory. Many studies quantify aggression by the presence or 

absence of the previous responses when two individuals are interacting, denoting an increment in 

antagonistic behavior when individuals transition from antennation to biting and then to dragging. 

Colony identity is mediated by chemicals presents on the ant’s cuticles. These chemicals consist 

on a blend of hydrocarbons. So far, evidence is contradictory about how ants perform nestmate 

recognition. However, data suggests that even a single chemical can trigger a behavioral response 

[Guerrieri et al, 2009; Martin et al, (2008)].  

As important as nestmate recognition is the ability of ants to communicate complex 

messages to their nestmates through the use of chemical signals acting at a distance. It is difficult 

to discuss these behaviors without referring to the various chemicals and glands producing these 

chemicals. For this reason, in the next section we examined the many different chemicals and 

glands mediating chemical communication among ants. 

 

Glands and Pheromones 

Ants have a wide variety of different exocrine glands that produce an array of chemical 

social signals [Holldobler and Wilson, 1990]. These social cues can be divided among two broad 

classes: the first class, encompassing pheromones, produces action at a distance, signaling danger 

or indicating the path to a rich food source; the second class, containing cuticular hydrocarbons, is 

used to recognized nestmates from colony invaders [Billen & Morgan, 1998]. These two systems 

constitute the major sources of chemical communication signals and are found in almost every ant 
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species. Pheromones are synthesized within insects’ glands through complex biosynthetic 

pathways, in which fatty acid precursors are extended and hydrocarbons formed (for a review, see 

[Tillman et al, 1999] and an example [Legendre et al, 2008]). These chemicals form the basis of 

pheromones or the cuticular hydrocarbons. 

Pheromones are stored in specialized glands and emitted or spread based on individual 

need to call for interspecific attention. Among pheromones acting at long distances, the presence 

of alarm and trail pheromones is widely conserved among different species. Alarm pheromones 

signal the presence of an enemy and depending on the internal state of the ant, they could cause 

aggregation and attack or, panic and dispersal [Blum, 1969]. Alarm pheromones are primarily 

produced by exocrine glands located in the mandibles and the sting (varying for different ant 

species). As an example, the major alarm pheromone in the Pogonomyrmex genus is 4-methyl-3- 

heptanone [McGurck et al, 1966]. 

Trail pheromones convey the location of food sources and trigger aggregation and path 

following behavior [Morgan, 2009]. They are produced in the sting and are laid as ants traverse a 

route. Trail pheromones might comprise single compounds or blends of different ones [Morgan, 

2009]. In the Pogonomyrmex genus, trail recruitment is accomplished with 3-ethyl-

2,5dimethylpyrazine but addition of 2, 5-dimethylpyrazine and trimethylpyrazine creates a more 

attractive blend [Holldobler et al, 2001]. Each type of pheromone is composed of one or just a few 

chemicals and, the chemicals in isolation can recapitulate the behavior in the lab. The stereotyped 

behavior that alarm and trail signals cause, their completely opposite valence and, the advantage 

of their off-the-shelf availability make a case for studying their representation in the brain.  

Cuticular hydrocarbons are secreted by the epidermis and form a coating covering the ant’s 

cuticle; more than 1000 cuticular hydrocarbon variants have been described among different ant 
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families (typically containing alkanes, alkenes, and their methylated forms [Martin & Drijfhout, 

2009]. Although each ant species possesses its own unique CHC pattern, there is no association 

between CHC profile and phylogeny. This vast diversity of species-specific chemicals makes CHC 

ideal candidates for nest-mate discrimination signals. The specific balance of the hydrocarbon 

profile is the pattern assessed by some ant species to perform nestmate recognition [Martin et al, 

2008]. In Camponotus, it has been shown that alteration of the profile by a single hydrocarbon in 

individual ants is sufficient to cause aggression [Guerreri et al, 2009]. Coating glass beads with 

non-nestmate (nestmate) patterns triggers (or does not trigger) aggression [Ozaki et al, 2005]. 

These chemicals are sensed through the ant antennae, as ants antennate each other probing the 

chemical profile by specialized receptors located inside antenna bristles called sensillae. In 

camponotus Japonicus, a specialized basiconica sensillae host such receptors [Ozaki et al, 2005]. 

Different sensilla, within the basiconica class, respond in a different way to CHCs. It has been 

suggested that the differential response of basiconica sensilla is used to recognize nestmate from 

non-nestmates [Sharma et al, 2015]. 

 

A.2 Behavioral Assays 

To recapitulate the behavioral response of ants to the presence of pheromones and, to probe 

the nestmate recognition code, we developed two behavioral assays in which ants are challenged 

to different stimuli (individual ants or different chemicals) within their colonies or in isolation 

under a microscope. We emulated the set up developed by [Branson et al, 2007] for Drosophila in 

which flies are arrange into an arena with a homogeneous floor, illuminated from the top and 

recorded with a camera while they perform a behavioral paradigm. In our case, the arena mimics 



171 
 

the housing of each colony and we used this arena to reproduce the nestmate recognition paradigm. 

For ants with a small number of individuals within the colony and sizes around 2mm in length, 

entire colonies can be maintained in transparent housings of eight by three centimeters. These 

colonies can be presented with different stimuli, in our case the introduction of a nestmate or non-

nestmate ant, and their reaction can be recorded and later scored in a high-throughput manner 

(Figure A1).  
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Figure A1.1. Behavioral assay. 

(a) Diagram representing the behavioral assay in which three colonies can be recorded 

simultaneously. In each of the three slots at the bottom, colonies are inserted after a stimulus is 

presented. 

(b) Snapshot of a Temonothorax colony taken on the setup (a).   

(c) Intermediate step of tracking algorithm in which background is subtracted to focus on the ants’ 

positions.  

(d) Ants can discriminate nest versus non-nestmate intruders. Colonies are randomly presented 

with a nestmate or non-nestmate individual and the behavior of the colony is scored for three 

minutes. The amount of ants attacking the intruder is shown. An ant is attacking an intruder if it is 

biting or dragging the introduced individual. Non intra-nest aggression was recorded in any of the 

experiments. 
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To monitor the behavior of individual ants under a microscope, we adapted the fly-on-a-ball 

setup developed by [Seelig et al, 2010] or [Kohatsu et al, 2011] to track the position of a tethered 

ant while exposed to different chemical cues. Additionally, this setup should permit the monitoring 

of behavior while performing two-photon calcium imaging. Briefly, an ant is tethered by a 

miniature pin that holds them from their back and it is positioned on top of a ball floating on an air 

cushion. Then, the bidimensional movement of the ball is tracked using an optical sensor ADNS-

3080 [ADNS3080, Avago Technologies]. We developed a matlab platform capable of recording 

real time video and, at the same time, this platform acquires the displacement coordinates of the 

ball. Through a simple mathematical transformation, these coordinates reveal the linear 

displacement of the animal in a virtual environment. All this information is interfaced with an 

Arduino board [Arduino.org]. Code for acquiring the optical flow of the sensor is available at DIY 

Drones ardupilot-mega under the name AP_OpticalFlow_ADNS3080.cpp, and the full platform 

was informed by [Optical Flow Website]. 
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Figure A1.2. Ant-on a-

ball set up.  

(a) Diagram representing 

the holder from which a 

foam ball is levitated. An 

ant is supported at the top 

from a pin.    

(b) The movement of the 

ant is monitored with a 

camera at the top. 

(c) Matlab interface in 

which the movement of the 

ball is transformed into a 

two-dimensional trajectory 

(shown on blue).  

 

 

A.3 From the periphery into the Brain, receptors and the neural pathway 

processing olfactory information 

The beginning of sensory transduction 

The best studied olfactory system in the insect realm corresponds to the fruit fly, 

Drosophila melanogaster (for a review see, [Vosshall and Stocker, 2007]). In Drosophila, 

chemosensation is mediated by two sensory systems: the olfactory system, composed of olfactory 

receptor neurons (ORNs) located on the antennae [Vosshall et al, 2000] and, the gustatory system, 

composed of gustatory receptor neurons (GRNs) situated principally in the proboscis and the legs 

[Scott et al, 2001].  
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Olfactory receptors neurons project their axons through the antenna into the antennal lobe, 

the first relay of olfactory information in the brain located in the ventral part of the insect 

protocerebrum.  The antennal lobe is divided into compartmentalized regions, termed glomeruli. 

In drosophila, a glomerulus is a structure aggregating neuropils from olfactory receptor neurons 

mainly expressing the same olfactory receptor [Vosshall and Stocker, 2007]. In the case of innate 

avoidance to CO2 and the aggressive response to the pheromone cVA, olfactory responses are 

mediated by a small subset of olfactory receptors (Gr21a, Gr63a and Or67d respectively) that in 

turn activate a small subset of antennal lobe glomeruli (V, the most ventral glomerulus and the 

DA1 glomerulus respectively) [Suh et al, 2004]; [Jones et al, 2007]; [Datta et al, 2008]; [Wang & 

Anderson, 2010]. Gustatory information, which is mainly non-volatile and it is mediated by 

contact, converge mostly to the suboesophageal ganglion. Gustatory chemosensation is 

responsible for the perception of appetitive food, its regulation on the extension or retraction of 

the proboscis and, the perception of certain Drosophila pheromones -through GRNs located in 

many body parts as the proboscis, wing margins, legs and ovipositor [Montell 2009]; [Thistle et 

al, 2012]. 

In other insect species, the only known olfactory receptor-ligand is the sex pheromone 

(Bombykol, Bombykal) of the moth Bombyx Mori and its receptors (BmOR1). However, no 

systematic sampling of the full receptor repertoire has been done to guarantee this assumption 

[Nakagawa et al, 2005] [Sakurai et al, 2004]. In ants, olfactory receptors have been 

computationally annotated and their functional properties have just begun to be investigated [Zhou 

et al, 2012]. 
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Figure A1.3 (preceding page).  Early stages of chemosensory processing in insects. 

(a) Diagram representing the location of chemosensory neurons in the fly.  

(b) Scanning electron micrograph of a fly head. Image courtesy of J. Berger, MPI-Developmental 

Biology, Tubingen, Germany.  

(c) – (d) Sensory organs indicating the position of different type of sensilla –hair like structures 

that host the dendrites of sensory receptor neurons.  

(e) Representative olfactory sensillum in which two ORNs dendrites are housed.  

(f) Antibody staining of a fly brain.  On green, Or83b:GFP-labeled ORN axons, red, brain neuropil, 

and blue, cell nuclei.  

Figure reproduced from [Vosshal and Stoker, 2007]. Panels (b-c) adapted from Benton et al. 

(2006), published by the Public Library of Science, which uses the Creative Commons Attribution 

License. 
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From the periphery into the brain 

Olfactory receptor cells send their axons into the first relay of olfactory information in the 

insect brain, a structure called antennal lobe. The insect antennal lobe is divided into neuropil 

arrangements termed glomeruli. In drosophila, it is well establish that axons from olfactory 

receptor cells expressing the same receptor converge to the same glomerulus and, their functional 

properties have been investigated by means of two photon calcium imaging [Wang et al, 2003]. In 

orthopteran (locust) a one-to-many code exists, in which olfactory receptor cells project to many 

micro-glomeruli. Given the lack of genetic tools, it is yet to be definitively established what model 

the ant antennal lobe follows. Nonetheless, given the high correlation between the number of 

putative olfactory receptors and the number of glomeruli, a one to one code is likely [Bonasio et 

al, 2010]; [Smith et al, 2011]; [Elsyk et al, 2016]. This indication is also repeated in another 

hymenoptera species as bees [HoneyBee Genome, 2006]. However, intracellular recordings and 

subsequent dye fillings, performed on next order projection neurons in the antennal lobe of 

Camponotus, revealed that five glomeruli respond to alarm pheromone [Yamagata et al, 2006]. 

This result contradicts the one-glomeruli – one-receptor logic.  

From the antennal lobe, projection neurons direct their axons to the lateral horn (implicated 

in innate behavior), to the mushroom body calix (implicated in associated behavior) or both [Wong 

et al, 2002]; [Lin et al, 2007]; [Caron et al, 2013]; [Aso et al, 2014]; [Wang et al, 2014]. These 

higher order centers have been less investigated and the dual nature of the olfactory pathway and 

its interconnection make it difficult to deconvolve function in such an uncharted territory 

[Kirschner et al, 2006] [Galizia & Rossler 2010]; [Yamagata et al, 2007]. We reasoned that given 

the spatial segregation of olfactory information into discrete units in the antennal lobe, this region 
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of the ant protocerebrum posed an ideal candidate region to investigate how the olfactory code 

differs when ant encounter friends and foes. 

Macroglomerulus in the antennal lobe have been implicated in differential processing of 

pheromones in different castes [Kuebler & Kleinedam, 2010]. This results suggests that 

morphology is an extremely helpful feature when dissecting glomeruli function. Additionally, 

detailed morphological information from many individuals can be used to correlate responses from 

different individuals. For this reason, we began the ant antennal lobe characterization by 

developing tools to build an atlas from which different individual functional experiments can be 

mapped onto. 
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Figure A1.4. Honey bee higher Brain Centers. 

(a) Confocal image depicting parallel olfactory systems in the honeybee brain, with a focus on 

the dual olfactory pathway from the antennal lobe into the lateral horn and the mushroom body. 

Projection neurons (PN). Antennal-lobe protocerebral tracts (APT). Medial-tract uniglomerular 

PN (m-APT, uPN). Lateral-tract PN (l-APT, uPN). Multiglomerular PN (mPN). Lateral horn 

(LH). Medio-lateral tract (ml-APT). Adapted and modified with permission from Ro¨ssler and 

Zube (2011).  

(b) Anterograde mass-fill of all APTs. Adapted and modified with permission from Kirschner et 

al. (2006).   

(c) Schematic overview of the dual olfactory pathway in the honeybee.  
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Computational Characterization Antennal Lobe 

With the aim of constructing a digital Atlas of the ant antennal lobe, we developed a manual 

pipeline to obtain confocal images of entire antennal lobes. A high contrast staining, based on 

[Ruchty et al, 2010] [see protocol A1.1] was developed to record the morphology of the ant brain 

even at the most ventral zones, where the microscope has to reach deep into the tissue and 

refraction increases and reduces the quality of the image.  

 

Protocol A1.1. High contrast staining of ant brain. 

- Ant brains were dissected under PBS. 

- Transferred into ice-cold fixative (2% formaldehyde + 2% Glutaraldehyde in phosphate 

buffered saline [PBS], PH 7.2) 

- Stored overnight @ 4.C.  

- Brains were then rinsed in PBS (three times, 10 min). 

- Brains were dehydrated in an ascending ethanol series (50, 70, 90, 95, and three times 

100%, á 10 min). 

- Transferred into methyl-salicylate (M-2047, Sigma-Aldrich, Steinheim, Germany). 

 

 

Next, confocal images from 10 antennal lobes from the Pogonomyrmex species were 

segmented manually to obtain an initial dataset. These ALs consisted of 356 glomeruli (on 

average) ranging in size but with some enlarged glomeruli. Exploratory analysis on this dataset 

revealed conserved landmarks (enlarged glomeruli) that can be used to register individual antennal 

lobes among themselves. Brainaligner was adapted to warp ant brains among themselves [Peng et 

al, 2010]. Although subsets of glomeruli were found to be conserved, the rest were highly variable 

and difficult to map. This difficulty is due to the shape and size variation among glomeruli and to 

natural variation in glomeruli number; in drosophila, the number of glomeruli varies five percent 

among individuals [Jenett et al, 2006.]. Given this information, we expected that ~20 glomeruli 
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might be randomly placed in each antennal lobe, a condition that introduces errors into automatic 

mapping software tools. 

Finally, preliminary software was developed to automatically segment glomeruli based on 

blob segmentation [Li et al, 2007]; [Liu et al, 2008]. However, given the previously described 

variation, anatomy alone was considered insufficient to produce an atlas, physiology should be 

combined and response profiles used to uniquely identify specific glomeruli in each individual.  
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Figure A1.5. Mapping different antennal lobes into a brain atlas. 

(a) Confocal sections of three different Pogonomyrmex brains at two different depths. Conserved 

set of glomeruli in each brain are encircled in green.  

(b) Confocal sections of two Temnothorax brains in which landmark glomeruli are marked in 

red, yellow, pink and blue.  

(c) Same brains as in (b) but this time the brains have been warped to a common atlas. 

(d) After warping, the positional mean squared error of each landmark glomeruli is reduced. 
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Calcium Imaging  

  Given the anticipated complexity of the antennal lobe responses to pheromones and 

nestmate recognition signals [Ruchty et al, 2010]; [Brandstaetter & Kleineidam, 2011]; [Galizia 

& Menzel, 1999], I sought to develop a calcium imaging platform to sample the activity of the 

majority of the antennal lobe simultaneously to reveal the logic of pheromone communication in 

ants. To this end, I adapted an imaging preparation previously used in drosophila, ants and honey 

bees [Galizia et al, 1997]; [Want et al, 2000] to directly visualize the activity of glomeruli within 

the antennal lobe. Nonetheless, given the negative result of not visualizing clear differences 

between different individuals, and the difficulty in obtaining clear responses from the presentation 

of different chemicals, we resort to alternative methodologies to improve odor delivery and loading 

of calcium indicators. 

 

 

A.4 The development of a calcium imaging platform. 

Identifying optimal Stimulus Condition by Antennogram Recordings.  

Electroantennography is a biological assay that records small voltage fluctuations in whole 

intact insect’s antennas in response to the stimulation with volatile odorants. Although a theoretical 

explanation is still missing, the voltage changes between the tip and the base of the antenna are 

believed to be caused by the depolarization of olfactory receptor neurons in synchrony [Syntech 

2004]. Electroantennogram recordings were used to identify defects in peripheral expression of 

genes in Drosophila Melanogaster mutants [Alcorta 1991], to identify two classes of odorant 
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pathway (in the antenna and the maxillary pulp) [Ayer & Carlson, 1992] and to identify genes in 

involved in olfactory signal transduction [Ayer & Carlson, 1991]. In ants, it has been previously 

used to optimize low volatile compound delivery methods and to establish correlations between 

the caste and different strength responses to pheromones in different castes [Brandstaetter et al, 

2010]; [Kleinedam et al, 2005].  

We used electroantennogram recordings to validate two-photon microscope preparations 

by recording responses during hours to different chemicals and to isolate chemicals which elicit 

maximal response in the antenna. We hypothesize that highly responsive chemicals might be 

activating many different olfactory glomeruli and this, in turn, might facilitate validation of 

responses on the 2p preparation. Firstly, we validated the antennogram preparation by reproducing 

previous measurements on drosophila melanogaster. Next, we recorded depolarization in the 

antenna of pogonomyrmex barbatus and identified Acetone and Ethyl acetate as chemical 

producing high activation. These general activation smells (in combination with a random and 

broad palette of smells) were used to troubleshoot the two photon microscope preparation. 
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Figure A1.6. Electroantenogram recordings. 

(a) Schematic representing the location at which recording electrodes contact the ant antenna. 

Ground electrode is inserted at the base of the antenna. 

(b) Electroantennogram recordings depicting the presentation of two stimuli at different 

concentration. Yellow, acetone; red, Ethyl acetate. 

(c) Average response to three different concentrations of stimuli in (b) after 5 trials. 

 

Improving Calcium Imaging Responses by delivering genetically encoded calcium indicators 

through viruses. 

Next, we sought to improve the signal to noise ratio in our two photon calcium imaging 

platform by delivering a genetically encoded calcium indicators (GECI) into the ant brain. A 

possible method to express exogenous genes into insect cells and embryos is viral delivery. 

Successful attempts have been made to deliver reporter genes (gfp) into drosophila S2 cells, 

silkworm embryos and adults and honeybee queens through the use of a baculoviruses or 

nucleopolyhedroviruses [Yamao et al, 1999]; [Kim et al, 2008]; [Ando et al, 2007]; [Ikeda et al, 

2011].  
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Viruses that infect insect hosts provide ideal candidates to produce transgenic insects able 

to express genetically encoded calcium indicators. Candidate viruses belong to the family of 

Baculoviridae, and to the family of alpha viruses, like Sindbis virus. Both of these viruses are 

hosted by insects; silkworm in the case of Baculovirus; mosquitoes in the case of Sindbis. In 

addition, glycoprotein deleted rabies virus present an ideal option when their endogenous 

glycoprotein is replaced by the vesicular stomatitis viral glycoprotein, given the expanded host 

capabilities conferred by this enveloped proteins. In the case of Sindbis and Rabies virus, these 

two are rna-viruses, skipping the need of a promoter to drive their expression and high jacking the 

host cell machinery to translate their genes. Baculovirus is a DNA virus; in a typical expression 

system, exogenous genes are driven by an intrinsic viral promoter. However, we are not a priori 

certain about the functionality of this promoter in ant cells. For this reason, ant functional 

promoters were isolated. Describing the procedure by which these regulatory DNA sequences were 

identified is the goal of the next section. 

 Baculovirus was ultraconcentrated to achieve excessively high titer according to the 

manufacturer specification and subsequently purified through size exclusion chromatography 

[Transfiguracion et al, 2007]. In the same manner, rabies virus was pseudotyped and concentrated 

according to [Wickersham et al, 2010]; [Wickersham et al, 2013] and this method was used to 

concentrate Sindbis. Sindbis generation was performed according to [Foy et al, 2004] and 

[Lundstrom et al, 2012] (I am thankful to Thomas Reardon and Andy Murray from the Jessell 

laboratory, Kei Saotome and Sasha Sobolevsky from the Sobolevsky  laboratory and Keneth Olson 

from Colorado State University for providing reagents and help in generating different viral 

variants). The examination of the proposed viruses is done in subsequent sections after we 

developed an ant cell culture assay. 



188 
 

 

Promoter Region Identification 

A possible alternative for expressing exogenous genes in insect tissue is the identification 

of widely expressed promoter regions and the development of expression vectors. Efficient 

expression vectors have been used in the past to select transgenic embryos, to introduce foreign 

DNA into cells and to drive expression in electroporation experiments [Huynh & Zieler, 1999]. 

With the purpose of developing expression vectors useful for driving the expression of GECI in 

ants, we isolated different ant promoter regions from Pogonomyrmex Barbatus and tested them in 

cell culture. 

We focused our efforts in isolating promoter regions for widely expressed genes such as 

Actin, Tubulin and a panneuronal marker termed Elav [O’Donnell et al, 1994]; [Natzle et al, 1984]; 

[O’Donnell & Wensick, 1994]; [Chung & Keller, 1990]; [Yao & White, 1994]. Using the existing 

genome assembly for Pogonomyrmex Barbatus, DNA regions spanning each gene was identified 

and the start codon mapped into the PBar genome. Based on the known promoter length for 

homologs genes in Dmel, candidate promoter regions were cloned and fused [Hobert 2002] to a 

reporter (gfp). Each DNA was introduced into two plasmid vectors, one necessary to construct a 

Baculovirus virus and the other one a common vector used to drive expression in Dmel insect cells.  

Next, we tested such construct by transfecting them into S9 Schneider cells derived from 

drosophila embryos. Although ant cultured cells have not been developed, S9 cells provide a quick 

platform to validate our plasmid vectors for expression of the gfp reporter. Plasmids were 

introduced into S9 cells by using cellfectin according to the manufacturer instructions (minimal 

optimization of transfecting conditions was done using a positive control carrying the DMel actin 
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5c promoter). Tubulin and Actin resulted in the highest expression levels compared to Elav, 

although this result can only be stated qualitatively given the fact that no normalizing control was 

co-introduced with each plasmid. However, given its size (~1Kb), the tubulin promoter resulted 

ideal for expression system.  

 

 

Figure A1.7. Qualitative assessment of transfected constructs carrying ant promoters into 

S9 cells. 

Constructs carrying different ant promoters fused with eGFP at putative ATG positions. 

Transfection is performed using cellfectin reagent. Transfection conditions (not shown) were 

optimized using positive control (construct carrying Drosophila actin promoter expressing eGFP). 

It is worth noting that to perform a quantitative assessment of expression levels, a second channel 

should be include in which positive control would have been transfected in each condition. In this 

way, at every condition, a ratiometric measurement would have been performed. 

(Top) Representative field of view (FOV) showing on green, gfp expressing cells. 

(Bottom) Mean fluorescent of the FOV shown on Top (a.u.). 

 

  



190 
 

Table A1.1. Primers used to clone ant promoter regions. 

Actin5c  
Forward primer ACCTTATTTGGTAGACAAGGTCG 

Reverse primer TACGAGCGCGGCAACTTC 

Product length 4327 

  

Alpha Tubulin  
Choice 1  
Forward primer TGGAGAGAAATGACTCGACCG 

Reverse primer GGCTTGTCCAACGTGGATTG 

Product length 1017 

  

OrCo  
Forward primer CCATGCAGACGGCATAAACG 

Reverse primer ACACTTTATGCAAGTATTTGGACG 

Product length 3070 

  

Elav  
Forward primer ATTTCCCCTTCTGTTCCGGG 

Reverse primer ACGACTGTGTCCATTCCGTT 

Product length 5387 

 

 

Ant Cell Culture Assay 

Cell culture systems are an excellent platform to study gene expression, widely used in molecular 

biology, genetic and biochemical studies [Bayne 1998]; [Barbara et al, 2008]; [Egger et al, 2013]; 

[Kreissl & Bicker, 1992]. We developed an ant cell culture with the purpose of testing the 

previously developed viruses and validate their efficacy in infecting ant cells. Given our limited 

availability of ant embryos, ant adult brain cells were dissociated according to protocol A1.2 and 

then plated. Different substrates (laminin, gelatin, glass and, plastic) were tested to guarantee 

optimal cell adhesion, with laminin resulting in better survival. Cell culture media was adapted 

from [Hunter, 2010], table A1.1 and guaranteed an average survival rate of 10 days.  
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Protocol A1.2. Ant brain cell dissociation protocol. 

- Adult individuals from Pogonomyrmex colonies were used. For easiness, ants were glued to 

individual petridishes and around ~50 individuals are used each time. 

- In a sterile, laminar flow hood, ants were surface sterilized with 70% ethanol. 

- Samples were then rinsed three times with PBS.  

- Sterile forceps were used to dissect the brain under cell medium.  

- Brains were incubated in collagenase for 3 min. Next, collagenase was inactivated by addition 

of new medium (containing FBS).  

- Next, brains were torn apart in medium by pipetting and then dispersed across multi-well 

plates, 24 wells (Costar®, Corning,NY) and incubates at 25°C temperature.  

- After cells displayed attachment, usually within 1d, half media was exchanged at intervals of 

2d. 

 

 

Table A1.1. Cell medium composition adapted from Honey bee, A. mellifera [Hunter, 2010] 

Schneider’s Insect Medium      150 ml 

0.06 ML-histidine solution (pH 6.35)    200 ml 

Fetal Bovine Serum (heat inactivated, 56°C for 30 min)  50 ml 

CMRL 1066        15 ml 

Hanks’ Salts        5 ml 

Insect medium supplement (×10)     2 ml 

Gentamicin, units/1 µl/ml 1 µl/ml     

Total volume of medium               ~422 ml;  

pH adjusted to 6.3–6.5 with 2 N HCl or NaOH 

 

Finally, we tested different viruses in concentrations similar to the ones used to infect 

animals (107 virions) and observed that baculovirus and rabies viruses are able to infect ant cell 

cultures. Experiment performed on adult individuals result in negative expression. 
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Figure A1.8. Qualitative assessment of viral infection of ant brain cells. 

(a) Bright field depicting representative ant cell culture after 5 days. 

(b) Zoom in FOV depicting ant cells growing processes. 

(c) SF9 cells reporting in green infection with Baculovirus expressing GFP using the ant tubuling 

promoter. 

(d) Same virus as in (c) infecting ant cells after 5 days. Only 10% of the cells express GFP.    

(e) BHK cells reporting in green infection with pseudo-typed rabies virus carrying the VSV 

glycoprotein, expressing GFP. 

(f) Same virus as in (e) infecting ant cells after 5 days. Only 10% of the cells express GFP. 
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