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ABSTRACT

Observationally Constrained Metal Signatures of

Galaxy Evolution in the Stars and Gas of

Cosmological Simulations

Lauren Corlies

The halos of galaxies - consisting of gas, stars, and satellite galaxies - are formed and

shaped by the most fundamental processes: hierarchical merging and the flow of gas into and

out of galaxies. While these processes are hard to disentangle, metals are tied to the gas that

fuels star formation and entrained in the wind that the deaths of these stars generate. As

such, they can act as important indicators of the star formation, the chemical enrichment,

and the outflow histories of galaxies. Thus, this thesis aims to take advantage of such metal

signatures in the stars and gas to place observational constraints on current theories of galaxy

evolution as implemented in cosmological simulations.

The first two chapters consider the metallicities of stars in the stellar halo of the Milky

Way and its surviving satellite dwarf galaxies. Chapter 2 pairs an N-body simulation with

a semi-analytic model for supernova-driven winds to examine the early environment of a

Milky Way-like galaxy. At z = 10, progenitors of surviving z = 0 satellite galaxies are found

to sit preferentially on the outskirts of progenitor halos of the eventual main halo. The

consequence of these positions is that main halo progenitors are found to more effectively

cross-pollute each other than satellite progenitors. Thus, inhomogeneous cross-pollution as a

result of different high-z spatial locations of different progenitors can help to explain observed

differences in abundance patterns measured today. Chapter 3 expands this work into the



analysis of a cosmological, hydrodynamical simulation of dwarf galaxies in the early universe.

We find that simple assumptions for modeling the extent of supernova-driven winds used in

Chapter 2 agree well with the simulation whereas the presence of inhomogeneous mixing in

the simulation has a large effect on the stellar metallicities. Furthermore, the star-forming

halos show both bursty and continuous SFHs, two scenarios proposed by stellar metallicity

data. However, the metallicity distribution functions of the simulated halos are both too

metal rich and too peaked when compared to the data. This comparison reveals that a

complex SFH and a broad metallicity distribution can develop rapidly in the early Universe.

The third chapter moves to the present day with a consideration of the circumgalactic

medium (CGM) around nearby Milky Way-like galaxies. We compare a cosmological sim-

ulation of a Milky Way-like galaxy to recent absorption line data and find that a reduced

extragalactic ultraviolet background brings the column density predictions into better agree-

ment with the data. Similarly, when the observationally derived physical properties of the

gas are compared to the simulation, we find that the simulation gas is always at tempera-

tures approximately 0.5 dex higher. Thus, similar column densities can be produced from

fundamentally different gas. Metal-line emission is then considered as a complementary ap-

proach to studying the CGM. From the simulations, we find that the brightest emission is

less sensitive to the extragalactic background and that it closely follows the fundamental

filamentary structure of the halo. This becomes increasingly true as the galaxy evolves from

z = 1 to z = 0 and the majority of the gas transitions to a hotter, more diffuse phase. Finally,

resolution is a limiting factor for the conclusions we can draw from emission observations but

with moderate resolution and reasonable detection limits, upcoming instrumentation should

place constraints on the physical properties of the CGM.

Future work advancing the techniques in this thesis remain promising for putting new

observational constraints on our theories of galaxy evolution.
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Chapter 1

Introduction

Do not look at stars as bright spots only. Try to take in the vastness of the universe.

– Maria Mitchell

The study of galaxies is, in the broadest terms, a study of how galaxies accrete gas,

inefficiently form stars, and then energetically return the metals formed. Because they are

not evolving in isolation, these processes are all affected by the galaxy’s environment in the

larger Universe such as cosmic filaments feeding the galaxies and mergers with other galaxies

within the hierarchical structure formation paradigm of ΛCDM cosmology.

The goal of this thesis is to advance our understanding of galaxy evolution by constraining

analytic models and hydrodynamical simulations with different observations of metals in both

the gas and stars of nearby galaxies. In this initial section, we give an overview of the basic

processes involved in shaping both the gaseous and stellar halos of Milky Way-like halos.

We then present a more focused summary of the two primary observational considerations

of this thesis - the Local Group Dwarf galaxies and the circumgalactic medium.
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1.1 Overview of Galaxy Formation and Evolution

Galaxies are perhaps the most striking and complicated celestial bodies in the Universe.

Once discovered to be not merely nebulae within our own Galaxy but distinct and distant

objects in their own right, the question that naturally arises is how do these bodies form?

This is shortly followed by: how quickly do they evolve?

Two opposing theories emerged to address these questions. Eggen et al. (1962) proposed

that a galaxy was formed from a monolithic collapse of gas with the earliest stars forming on

elliptical orbits in the halo and the later generations of more metal-rich stars forming into a

disk as energy was dissipated and angular momentum conserved. In contrast, Searle & Zinn

(1978) put forth the idea that parcels of gas could fragment and collapse at a range of times

beyond the initial collapse of the central regions, better explaining the age and metallicity

range of globular clusters in the stellar halo.

Remarkably, these two theories still have relevance within the modern framework of

galaxy formation and evolution. Gas is expected to fall in from the virial radius of galaxies

and feed and form the galactic disk as in Eggen et al. (1962), just over a much longer

timeframe (e.g. Kereš et al. 2005; Joung et al. 2012; Nelson et al. 2015a). Furthermore,

hierarchical structure formation reminiscent of Searle & Zinn (1978) is currently accepted

as the basis of galaxy formation in ΛCDM cosmology. With a Universe dominated by dark

matter, halos collapse into a range of masses depending on the initial density perturbation

(Press & Schechter 1974). Smaller objects then continuously merge to form bigger halos

such as the Milky Way. In addition to being the mergers of dark matter halos, these events

also bring with them stars, creating both the diffuse stellar halo and the substructure within

as observed in the halo of our own galaxy (Bullock & Johnston 2005) as posited by Searle &

Zinn (1978). These mergers can also bring in gas, as clearly demonstrated by the in-falling
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Large and Small Magellanic clouds (LMC and SMC) of the Milky Way (e.g. Putman et al.

1998; Brüns et al. 2005; Nidever et al. 2010) but also in the interaction of other nearby

galaxies (Sancisi et al. 2008; Pearson et al. 2016).

In the remainder of this section, we present a short discussion of the properties and

formation mechanisms of the stellar halo - the main component of stellar accretion in the

Galaxy. This is followed by an overview of the primary processes of the gaseous halo -

accretion and outflow - and their connection to the multiphase gas seen in the halo of the

Milky Way and similar galaxies.

1.1.1 Stellar Accretion: the Stellar Halo and Satellite Galaxies

Surrounding the disk of the Milky Way is the stellar halo, a roughly spherical distribution

of stars extending far beyond the disk, and the remaining satellite galaxies (see Helmi 2008,

for an in-depth review). The stellar halo is kinematically distinct from the thick and thin

disk components of the Galaxy (Majewski et al. 1996; Helmi 2008). The low metallicities

of halo stars suggest that they are largely an accreted population which has been confirmed

by many theoretical studies (e.g. Bullock & Johnston 2005; Bell et al. 2008). Relics of these

accretion events are seen as substructure in the halo, most dramatically in the Sagittarius

dwarf stream (e.g. Ibata et al. 1994; Majewski et al. 2003) but in a series of other streams

as well (Belokurov et al. 2006). A smaller portion of the halo is also attributed to stars that

have been kicked out of the stellar disk, though they can be identified by their kinematics

and metallicities (Sheffield et al. 2012).

While the stellar halo represents the relics of the past merger history of the Milky Way,

a population of surviving satellite galaxies has been observed and their numbers are grow-

ing. Stellar abundances of stars in these galaxies suggest that there are intrinsic differences

between these surviving halos and their disrupted counterparts (Frebel et al. 2010; Kirby
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et al. 2008; Lee et al. 2013) The properties of the current Local Group dwarf galaxies are

discussed in Section 1.2.1 and the implications of their differences from the stellar halo are

investigated in Chapter 2.

1.1.2 Gas Accretion and the Multiphase Halo

The form and rate of gas accretion onto galaxies from the intergalactic medium (IGM) is an

ongoing area of active research. Following the theory of monolithic collapse, galaxies have

long been thought to possess a diffuse hot halo of gas that has been shock-heated at the

virial radius as it is accreted onto the galaxy (White & Rees 1978; Fukugita & Peebles 2006;

Crain et al. 2010). Direct observational evidence for this hot halo comes from X-ray emission

within a few kpc of the disk (Fang et al. 2006; Tyler et al. 2004). Indirect evidence for this

“hot-mode” accretion suggests that the hot halo extends as far as 30 kpc to explain the

head-tail structure of high velocity clouds (Westmeier et al. 2005) and even beyond to drive

the ram-pressure stripping of dwarf galaxies within the Milky Way’s virial radius (Grcevich

& Putman 2009).

However, in recent years, with the advancement of cosmological simulations, the picture

has become more complicated. In a ΛCDM universe, gas and galaxies are known to follow

a filamentary structure, providing preferential directions for gas to flow into galaxies (Joung

et al. 2012). Smoothed particle hydrodynamics (SPH) simulations have found that accretion

of gas onto low mass and Milky Way-like galaxies before z = 2 was dominated by gas that

was never shock-heated, remaining at T ≈ 104 K and penetrating to the galactic disk (Kereš

et al. 2005, 2009; Brooks et al. 2009; Stewart et al. 2011). HI observations of High Velocity

Clouds (HVCs) in the Milky Way can tentatively be attributed as evidence for this “cold-

mode” accretion (Wakker et al. 2001; Putman et al. 2002; Saul et al. 2012) but the rate of

this accretion suggests that there is not enough mass in such clouds to completely fuel the
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Milky Way’s star formation (Putman et al. 2012). On the contrary, indirect absorption line

studies of external galaxies suggests that there may be significant amounts of HI extending

far from the centers of both active and passive galaxies but it is unclear if and how this gas

will ever reach the disk for future star formation (Tumlinson et al. 2013a).

More recent adaptive mesh refinement (AMR) simulations (Joung et al. 2012) and moving-

mesh simulations (Nelson et al. 2013, 2015a) of gas accretion suggest that the gas does not

necessarily stay this cold. Instead, the majority of the gas of a Milky Way-like object at

low-redshifts is neither hot nor cold when accreted but warm (105 < T < 106 K) though

still flowing along filaments. This is supported by the high covering fraction of Lyman α

absorbers seen around nearby galaxies (Bowen et al. 2002; Prochaska et al. 2011; Tumlinson

et al. 2013a). Absorption studies also suggest that a more significant fraction of gas may lay

within this temperature range than previously thought (Tumlinson et al. 2011; Werk et al.

2014).

Thus, the halo of a Milky Way-like galaxy is observed to have three distinct phases -

cold, warm, and hot. Externally, absorption line studies of low-z galaxies show spatial and

kinematic agreement between the cold/warm gas but a broadening of lines associated with

warm/hot gas (Werk et al. 2013). However, the amounts and geometries of these different

phases remain uncertain and any model of galaxy formation has to account for both their

existence and their interplay.

1.1.3 Outflows and Feedback

Equally under debate is the form and significance of various forms of feedback in shaping the

gaseous halos of galaxies. In the simulations, multiple forms of feedback are implemented to

keep gas from over-cooling in the centers of galaxies and forming objects that are too bulge-

dominated (e.g. Agertz et al. 2011; Brook et al. 2011; Piontek & Steinmetz 2011; Hummels
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& Bryan 2012). The goal of the feedback is to efficiently remove gas to better match the

stellar mass distribution function (Davé et al. 2011; Schaye et al. 2010; Nelson et al. 2015b)

as well as to enrich the halo to the non-pristine levels that are observed (Scannapieco et al.

2006; Oppenheimer & Davé 2008; Wiersma et al. 2010; Ford et al. 2015).

The dominant feedback is generally agreed to be that of Type II supernovae (SNe)

(Aguirre et al. 2001). These objects promptly explode after they have been formed and

their efficiency can be tuned to reproduce global observed properties of galactic stellar

disks (Governato et al. 2007). They are also a dominant source of metals, whose pres-

ence drives cooling and future star formation in the simulations (Scannapieco et al. 2005;

Choi & Nagamine 2009; Hirschmann et al. 2013). However, other forms of feedback are

known to exist and their strengths and effects are being steadily incorporated into different

hydrodynamical simulations such as: cosmic rays (Brook et al. 2011; Salem & Bryan 2014;

Salem et al. 2014), AGN (Sijacki et al. 2007; Booth & Schaye 2009) and radiation pressure

(Hopkins et al. 2012; Agertz et al. 2013; Ceverino et al. 2014; Trujillo-Gomez et al. 2015).

The interplay among these different physical processes has implications for the density, tem-

perature, and metallicity structure of the gaseous halos of galaxies that are now beginning

to be tested by observations (Hummels et al. 2013; Ford et al. 2015; Liang et al. 2015; Salem

et al. 2015; Suresh et al. 2015b). Working towards better agreement between simulations

and observations in this way is a fundamental step in advancing our theories on the evolution

of gas in galaxies.

1.1.4 Summary

In summary, the evolution of galaxies is linked directly to the histories of their stellar ha-

los, which hold keys to its dark matter merger history, and its gaseous halos, wherein gas

accretion provides fuel for star formation and feedback removes gas and metals from the
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galaxy center. While the methods may remain roughly the same over time - minor satellite

mergers, filamentary flows, and star formation-driven feedback - these processes are expected

to proceed differently for different mass halos (Scannapieco et al. 2006; Kereš et al. 2009;

Nelson et al. 2013). However, it is small galaxies in the early universe that were the pro-

genitors of the massive galaxies observed today. For a complete picture of galaxy evolution,

it is necessary to understand how these early galaxies formed as well as how these massive

galaxies are evolving currently.

To this end, this thesis examines simulated galaxies at two extremes: low-mass galaxies at

high-redshift and high-mass galaxies at low redshift to better understand the metal signatures

of stars and gas in cosmological simulations and in the context of a series of observations. The

following sections provide an introduction to the main observational data used to constrain

our current theories.

1.2 Observational Considerations I: Near-Field Cos-

mology and the Local Group Dwarf Galaxies

Unraveling the complicated history of galaxies like the Milky Way at low-redshift requires

an understanding of the progenitor halos that formed it. Yet detecting these galaxies at the

highest redshift is challenging and will remain so even with the advent of the James Webb

Space Telescope (Okrochkov & Tumlinson 2010; Boylan-Kolchin et al. 2016). However, it is

these smallest halos that are the most abundant at high redshifts and that drive both the

inhomogeneous reionization (Bullock et al. 2000; Benson et al. 2002; Busha et al. 2010a) and

chemical enrichment (Scannapieco et al. 2002; Salvadori et al. 2014) of the early Universe.

Instead of relying on direct observations, the field of near-field cosmology has developed

to probe these early phenomena using the Local Group dwarf galaxies (for a recent review
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see Frebel & Norris 2015). As relics of the early universe, their closeness allows for a detailed

study of their structure and metallicities not available with direct searches. These metallicity

measurements will provide the observational constraints for work in Chapters 2 and 3.

1.2.1 Properties of the Local Group Dwarf Galaxies

The number of observed satellite galaxies surrounding the Milky Way and Andromeda has

rapidly expanded in the past 20 years thanks to the Sloan Digital Sky Survey (see Ko-

posov et al. 2008, and the references therein), the Pan-Andromeda Archaeological Survey

(McConnachie et al. 2009) and now the Dark Energy Survey (Drlica-Wagner et al. 2015).

(McConnachie (2012) presents a full census.) These galaxies typically are broken into two

groups: the “classical dwarfs” with −17 ≤ MV ≤ −8 and the “ultrafaint dwarfs” (UFDs)

with magnitudes fainter than this. They fall on the scaling relations defined by more massive

galaxies, suggesting that they are a low-mass extension of the main galaxy formation process

and not a special, distinct population (Tolstoy et al. 2009).

Similarly, the dwarf galaxies fall tightly onto a well-defined mass-metallicity relation

(Kirby et al. 2013). In general, the smaller masses of the dwarf galaxies corresponds to

lower average metallicities for the stars in each galaxy. This in turn implies a short, simpler

star formation history (SFH) for these smaller objects in order to keep the amount of self-

enrichment low. Color-magnitude diagrams of these objects suggest that they are comprised

of ancient stellar populations, forming the majority of their stars before reionization (e.g. de

Jong et al. 2008; Brown et al. 2014; VandenBerg et al. 2015). Furthermore, with the measured

SFH, an expected number of SNe can be calculated and the amount of metals they should

have produced estimated. By comparing the measured metallicities to the expected values if

all of the metals were retained implies that some of these galaxies have lost as much as 99%

of the metals they have produced (Kirby et al. 2011c), with some fraction likely enriching

8



the surrounding IGM.

Finally, all of the dwarf satellite galaxies (except the LMC and SMC) within the Milky

Way are observed to be quenched (Grcevich & Putman 2009). Similarly, dwarf galaxies close

to a more massive halo are preferentially devoid of gas when compared to field dwarfs (Geha

et al. 2012). These results suggest that environmental factors can play a role in the evolution

of these galaxies. In addition to quenching as they currently fall into a larger halo, these

remaining dwarf satellites can be found on the outskirts of the main halo progenitors at early

redshifts (z = 10), with implications for how cross enrichment might have proceeded (Corlies

et al. 2013). However, at earlier redshifts, the volume occupied by the Milky Way was more

representative of the universe as a whole, such that the sample may not be as biased as was

first assumed (Boylan-Kolchin et al. 2016).

1.2.2 Stellar Abundances as SFH Indicators

Beyond their photometry, chemical abundance measurements of stars within these galaxies

can better illuminate the metallicity and gas evolution at early times. Metals are produced by

stars in their late-stage evolution: in AGB winds, in planetary nebulae, in Type II SNe and

in Type Ia SNe. The supernovae are particularly important because the energy associated

with the explosions is capable of spreading the metals to large distances and potentially even

out of the galaxy, enriching both the IGM and neighboring galaxies (Wise et al. 2012b; Smith

et al. 2011) However, the time scales and metals produced in these events varies, revealing

details of the SFHs.

The most common diagnostic is the [α/Fe] vs [Fe/H] plane. Type II SNe result from

stars with 11 ≤M∗/M� ≤ 40, exploding roughly 10 Myr after being formed and producing

most of the α elements (e.g. Ca, Ti, Mg) in the Universe (Woosley & Weaver 1995). As

star formation proceeds initially, the assumed fixed yields of the SNe mean that the stellar
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metallicities evolve as a straight line in this plane due to prompt Type II SNe enrichment.

Once lower mass stars have had time to evolve into compact objects, Type Ia SNe can begin

to explode. These SNe preferentially produce Fe which in turn increases the metallicity more

rapidly than the α abundance (Binney & Merrifield 1998). This results in a “knee” in the

[α/Fe] vs. [Fe/H] plane.

As the galaxy forms stars, tracks in this plane are generated by this continuous self-

enrichment of the gas. The more massive halos form stars more rapidly such that the

halos enrich to high metallicity before the start of Type Ia SNe, shifting the knee to high

metallicities. The converse is true for the lowest mass galaxies where it is possible to observe

no knee at all, just a steady decline. These general trends are confirmed by observations of

stars in three different halo mass ranges (Robertson et al. 2005a).

In this way, any observation of lower [α/Fe] values at higher metallicities implies some

form of extended star formation within the galaxy (Webster et al. 2015). Such stars have

been observed even in the UFDs, which are thought to have some of the shortest SFHs

(Vargas et al. 2013). Studies are also now expanding to include observations of neutron-

capture elements (e.g. Ba, Sr) although the formation and yields of these elements are less

certain, making their signatures harder to interpret (Roederer et al. 2010; Lee et al. 2013)

Historically, cosmological simulations only track a global metallicity field, such that any

predictions for abundances must rely on ionization modeling and assumptions about the

abundance ratios of elements (typically assumed to be the same as the solar abundances).

Recently, a set of simulations has differentiated between metals generated by the first metal-

free stars (Population III) and the metal-enriched stars that follow (Population II) (Wise

et al. 2012b). Zolotov et al. (2010) explicitly followed metals in a Milky Way-like cosmo-

logical simulation but at lower resolution than what is necessary to trace the small halos

corresponding to the dwarf satellites today. In general, the computational cost of running a
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full cosmological simulation tracking these abundances is still prohibitive, although idealized

models may make progress in the interim.

1.3 Observational Considerations II: Circumgalactic Medium

While the Local Group dwarf galaxies provide an excellent test bed of early galaxy formation

and evolution, they ultimately represent only a piece of the total lifetime of a Milky Way-like

galaxy. A complete picture of galaxy formation requires a deeper understanding of the flow

of gas into and out of massive galaxies in the local Universe.

The multiphase structure of the gaseous halos of galaxies like the Milky Way is dis-

cussed in detail above. These gaseous halos are commonly referred to as the “circumgalactic

medium” (CGM), gas beyond the main star-forming or stellar component of the galaxy but

still within the virial radius. The CGM connects the star-forming centers of galaxies to their

larger environment in the IGM. In general, the gas can be detected with two methods: indi-

rectly though absorption lines found in the spectra of background quasars or directly through

emission from the gas itself. However, the expected low densities and high temperatures of

this gas make it particularly difficult to detect.

Typically, the absorption due to a given ion is strongest at temperatures close to the

ionization energy of the given ion. Similarly, metal line emission from a given ion is strongest

for the temperature at the peak of the cooling curve for the given ion. Bertone et al. (2013)

quantifies the contribution of a large number of ions to the cooling of the diffuse Universe

across a range of redshifts. For a Milky Way-like galaxy, the lines of Lyα, SiIII, CIII, CIV,

and OVI are expected to be the dominant cooling lines (Furlanetto et al. 2004; Bertone et al.

2013; van de Voort & Schaye 2013). These lines are all located in the ultraviolet, making

observations difficult unless they are done at higher redshifts where the lines have shifted
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into the optical.

Measuring column densities and emission for a variety of metal lines can place better

constraints on the physical properties of the gas being measured (Werk et al. 2014). How-

ever, modeling of both the data and the simulations typically makes a number of simpli-

fying assumptions when utilizing the photoionization code, cloudy (Ferland et al. 1998).

An observed absorber component or simulated gas cell is assumed to be of constant den-

sity, temperature, and metallicity as well as having a uniform extragalactic UV background

(EUVB) as the source of photoionization (Haardt & Madau 1996, 2001, 2012). cloudy then

calculates the ion fractions and and emissivities desired assuming ionization equilibrium.

Variations of the EUVB may not have an effect on the column density measurements

at higher redshift (z ≈ 3) (Sravan et al. 2015) but seem to produce large differences at

low redshifts (z ≈ 0.2) (see Chapter 4). The EUVB itself is also highly uncertain, with

simulations of the Lyman α forest requiring a factor of 2-5 increase in the photoionization

rate in the latest form of the EUVB (Kollmeier et al. 2014; Shull et al. 2015). Furthermore,

simulations are also beginning to relax the ionization equilibrium assumption with potentially

important consequences (Oppenheimer & Schaye 2013), though not as important as the

temperature of the gas (Oppenheimer et al. 2016) and the computational cost of doing

so remains high. Despite these uncertainties in the modeling, both absorption and emission

studies have begun to illuminate the physical properties of the CGM and are the observational

framework for the work described in Chapter 4.

1.3.1 Absorption Studies

At higher redshifts, Lyman α and the ultraviolet metal lines of interest have shifted into the

optical, making observations easier and successful (Steidel et al. 2010; Simcoe et al. 2004). At

low-redshift, several studies have begun pushing our knowledge of the more local CGM with
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measurements of MgII (Chen et al. 2010) and OVI for a number of galaxies (Prochaska et al.

2011; Thom & Chen 2008). Recent surveys with Cosmic Origins Spectrograph have begun

to characterize the CGM of Milky Way-like galaxies (COS-Halos: Tumlinson et al. 2011,

2013a; Werk et al. 2013), dwarf galaxies (COS-Dwarfs: Bordoloi et al. 2014) and massive

galaxies with broad wavelength coverage (COS-GASS: Borthakur et al. 2015). As the data

grow more numerous, they provide stronger constraints on the physical properties of the

CGM that must be reproduced by cosmological simulations. Yet these observations are

typically restricted to one sightline per galaxy, limiting our ability to place constraints on

the distribution of the CGM of a single galaxy.

However, simulations have had difficulties reproducing these current observations of the

CGM. Many seem to produce the correct amount of low ionization ions such as SiIII and

CIII but simultaneously reproducing OVI has proved elusive (Hummels et al. 2013; Ford

et al. 2015; Liang et al. 2015). Two exceptions include simulations with AGN feedback that

is known to be too strong (Suresh et al. 2015b) and simulations including cosmic rays (Salem

et al. 2015).

1.3.2 Emission Studies

Although more difficult because of the extremely low signal, emission observations have the

added advantage of generating maps of the entire CGM of a single galaxy instead of probing

a single line of sight to a background quasar. At high redshifts, surveys have found large

amounts of Lyman α emitters (e.g. Bridge et al. 2013; Gawiser et al. 2007) and a growing

number of the more extended Lyman α blobs/halos (e.g. Matsuda et al. 2011; Steidel et al.

2011, 2000), both of which are typically associated with highly star-forming galaxies. Metal-

line emission, by nature much dimmer, has remained elusive (Arrigoni Battaia et al. 2015).

Recently, the development of new integral field units MUSE and KCWI has made it pos-
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sible to generate entire maps of the CGM emission, complete with kinematics. Combining

the extended spatial information with the kinematics of the gas has allowed for early obser-

vations of Lyman α emission to be linked to both global outflows (Swinbank et al. 2015) and

filamentary inflows (Martin et al. 2014).

Because the observations are more limited, simulations examining emission are less nu-

merous than their absorption counterparts. However, predictions indicate that the next

generation of UV/optical instruments currently either in development or under discussion

should be able to detect emission from the CGM of nearby galaxies (Furlanetto et al. 2004;

Bertone & Schaye 2012; van de Voort & Schaye 2013; Sravan et al. 2015, and Chapter 4).

The balloon-borne FIREBall-2 looks to build on its predecessor (Milliard et al. 2010) and its

improved detectors (Hamden et al. 2012) could yield exciting new observations as early as

next year. Further in the future, any proposed space-based UV/optical telescope will surely

have the required resolution and sensitivity to provide emission maps of low-z galaxies.

1.4 Outline of Thesis

This thesis consists of three main chapters that aim to advance our understanding of galaxy

evolution by using observed metal signatures of both gas and stars to constrain theoretical

models. In particular, stellar abundances of Local Group Dwarf galaxies and column density

measurements of the low-z CGM of Milky Way-like galaxies can be used to constrain the

results of cosmological, hydrodynamical simulations.

Chapter 2 presents a study of the role of environment at high redshift on the chemical

evolution of the surviving Local Group dwarf galaxies. In particular, we address the question

of whether cross-pollution from the supernova-driven winds of nearby halos has a preferential

non-effect on satellite galaxies in the early universe. We find that satellite galaxies progeni-
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tors are preferentially located on the outskirts of the forming main halo and are more likely

to be chemically isolated than their main halo counterparts. These differences can help ex-

plain discrepancies in measured stellar abundances between Milky Way halo stars and stars

of the ultrafaint dwarf galaxies.

Chapter 3 expands on the previous chapter in examining the assumptions of the analytic

models therein, specifically the extent of SN-driven winds and the inhomogeneous mixing

of star-forming gas. It then provides an examination of the observable properties of the

simulated galaxies. The galaxies can be classified into three different star formation history

categories that are consistent with observations of the Local Group ultrafaint dwarf galaxies

but the metallicity distribution functions of these simulated halos are typically too peaked

and too metal rich. Still, the simulation does in fact generate complicated star formation

histories and a spread in stellar metallicities all within a time period as short as 500 Myr.

Chapter 4 moves to the present day with the study of the CGM of a simulated Milky

Way-like galaxy in the context of current absorption observations. The simulated column

densities are found to be too low when compared to the data but a modification of the

ionization assumptions, namely the strength of the extragalactic UV background, brings

better agreement. The simulation is then used to predict direct emission signatures of

multiple metal-lines for upcoming observations which in turn help to draw conclusions on

the necessary surface brightness limits and required angular resolution for such detections.

The evolution of the emission and its connection to the physical properties of the CGM is

also explored.

Chapter 5 summarizes the main conclusions of this thesis and discusses potential direc-

tions for future work.
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Chapter 2

Chemical Abundance Patterns and

the Early Environment of Dwarf

Galaxies

2.1 Introduction

For several decades now, hierarchical formation of dark matter halos, or small halos merging

to form larger halos, has provided the framework for theories of galaxy formation. Within

this paradigm, the stellar halo and substructures within it (such as satellites and stellar

streams) can arise naturally from the accretion and subsequent disruption of dwarf galaxies

(Bullock & Johnston 2005). A potentially serious challenge to this theory emerged when

observations revealed systematic differences in abundances between stars in the classical

dwarf spheroidals and those in the stellar halo: at [Fe/H]≈-2, halo stars were found to have

higher [α/Fe] than those in the dwarf galaxies (see summary by Venn et al. 2004). If the

This chapter contains text from an article published in The Astrophysical Journal Letters, Volume 773,
Issue 2, article id. 105, 8 pp. (2013).
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stellar halo was built up from dwarf galaxies, how could these abundance differences exist?

However, it was soon realized that the infalling objects that build the bulk of the stellar

halo would have been accreted predominately at early times before the explosion of Type Ia

supernovae, when only high-α stars would have had time to form. In contrast, the current

dwarf spheroidal satellites would have typically been accreted at later times, allowing for

some low-α stars to form from gas which had been polluted by Type Ia supernovae, which

could account for the abundances differences (Robertson et al. 2005b; Font et al. 2006a).

More recently, further paradoxes in abundance patterns have emerged when examining

lower-metallicity stars ([Fe/H] ≈ -3): neutron capture elements such as Barium and Stron-

tium were found to have systematically lower abundances in the Ultrafaint dwarf satellite

galaxies (UFDs) than in the Milky Way stellar halo (see compilation by Frebel 2010); and

α-element abundances appeared to be higher in the classical dwarf satellites as opposed to

the stellar halo (Kirby et al. 2011a). If we assume that the progenitors of the disrupted and

surviving satellite galaxies are the same except for their accretion times, then we might ex-

pect the low-metallicity stars in both systems to have the same abundance patterns and any

differences again seem to challenge the hierarchical structure formation paradigm. Alterna-

tively, the disparity could be used to inform one about the nature of the progenitors. The

dwarfs that form the satellite system of the Milky Way are potentially different from those

that formed the stellar halo by virtue of the fact that they were accreted later and survived.

The disparity in accretion times in turn suggest other possible differences between satellite

and halo progenitors in the early Universe, in particular between their spatial locations and

hence environment. Indeed, the nature of star formation in the first galaxies is expected

to be heavily influenced by patchy re-ionization, inhomogeneous chemical enrichment from

Population III stars and cross-pollution from neighboring systems. Thus, these abundance

pattern differences can potentially serve as a unique window on these early times and speak
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to the very way in which the Galaxy formed within the hierarchical model.

Abundance patterns are dictated by several factors. For example, larger systems are

typically influenced by pollution from a more fully sampled stellar initial mass function

(IMF). Thus, the effective yield from a combination of many different mass supernovae

produces an averaged abundance pattern in the stars with small dispersion. Conversely,

lower mass galaxies may be polluted by a more incompletely sampled stellar IMF and can

be influenced by stochastic effects. In particular, Lee et al. (2013) showed the skew of the

distribution of neutron capture elements in the UFDs relative to the distribution seen in the

stellar halo could arise from the stars in the smaller objects being polluted by the highly-mass

dependent yields of a small number of supernovae. Note, however, that this picture is only

strictly true for galaxies evolving in isolation. If low mass galaxies happen to experience high

levels of cross-pollution from their neighbors, the abundance patterns would then reflect the

effective yield of many supernovae, leading to the same average value we would expect for

more massive galaxies. Hence, it is the combination of galaxy mass and environment that

determine the abundance patterns.

With this understanding, the measured abundance differences between halo stars and the

UFDs can naturally be explained if one of these classes of objects is preferentially:

polluted — if the first stars have unique yields as is currently assumed, differences in the

amount of pollution from these stars could be driving the abundance differences

isolated — if the dwarf galaxy progenitors are chemically isolated, their abundance pat-

terns would reflect stochastic pollution, while the cross-polluting main halo progenitors

would converge to an average

Both of these explanations require differences among the level of cross-pollution (and simi-

larly isolation) experienced by these two classes of objects. This naturally leads to the main
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questions that are the focus of this work: what is the role of cross-pollution and does it

affect the progenitors differently? To what extent are the progenitors of the different classes

of objects (i.e. satellites vs. the main halo) isolated at high z?

The most obvious way to address these questions is using detailed, cosmological, hy-

drodynamical simulations of the early formation and environment of a massive galaxy and

its satellites. Such a simulation would need to track individual sub-galaxies forming in a

Milky Way-like main halo at high redshift to the present day with high enough resolution

to accurately follow inhomogeneous pollution from these halos and the effects on subsequent

star formation (e.g. work by Simpson et al. 2013, suggests a resolution of better than 10

pc is needed to follow outflows from low-mass dwarf galaxies). State-of-the-art simulations

are not yet able to meet these combined criteria. For example, Wise et al. (2010) followed

the cross-pollution of dwarf galaxies in both dense environments and voids with a maximal

resolution of 1 pc comoving using Enzo (Bryan et al. 2014). However, to meet these specifi-

cations, the simulation was only run to z = 7 instead of to z = 0 in a 1 Mpc box, which is too

small to encompass the progenitors of a Milky Way-like halo. In comparison, Zolotov et al.

(2010) is an example of cutting edge simulations of a Milky Way-sized halo run to z = 0

using GASOLINE (Wadsley et al. 2004). Their simulations included stellar feedback as well

as metal enrichment, cooling and diffusion. However, computational cost dictated that these

simulations were of lower resolution than those of Wise et al. (2010), which compromises

their ability to accurately follow outflows and metal mixing on the small scales of interst

here. These two works demonstrate the difficulties involved in tracing the effects of high-z

environment and star formation until the present day in a single simulation for both Eulerian

and Lagrangian codes. Moreover, neither type of code is yet able to follow all the relevant

physics directly but rather rely on sub-grid models that are calibrated to observations.

Our own interest in examining how differences in high-z environment affect present day
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abundance signatures in dwarf galaxies lies at the intersection of these two simulations.

Higher resolution than Zolotov et al. (2010) is required to trace low-mass progenitors at

early times and larger volumes than Wise et al. (2010) run to present day are needed to

examine a Milky Way-like galaxy. Thus, to motivate the intense computational costs of such

a simulation, this paper takes a first look at how high-z cross-pollution varies within a Milky

Way-like halo using more simplified techniques. In Section 2.2, we use an N-body simulation

to trace where objects identified today came from in the early universe and whether these

high-z spatial locations can vary systematically with progenitor type. In Section 2.3, we

use an analytical model of supernova-driven winds to estimate if the importance of cross-

pollution might differ across the progenitors of different objects. Finally, our conclusions are

presented in Section 2.4.

2.2 Results I: Origin of Progenitors

To begin to address the role of early environment in shaping stellar populations, the basis

is an N-body simulation, described below, where the origins of the progenitors of the cur-

rent main halo and dwarf galaxies are first identified. In particular, we are interested in

investigating if there are systematic differences in spatial location of those progenitors at

high-z that reflect systematic differences in spatial location at low-z of the main halo and its

satellites and if these differences have observable consequences.

This approach is inspired by Diemand et al. (2005a) who showed that early (z & 10) high-

σ peaks in density fluctuations influenced the present-day spatial distribution and kinematics

of protogalactic systems. They found that material associated with these rarer peaks was

more centrally concentrated in their present halos and moved with a lower velocity dispersion

on more radial orbits. Here, a similar question is asked but in the reverse sense. Instead of
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tracing structures forward in time, we ask: where do the structures seen today come from?;

and is there a systematic difference in where objects such as dwarf galaxies form as opposed

to where the main halo forms?

2.2.1 Method: N-Body Simulation

The N-body simulation that is the underpinning of this work is described by Tumlinson

(2010a). A Milky Way-like halo was identified from within a full cosmological simulation of

a periodic cubic box of comoving size 7.320h−1 Mpc in one dimension using Gadget2. (ver

2.0; Springel 2005) The main halo was found to have a virial mass of M200 = 1.63× 1012M�

and a virial radius of R200 = 381kpc. The Milky Way-like halo was then re-simulated with

the central portion of the galaxy having a higher resolution (5123) while the rest of the box

was run at a lower resolution (2563) to save time. At the 5123 resolution, the dark matter

particles had a mass of Mp = 2.64 × 105M�. The gravitational smoothing length for all

simulations was 100 pc in comoving coordinates. Subsequently, the six-dimensional friends-

of-friends algorithm (Diemand et al. 2006) was implemented to identify all bound halos with

a mass of at least 8 × 106 M� at each time step in the simulation. The algorithm identified

the main halos as well as the small halos embedded within their larger potential well at later

times. At z = 0, 11,698 halos were identified while the number decreases to 4,675 at z = 10.

Furthermore, a semi-analytic star formation history was prescribed for each halo, which

was then used to identify luminous satellites at z=0. This star formation history included

chemical and kinematic feedback as well as reionization. Details can be found in Tumlin-

son (2010a) Section 4. The prescription reasonably matched observed traits of the Milky

Way and its satellite populations. For the simulation’s main halos, both the overall stellar

mass and the stellar mass density profiles were well reproduced, indicating that the chosen

parameter values of the basic baryon assignment and star formation prescription were well
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chosen. In addition, the prescription matched both the luminosity function and the metal-

licity distribution function of the Milky Way satellites, demonstrating that the implemented

feedback was accurate down to the smallest mass scales of interest. For these reasons, this

work assumes all the fiducial values of Tumlinson (2010a) in our own models with high

confidence.

2.2.2 Main Halo and Dwarf Progenitor Clustering

We are interested in comparing the early environment of main halo progenitors with that

of dwarf galaxy progenitors by analyzing two snapshots from the full simulation described

above. Figure 2.1 shows the z = 0 snapshot. We identify particles within the inner 25 kpc

of the main halo as ”main halo particles” in blue. (Note that the cost of high-resolution

spectroscopy means that abundance distributions for the stellar halo have typically been

derived from even more local stars, so including halo particles at greater distance from the

center would not fairly represent the observed samples — see, e.g., Venn et al. 2004). Dwarf

galaxies are defined as surviving, non-dark subhalos at z = 0 (i.e. those that are assumed

to contain stars using the semi-analytic prescriptions of Tumlinson 2010a). We identify 124

surrounding halos as dwarf galaxies from the previously constructed halo catalogues and tag

these particles as “dwarf galaxy particles” in red.

Figure 2.1 shows two projections of the second snapshot at z = 10. Here we locate the

same sets of particles identified at z = 0 (halo in red, satellites in blue) to examine their

formation environment. This redshift is the redshift of reionization in the full model, at which

point star formation is truncated in the dwarf galaxies and smaller main halo progenitors

(see Tumlinson 2010a), making it a logical choice for studying the early environment. At

such early times, more than 80% of eventual main halo and dwarf galaxy particles are still

not bound to any progenitor halo. As an example, overplotted on the particles are all
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bound halos that contain any of these particles with mass greater than 108M�. Main halo

progenitors are represented as squares and the dwarf galaxy progenitors are represented as

stars in Figure 2.2. Visual inspection of these projections is enough to demonstrate that

one cannot simply assume that the formation environments of dwarf galaxy progenitors and

main halo progenitors are the same. Instead, dwarf galaxy progenitor particles appear to sit

preferentially outside of the main halo progenitor particles, which are clustered in the center

of the formation region. Expressed more quantitatively, 50% of the main halo particles can

be enclosed in a physical radius of 60 kpc while a physical radius of 150 kpc is needed to

enclose 50% of the dwarf galaxy particles. Making similar plots for three additional Milky

Way-like galaxies displayed the same relations. Thus, we expect that all further calculations

are not specific to the halo examined here but are a general result of hierarchical structure

formation.

We conclude that the dwarf galaxy progenitors and main halo progenitors have distinctly

different spatial locations at z = 10. However, the spatial isolation of the dwarf galaxy

progenitors does not ensure their chemical isolation. To determine that these progenitors

are also chemically isolated, we now examine pollution due to supernova-driven winds.

2.3 Results II: Cross-Pollution

Winds driven by Type II supernovae (SNe II) are considered to be one of the main mech-

anisms for enriching the intergalactic medium (IGM) with metals (Aguirre et al. 2001). It

follows that inhomogeneous pollution from these winds, especially in the form of preferential

cross-pollution of certain halos, could have large effects on the abundance patterns of stars

forming in different regions of space. Given the differences in spatial locations of main halo

and dwarf galaxy progenitor particles observed in our simulations, we could expect to see
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Figure 2.1: Plotted is x-y projection of the z = 0 snapshot of the simulation. The main halo
sits in the center (red) and is surrounded by the dwarf galaxies (blue)
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Figure 2.2: Plotted are x-y (left) and y-z (right) projections of the z = 10 positions of the
particles that comprise the main halo (red) and dwarf galaxies (blue) at z = 0. Bound halos
at z = 10 with mass greater than 108M� that contain any of these particles are overplotted
as a square for main halo progenitors and as a star for dwarf galaxy progenitors.
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differences in cross-pollution across these two classes of progenitors.

To follow cross-pollution, we build on previous work that semi-analytically calculated

radii of SN-driven bubbles. Our predecessors were interested in examining these SNe as a

way to drive reionization (Tegmark et al. 1993a) as well as looking at how they advanced

metal enrichment to better understand metal absorption lines (Furlanetto & Loeb 2003) and

the locations of the first stars (Scannapieco et al. 2003). These works were focused on global

enrichment or reionization of the IGM by galaxy populations, and so averaged over many

halos in large volumes and considered longer timescales.

While the scheme used here is similar to previous work, we have a significantly different

motivation. Instead of examining more global processes, we are looking at a single forming

galaxy for a short part of its early history. Furthermore, we have the advantage of using

a full N-body simulation as the spatial basis. This allows us to look at how the winds are

spatially distributed on these smaller scales as well as the level of cross-pollution among the

halos.

In order to investigate cross-pollution, we implement a basic SN-driven wind model as

in these previous works and apply it to individual halos from the N-body simulation. The

method is described in the Section 2.3.1 while the results are presented in Section 2.3.3.

2.3.1 Bubble Evolution

The SN-driven winds are modeled analytically as spherically symmetric, thin shells in an

expanding universe (with density parameters for dark energy, dark matter and baryons of

ΩΛ = 0.762,ΩM = 0.238,Ωb = 0.0416 respectively and Hubble constant, H0 = 73.2 km s−1

Mpc−1) of zero pressure and constant IGM density, ρ̄. The shell is assumed to sweep up

almost all of the baryonic IGM that it encounters. With these assumptions, the evolution
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of the shell radius, Rs, is given by:

R̈s =
3Pb

ρ̄Rs

− 3

Rs

(Ṙs −HRs)
2 − Ωm

H2Rs

2
(2.1)

where the overdots represent time derivatives and the subscripts s and b indicate shell and

bubble quantities respectively. The first term in Equation 2.1 describes how the interior

pressure, Pb, drives the bubble expansion. The bubble is slowed by the fact that newly

swept up mass must be accelerated from its Hubble flow velocity, HRs, to Ṙs so that the

second term in Equation 2.1 represents a net braking force. Finally, the third term represents

the gravitational pull from the mass interior to the shell which again decelerates the shell.

The pressure, Pb, that drives the bubble is provided by the SNe, which have a net input

of energy into the system with a rate equal to

Ėb = L(t) − 4πR2
sṘsPb. (2.2)

Here, L(t) is the luminosity of the SNe and the remaining term is the typical work done by

the shell as it expands. Lastly, adiabatic expansion is assumed such that Pb = Eb/2πR
3
s.

The only unique function that can be specified in the above equations is the SNe lu-

minosity as defined by the halo’s star formation history and its mass accretion history.

Prescriptions for both mass accretion and star formation are implemented and are described

below.

2.3.2 Mass Accretion Histories

The mass accretion history of each halo is calculated using the formalism of Wechsler et al.

(2002). After examining a large range of full mass assembly histories from high resolution
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N-body simulations, they found that the following simple parameterization captured most

crucial aspects of the growth in the mass of a halo, Mhalo, over time:

Mhalo(z) = M0 exp

[
−S

1 + zc

(
1 + z

1 + z0

− 1

)]
(2.3)

where S=2.0, z0 was the observing redshift and M0 was the observed mass at that redshift.

The characteristic formation time, zc was defined to be:

1 + zc =
cv
c1

(1 + z0) (2.4)

where c1=4.1 was the typical concentration of a halo forming at z = 0 and cvir was the

concentration of the halo in question.

Individual halos can deviate significantly from this simple form, especially around a

major merger. However, using this type of smooth, continuous accretion history instead

of the actual simulated histories is justified as there is not expected to be many major

mergers at this early time or during such a short time period. Furthermore, this semi-

analytic parameterization was chosen over the full merger history for each halo because it

was straightforward to incorporate into the wind model without much loss of accuracy.

For this study, the N-body simulation is used to find the virial radius and half-mass

radius of the subhalos identified by the group finder at z = 10 that contain eventual main

halo and dwarf galaxy particles. We can then calculate the concentration of each halo for

which we assign a mass accretion history.

2.3.2.1 Star Formation Histories and Supernovae Luminosity

The final step in defining the SN luminosity is prescribing a star formation history for each

halo. We use a simplified version of the prescription applied in Tumlinson (2010a). Dark
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matter halo masses, from Equation 2.3 are converted to baryonic gas masses with a fixed

efficiency prior to reionization:

Mgas = fbary ×Mhalo (2.5)

where fbary = 0.05.

In any time interval, ∆t, the mass of stars formed is:

Mstar =
Mgas∆t

τsf

(2.6)

where τsf = 10 Gyr.

Finally, following Tumlinson (2010a), we assume that 1 M� of star formation yields 0.01

SNe for a Kroupa (2001) IMF and that each supernova produces 1051 ergs of energy. This

comes from integrating the IMF for the number of stars between 8-40 M� which yield such

supernovae and normalizing to 1 M�. Thus, the SNe luminosity can be defined as:

L = (0.01 SNe/M�)(1051ergs/SNe)
fbaryMhalo

τsf

(2.7)

This SNe luminosity differs significantly from the previous works cited above (Tegmark

et al. 1993a; Scannapieco et al. 2003; Furlanetto & Loeb 2003). They chose to have a

single starburst per galaxy while we allow for more realistic, continuous star formation.

Furthermore, dissipation effects are not included, such as the ionization of the swept-up

IGM or heating of the shell and interior plasma. Thus, these estimates give an upper limit

for the wind radius and maximize the effects of cross-pollution. (In general, this choice is

insignificant because of the short integration time, and the radius changes by at most 2%

when dissipation is included.) Because the principle objective of this work is to explain

abundance pattern differences in stars with [Fe/H] ≈ -3, we also do not model the prior

28



presence of Population III stars in the galaxies. These stars will simply provide the initial

enrichment necessary for star formation at the metallicities considered here.

Finally, a treatment of reionization is not included because the process is still not well

characterized on these small scales. In reality, each of the supernova-driven bubbles would

have been preceded by a reionization front, potentially limiting further star formation in

neighboring halos. However, the importance of inhomogeneous reionization within a Milky

Way-like galaxy is only just being studied (e.g. Ocvirk & Aubert 2011), with most previous

work concentrating on global (and typically external) influences on the entire satellite system

(Busha et al. 2010b; Lunnan et al. 2012). Furthermore, any simple analytic treatment of

reionization is dependent on the value of the escape fraction of the ionizing photons, which is

currently not well known. Thus, rather than using a poorly constrained reionization model,

we point out that including reionzation can only strengthen these results as reducing or

even truncating star formation in neighboring systems can only lessen the bubble radii and

overlap.

2.3.2.2 Integration Time

The final piece needed to compute the supernova-driven wind radii is the time over which

to integrate the star formation histories. This time frame needs to result in stars with a

metallicity consistent with those of the low-metallicity stars whose abundance patterns we

seek to explain. In order to make an order-of-magnitude estimate of a halo’s metallicity, we

use a simple closed box model with all metals produced by the SNe remaining in the host halo

(as described in Binney & Merrifield 1998). Although a mass accretion history is assumed

(Section 2.3.2), this closed box assumption is valid because over the short time we consider,

a typical 108 M� halo accretes less than 2% more dark matter and gas. Furthermore, it is

assumed that all the metals ejected by the supernovae are evenly and instantaneously mixed
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Figure 2.3: In the left-hand panel, the physical radius of the SNe-driven wind is shown as a
function of redshift. In the right-hand panel, the metallicity is plotted as log(Z/Z�) for a
108 M� halo as a function of redshift. In the right, the mass in stars as a function of redshift
is shown. The metallicity directly reflects the amount of gas that is being turned into stars.
The final values of each quantity do not vary much as a function of the starting redshift.
The solid lines indicate a starting redshift of z = 12 and are the values adopted henceforth.

throughout the entire bubble. Using the star formation history described in Section 2.3.2.1,

it is then straightforward to show that the closed-box model becomes:

Z(t) = −p ln

[
1 − t

τsf

]
. (2.8)

Thus, because of the simplicity of this model, a star formation rate that is proportional to

the dark matter mass and an identical start time for star formation all halos, the metallicity

depends only on the time passed since the beginning of star formation. A single metallicity

value for all of our halos is produced. The metallicity is plotted as log(Z/Z�) for a 108

M� halo in the right-hand panel of Figure 2.3 as a function of redshift for a variety of start

times. Overall, the plot suggests that these halos should be forming stars at z = 10 with an

approximate metallicity of log(Z/Z�)= -2.25, regardless of when star formation begins. This

simple estimate is consistent with time and mass dependent chemical evolution models from
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Tumlinson (2010a), for these same simulated halos. This demonstrates that the metallicity

of the stars at this time are expected to be in the range of the low metallicity stars with

observed abundance differences.

2.3.3 Findings

Physical bubble radii for every progenitor halo are calculated by beginning star formation

at z = 12 for all progenitor halos found at z = 10, with the results being fairly insensitive to

this choice in starting redshift. In the left-hand panel of Figure 2.3, the radius is plotted as

a function of z for an example halo taken from the simulation with a mass of 108 M� and a

measured concentration of 6.57. This shows that the scale of the radii is roughly consistent

with the work of Tegmark et al. (1993a), Scannapieco et al. (2003), and Furlanetto & Loeb

(2003) with the differences arising from the differences in our luminosity function, described

above.

For completeness, the radius evolution is also shown for a number of starting redshifts

extending to z = 15. We find that while the choice in starting redshift does have an effect

on the final radius at z = 10, the change in radius is small enough that it does not affect

our conclusions concerning cross-pollution.

The order of magnitude of the bubble radii also demonstrates that the halos have the

ability to pollute a large surrounding volume, even at this early time. For a sense of scale,

Figure 2.4, where we plotted main halo (red) and dwarf galaxy (blue) progenitor particles,

is shown again with the bubble radius overplotted for each halo. To most clearly demon-

strate the result, only bound halos with mass greater than 108M� are included again. This

projection indicates that the bubbles of main halo progenitors overlap more often than their

dwarf counterparts. Thus, one might expect that because of their clustering in the center,

main halo progenitors would have a higher level of cross-pollution while the dwarf galaxy
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Figure 2.4: Figure 2.1 is again presented but now with the shells of the SN-driven winds
overplotted with main halo progenitors in red and dwarf galaxy progenitors in blue. For
simplicity, only those bound halos with mass greater than 108M� and their radii are shown.
The main halo progenitors (squares) are more centrally located with an apparently higher
cross-pollution rate while the dwarf galaxy progenitors (stars) remain more isolated on the
outskirts.
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Figure 2.5: The left panel demonstrates that the bubbles of main halo progenitors (squares)
overlap more often than those of their dwarf galaxy counterparts (stars). Cross-pollution
among main halo and dwarf galaxy progenitors (circles) is rarer and typically only involves
one crossing. The right panel, plotting the fraction of halos per crossing, shows that this
trend is not simply due to the larger number of main halo progenitors.

progenitors would remain more isolated. This type of non-uniform pollution is easily seen

in Wise et al. (2010) (Figure 2.1). Closely clustered halos are much more capable of spread-

ing their metals amongst themselves and this pollution is seen to affect how star formation

proceeds in such instances. Because of computational limitations, these halos are unable

to be identified as either main halo progenitors or dwarf galaxy progenitors in the manner

described here.

The left panel of Figure 2.5 illustrates the significance of cross-pollution and this poten-

tial pollution bias by showing the number of times the bubbles of the different classes of

progenitors cross. The bubbles were defined as crossing if the distance between the centers

of the two halos was less than the sum of their radii. It shows that main halo progeni-

tors tend to cross-pollute other main halo progenitors (squares) much more often than dwarf

galaxy progenitors cross-pollute other dwarf galaxy progenitors (stars). Moreover, main halo

and dwarf galaxy progenitors (circles) rarely cross-pollute each other. In the right panel,

we plot the fraction of each halo crossing category as a function of the number of crosses,
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Figure 2.6: The fraction of volume overlap for each pair of bubbles is illustrated. Not only
do main halo progenitors (squares) cross-pollute each other more often but the generally
higher volume overlap indicates that they also do so more effectively.

thus demonstrating that the effect is not simply due to the fact that there are a larger

number of main halo progenitors. Most importantly, we find that approximately 10% of all

main halo progenitors and approximately 25% of dwarf galaxy progenitors experience no

cross-pollution of any kind. Thus, a significant fraction of dwarf galaxy progenitors remain

chemically isolated as late as z = 10.

Because it is not expected that actual pollution to be exactly spherical, simply exam-

ining whether bubbles cross or not might not represent true cross-pollution. Thus, a more

significant calculation is what fraction of the two bubbles’ volumes overlap. This is de-

fined as the volume of overlap divided by the sum of the two individual bubble volumes.

Bubbles that have a large fractional volume of overlap have a much higher probability of

cross-pollution regardless of potential asymmetries in the bubble structure. For simplicity,

we calculate the fractional volume of each pairwise overlap without considering multiple

bubble overlaps. While this some of the overlap volume is over counted, we are better mea-
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suring the importance of each crossing individually. Figure 2.6 indicates that the fraction of

overlapping volume ranges from a small fraction to as high as 40% for cross-pollution among

main halo progenitors (red) and dwarf galaxy progenitors (blue). Thus, with similar volume

distributions, the higher number of main halo crossings truly represents a higher level of

cross-pollution. On the other hand, the majority of main halo - dwarf galaxy cross-pollution

events involve less than 10% of the volume involved. Thus, the spread in the fractional

volume overlap reinforces the significance of the spatial dependence of the cross-pollution.

However, because we examine such early times, many of the dwarf galaxy progenitors

will merge to form larger dwarfs by z = 0. Thus, some of the dwarf galaxy progenitors

that cross-pollute each other at early times could eventually merge to form a single, stellar

population that are then observed in the present. These will then become one observable

chemical system, which conceals the effects of the cross-pollution. Looking at z = 0 dwarf

galaxy satellites with masses greater than 108 M�, we find that approximately 60% of these

halos are composed of cross-polluting progenitors which have since merged into one halo.

That is, only a minority of z = 0 dwarf galaxies would share a chemical evolution history.

In summary, we conclude that main halo progenitors cross-pollute each other more fre-

quently and more completely in terms of volume whereas dwarf galaxy progenitors tend to

be much more isolated objects, both from the main halo and from one another. Furthermore,

the majority of dwarf progenitors that are cross-polluting each other at z = 10 eventually

merge into a single halo at z = 0. The number and extent of different halo crossings is likely

to vary with different numerical realizations (and hence between different galaxies in the

real Universe.) However, the overall trends found concerning preferential isolation of dwarf

galaxy progenitors is expected to be robust.
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2.4 Conclusion

We set out to look at how the hierarchical nature of structure formation influences the

histories of objects that survive today as satellites of a larger galaxy compared to those

that are accreted and destroyed during the same galaxy’s formation. In particular, we

are interested in whether there could be any systematic differences in spatial location and

environment between satellite and halo progenitors at early times, and what these differences

might mean for low-metallicity stellar populations in these systems today.

In summary, we have found at z = 10 that:

• main halo progenitor particles lie clustered together while dwarf galaxy progenitor

particles are found on the outskirts of this cluster.

• supernova-driven winds tend to cross-pollute main halo progenitors more than dwarf

galaxy progenitors with a higher fraction of dwarf galaxy progenitors remaining chem-

ically isolated than their main halo counterparts.

• a majority of dwarf galaxy progenitors that are cross-polluting at z = 10 eventually

merge to form a single halo at z = 0.

Previous work predicting detailed abundance patterns which used semi-analytical and

statistical techniques have typically assumed chemical isolation of their stellar populations

(Karlsson 2005; Leaman 2012; Lee et al. 2013). Dwarf galaxies appear to satisfy this as-

sumption due to their spatial separation from surrounding halos. However, higher levels of

cross-pollution for main halo progenitors and thus stellar halo stars suggest that this external

source of metallicity could affect the measured abundance patterns and should be included

in these types of models.
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These results also have important implications for future chemical abundance studies. For

example, recently Brown et al. (2012) have shown that the UFDs contain what are effectively

single age stellar populations that are at least as old as approximately 13.7 Gyr, the age of

the ancient globular cluster M92. These primeval populations are likely good tracers of

early chemical enrichment or even of a single early or primordial supernova. Moreover, if

they are chemically isolated from one another as well as the main halo, they are each a

unique laboratory for chemical evolution and SN yield tests. Thus, we can view the Local

Group overall as having hundreds of such independent chemical histories, instead of one

or two common enrichment histories dominated by the most massive halos. Furthermore,

the independent nature of the early enrichment of different local systems suggests that each

could potentially have distinct chemical signatures.

Overall, we conclude that the isolation of dwarf galaxy progenitors can be appealed to

as an explanation for current observations of abundance distribution differences between low

metallicity stars in satellite galaxies and in the halo. Conversely, as our data set become

more extensive, we might hope to use abundance differences to tell us about the progress of

metal enrichment on Local Group scale in the early Universe.
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Chapter 3

Exploring Simulated Early Star

Formation in the Context of the

Ultrafaint Dwarf Galaxies

3.1 Introduction

Since their discovery, dwarf galaxies in the Local Group have been thought to probe both

the early universe and to represent the early building blocks of the larger Milky Way galaxy

(Dekel & Silk 1986; Diemand et al. 2005b; Font et al. 2006b; Frebel & Bromm 2012). In

particular, the smallest of these, the ultrafaint dwarf galaxies (UFDs), were proposed to host

simple stellar populations with star formation histories that were truncated by reionization

(Bovill & Ricotti 2009; Salvadori & Ferrara 2009; Tolstoy et al. 2009, for a review). Their

overabundance of α-elements relative to their metallicity is one signature of early and short

star formation (Kirby et al. 2011b; Vargas et al. 2013).

This chapter contains text yet to be submitted for publication.
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However, as observations continue to be made, the star formation histories (SFHs) of

these small objects are revealed as being more complex than first thought. Deep color-

magnitude diagrams (CMDs) of six UFDs as well as their spectroscopically derived spreads

in metallicities suggest that while the stars are all consistent with ancient ages (that is

forming more than 10.5 Gyr ago), the SFHs can be best fit with a two-burst model, although

a single burst model cannot be ruled out and in some cases is in fact the best fit (Brown

et al. 2014). Yet when the data are expanded and the [α/Fe]-[Fe/H] plane is considered, the

data seem to prefer continuous star formation. That is, in order to reproduce the stars seen

with lower [α/Fe] values at higher [Fe/H], time must be allowed for self-enrichment from

Type Ia supernovae to be incorporated into the stellar metallicities (Webster et al. 2015).

One exception is Segue 1, whose metallicity distribution function (MDF) has distinct peaks

that can be described with discrete bursts of star formation (Webster et al. 2016). Thus,

a more complete picture of the early star formation in these small galaxies can be better

reconstructed by combing the CMDs, MDFs, and α-abundances.

Interpreting the metallicity and abundance data in such ways typically relies on an under-

lying chemical evolution model. Using simple yet powerful parameterizations, these models

can trace the build up of iron and other elements as stars form within a galaxy of a given

mass, creating tracks in abundance/metallicity space that recreate what is seen in stud-

ies of Milky Way halo stars (McWilliam 1997). Whether purely analytic (Robertson et al.

2005a; Andrews et al. 2016), coupled to an N-body simulation (Tumlinson 2010b; Romano

& Starkenburg 2013; Crosby et al. 2016), or incorporating global, measured SFRs (Avila-

Vergara et al. 2016; Lanfranchi et al. 2008), these models allow for quick variation of the

parameters and for an assessment of the importance of a number of basic galaxy properties

(inflows, outflows, SFH, etc.) in driving the chemical evolution of a given halo. However, an

underlying assumption of all of these models is the complete mixing of metals within a halo
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once returned from stars to the modeled ISM, whether instantaneously or within a para-

metric timescale. Furthermore, halos are typically considered to be chemically isolated as it

evolves. Both of these assumptions limit any model’s ability to match the full distribution of

chemical elements rather than the average trends and also reproduce the scatter seen in the

measured stellar abundances. One exception to this is the set of models where supernovae

are considered to have individual mixing volumes which can then overlap as they expand

(Oey 2003; Karlsson 2005; Leaman 2012; Gómez et al. 2012).

Thus, while these chemical evolution models are flexible and powerful, there are some in-

herent limitations. The natural solution is to turn to hydrodynamical simulations. Idealized

simulations of an UFD-sized galaxy have been constructed to study the effects of radiative

cooling, clumpy media and off-centered explosions, effects typically not included in analytic

models (Bland-Hawthorn et al. 2015). Such simulations can also be used to test complex

explosion scenarios to reproduce specific SFHs and MDFs (Webster et al. 2015, 2016). For

cosmological simulations, it unfortunately remains computationally prohibitive to simulate

the formation and evolution to z = 0 of a UFD around a Milky Way-like galaxy because of

the necessarily high resolution. Instead, simulations have focused on isolated dwarf galaxies,

finding supernova feedback and UV background radiation (Sawala et al. 2010) as well as the

time of reionization (Simpson et al. 2013) are critical for reproducing galaxies with charac-

teristics similar to the Local Group dwarf spheroidals. On the other hand, a larger galaxy

population can be simulated at high resolution if only high redshifts are considered. Such

work emphasizes the importance of supernova feedback providing turbulent-driven mixing

(Ritter et al. 2015), external enrichment for nearby halos (Smith et al. 2015) and providing

a metallicity floor for subsequent star formation (Wise et al. 2012b), all typically considered

in the context of Population III star formation.

Now, the population of dwarf galaxies is again expanding as the Dark Energy Survey
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begins its comprehensive search of the southern sky. Seventeen new ultrafaint dwarf galaxy

candidates have been found in the survey’s first two years (see Drlica-Wagner et al. 2015, and

the references within for a summary of the observations). Since direct searches will remain

difficult even with JWST (Okrochkov & Tumlinson 2010) and because the Local Group is

thought to be a representative cosmic volume at early times (Boylan-Kolchin et al. 2016),

Local Group UFDs will remain as the basis for near-field cosmology to answer fundamental

questions about galaxy formation in the early Universe. Their numbers and star formation

histories can already provide constraints on when and how reionization proceeded (Bullock

et al. 2000; Benson et al. 2002; Busha et al. 2010a); suggest that they were primary sources of

chemical enrichment for the intergalactic medium at high redshift (Scannapieco et al. 2002;

Salvadori et al. 2014); and place constraints on the potential nature of warm dark matter

(Chau et al. 2016). Furthering our understanding of these objects will build a more complete

picture of how galaxies formed globally.

In summary, observations suggest that the UFDs have short but complex SFHs and that

inhomogenous mixing may play a role in creating the spreads seen in abundance patterns.

Some, but not all, of these processes can be captured by analytic chemical enrichment models

alone. Thus, this paper examines a high resolution, cosmological simulation of the early

Universe to see how star formation, enrichment, and mixing proceed in small dark matter

halos at early times in order to inform the use of analytic models and to consider what the

observable consequences might be. In Section 3.2, the simulation being analyzed is described

in detail. In Section 3.3, we assess the validity of two common assumptions of analytic models

using the simulation where they are relaxed. In Section 3.4, we present the star formation

histories and metallicity distribution functions of the simulated halos for comparison with

the UFDs. Finally, we discuss the implications of these results in the context of the current

UFD observations in Section 3.5 and summarize our conclusions in Section 3.6.
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3.2 Simulation Basics

3.2.1 Methods

We analyze the cosmological, hydrodynamical simulation of Wise et al. (2012a) (referred

to as “RP” in the paper), performed with enzo, an Eulerian, adaptive mesh refinement,

hydrodynamical code (Bryan et al. 2014). The simulation has a box size of 1 Mpc and

a resolution of 2563 leading to a dark matter particle with mDM = 1840M�. This mass

resolution coupled with a maximal spatial resolution of 1 comoving pc enables detailed studies

of the formation of the first generation of dwarf galaxies. The simulation was stopped at

z = 7 to prevent any large-scale modes with r ≈ Lbox/2 from entering the non-linear growth

regime.

The simulation accounts for both the formation and metal yields of Population II and III

(Pop II/III) stars separately. Pop II stars are formed if [Z/H] > −4 and Pop III are formed

otherwise. Star particles are formed if the gas has an overdensity of 5 × 105(≈ 103cm−3

at z = 10) and has a converging flow. Pop III stars also have an additional formation

requirement that the gas has a molecular hydrogen fraction such that fH2 > 5×10−4. Instead

of forming star particles with a fixed stellar mass, Pop III particle masses are sampled from

an IMF with a functional form of

f(logM)dM = M−1.3 exp

[
−
(
Mchar

M

)1.6
]
dM (3.1)

where Mchar = 100M�. Above Mchar, it behaves as a Salpeter IMF but is exponentially

cutoff below (Chabrier 2003; Clark et al. 2009).

The supernova feedback is included in the simulation as thermal feedback. The blast

wave is modeled by injecting the explosion energy and ejecta mass into a sphere of 10
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pc, smoothed at its surface to improve numerical stability (Smith et al. 2011). Because

we resolve the blast wave relatively well with several cells across at its initialization, the

thermal energy is converted into kinetic energy and agrees with the Sedov-Taylor solution

(e.g., Greif et al. 2007). Population III can form two types of supernovae: normal Type II

SNe (11 ≤ M∗/M� ≤ 20M�), hypernovae (20 ≤ M∗/M� ≤ 40M�) (Woosley & Weaver

1995), and pair-instability supernovae (PISNe, 140 <= M∗/M� <= 260M�) (Heger &

Woosley 2002). For Type II SNe, an explosion energy of 1051 erg is used and a linear fit to

the metal ejecta mass calculated in Nomoto et al. (2006):

MZ/M� = 0.1077 + 0.3383 × (M∗/M� − 11) (3.2)

Hypernovae are an extension of the Nomoto et al. (2006) model, linearly interpolating

results to M∗. For PISNe, the following function is fit to the models of Heger & Woosley

(2002):

EPISN = 1051 × [5.0 + 1.304(MHe/M� − 64)]erg (3.3)

where MHe = (13/24)× (M∗− 20)M� is the helium core (and equivalently the metal ejecta)

mass and M∗ is the stellar mass. If the star particle mass is outside of these ranges, then an

inert, collissionless black hole particle is created.

Finally, Population II star particles generate 6.8× 1048 erg s−1M−1
� from SNe after living

for 4 Myr. The ejected gas has solar metallicity, [Z /H] = 0.02, resulting in a total metal

yield of y = 0.005.

In addition to this thermal feedback, a unique feature of the simulation is its inclusion

of the energy coupling of the radiation field generated by these stars to the gas surrounding

them. The radiation field is followed with adaptive ray tracing (Wise & Abel 2011) that is
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based on the HEALPix framework (Górski et al. 2005) and is coupled self-consistently to

the hydrodynamics. The radiation is modeled with an energy Eph equaling the luminosity-

weighted photon energy of the spectrum. Population III stars have a mass-dependent lumi-

nosity taken from Schaerer (2002), with Eph = 29.6 eV, appropriate for the near-constant

105 K surface temperatures of such stars. The number of photons then varies with the dif-

ferent SN types given the mass of the star particle as described above. For Pop II stars, 6000

photons per baryon with Eph = 21.6 eV are emitted, appropriate for stars with [Z/H] = −1.3.

For more details, we direct the reader to Section 2 of Wise et al. (2012b). The analysis

and plots that follow were done with yt (Turk et al. 2011).

3.2.2 Dwarf Galaxy Population

Even in the early universe of the simulation, a number of halos form stars and represent

a range of dark matter masses, stellar masses, and metallicities. The full population will

be discussed throughout. Of the almost 2000 halos at z = 7 within the simulation with

Mhalo > 5× 105 M�, 24 of them have formed stars by the final snapshot. Their distribution

of halo masses, stellar masses, and average metallicities can be found in Figure 3.1. They

range from 6.56 × 105 M� - 6.34 × 108 M� in halo mass, 7.47 × 102 M� - 3.69 × 106 M�

in stellar mass, and −2.6 < [Z/H] < 0.12 in average metallicity. Star formation proceeds

in these halos for a period of roughly 500 Myr where it can no longer be followed as the

simulation is terminated because of computational costs.

To place this dwarf population in the context of the observed dwarf galaxies, Figure 3.1

shows the mass-metallicity relation for the simulated halos as well as the observed relation

of Kirby et al. (2013). Seven already have Mstar > 104M�, the standard cut off for an

“ultrafaint” dwarf classification at lower redshift (Martin et al. 2008). However, when the

entire mass range of the observed Local Group dwarfs is considered, the simulated dwarfs
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Figure 3.1: Upper panel: Stellar mass as a function of total dark matter halo mass showing
the range of halos in the simulation. Lower panel: stellar mass versus average metallicity for
the simulated star-forming halos. The labels correspond to SFH types. (see Section 3.4.1)
The line corresponds to the observed relation for Local Group dwarf galaxies (Kirby et al.
2013). While the simulated galaxies have roughly the same massed as the observed dwarfs,
they are generally too metal rich and there is a much higher scatter in their metallicities.
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span roughly the same mass range. Yet the halos within the simulation typically have

higher average metallicities than their low-z Local Group counterparts. We consider the

implications of this in Section 3.5.

3.3 Physics Revealed by Analytic Model Approxima-

tions

Analytic models remain the most flexible and fastest way to evaluate the importance of

different baryon processes in the smallest halos at z = 0. However, their parameterizations

require a number of simplifying assumptions. In this section, we take advantage of the high

resolution of the simulation to evaluate the validity of some of these assumptions for the

evolution of dwarfs in the early universe.

First, we present a comparison of the simulation with the simplest analytic model, the

closed box model, as a way to illustrate the limitations of its assumptions. Next, we look

at a common parameterization for supernova wind models in approximating the extent of

chemical enrichment and the isolation of star-forming halos in the early universe. Finally,

we examine the most common underlying assumption of chemical evolution models, homo-

geneous mixing, by comparing metallicity trends in the gas and the stars.

3.3.1 Closed Box Model

The simplest model for tracing the metallicity of the gas and stars associated with a dark

matter halo is the closed box model. It assumes that there is no flow of gas into or out of

the halo and that the gas self-enriches with each star formation event. Furthermore, the

amount of metals that is returned to the gas is determined by the assumed yield, the mass

of metals formed by a given stellar mass, and the metals are assumed to mix completely and
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Figure 3.2: Closed box predicted metallicities compared to the average gas metallicities (left)
and average stellar metallicities (center) in the simulation at z = 7. The dashed line shows
where the two quantities would be equal. These plots highlight the discrepancies between the
model and the simulation. The average gas metallicities are lower while the corresponding
stellar metallicities are higher. Finally, the right panel highlights this mismatch by showing
the relation between gas and stars in the simulation.

instantaneously. Within this simple framework, the metallicity is given analytically as:

Z(t) = −p ln

(
Mgas(t)

Mgas(0)

)
(3.4)

= −p ln

(
Mgas(t)

Mgas(t) +Mstars(t)

)

where p is the yield, Mgas(0) is the initial gas mass, and Mgas(t) and Mgas(t) are the current

gas and stellar mass respectively.

Deviations from this model in the simulation can then be used to identify processes that

are most likely responsible for these differences. In short, how straightforward is the chemical

enrichment of dwarf galaxies at early times?

Figure 3.2 shows how the metallicities predicted by this model compare with those seen

in the simulation. For each star-forming halo, the final gas and stellar masses at the end

of the simulation (z = 7) are converted to a predicted metallicity using the above equation

and the average gas and stellar metallicities are taken directly from the simulation. The
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simulated values are averages of the gas and stars respectively found within the virial radius

of each halo at z = 7. As seen in the left panel, the simulated gas metallicities are all

lower than what is predicted by the model. Introducing a simple offset (for example by

changing the yield) would not be enough to reproduce the large scatter seen in the halo

metallicities. Furthermore, the closed box model assumes that the average gas and stellar

metallicities should be the same but as shown in Figure 3.2, this is clearly not the case in the

simulation. The stellar metallicities (center panel) are almost entirely higher metallicities

than the closed box predictions, in contrast to the gas. The metallicity scatter amongst

the halos is large for the stars as well; however, these values do tend to sit closer to the

predicted values. Finally, the right panel emphasizes this mismatch between gas and stellar

metallicities in the simulation. For a given average gas metallicity, a wide range of average

stellar metallicities is seen in the halos. There is no simulated linear relation.

Figure 3.2 begins to emphasize the limitations of such a simplistic chemical evolution

model. For example, halos with the lowest gas metallicities (Z < −4) have stellar metal-

licities that are quite high in the simulations. This complex relation between gas and star

formation requires a more in-depth study. In the remainder of this section, we examine two

key assumptions of the closed box model and evaluate their validity. First, we look at the

extent of supernova-driven winds, the ejection of metals from star-forming halos and the

chemical isolation of these halos. Then, we examine the role of inhomogeneous mixing in

driving the spread in metallicities that are seen within halos themselves.

3.3.2 Supernovae-Driven Winds

Supernovae (SNe) are known to drive winds from galaxies that enrich their surroundings

and other nearby halos (Wise et al. 2012b; Smith et al. 2015). This outflow process can be

approximated as a pressure-driven spherical shell, expanding with the Hubble flow and into
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an IGM with constant density (ρ̄) of zero pressure (Tegmark et al. 1993b). In this simple

configuration, the radius of the outflow becomes:

R̈s =
3Pb

ρ̄Rs

− 3

Rs

(Ṙs −HRs)
2 − Ωm

H2Rs

2
(3.5)

where the overdots represent time derivatives and the s and b subscripts indicate shell and

bubble quantities respectively. The pressure, Pb, that drives the bubble is provided by the

SNe, which have a net input of energy into the system with a rate equal to

Ėb = L(t) − 4πR2
sṘsPb (3.6)

Here, L(t) is the luminosity of the SNe and the remaining term is the typical work done by

the shell as it expands. Lastly, adiabatic expansion is assumed such that Pb = Eb/2πR
3
s.

Levels of complexity (such as different forms of cooling, a stochastic star formation rate,

dissipative heating etc.) can be added as desired but there are almost always three underlying

assumptions to the model: 1) spherical shells; 2) isolation of the given halo; 3) expansion

into a constant density IGM. Understanding that many of these assumptions are violated

in a cosmological, hierarchical setting, we measure the extent of the metal-enrich material

surrounding each of the star-forming halos in the simulation. Using yt’s clump-finding

algorithm, a metal-rich bubble can be identified by setting a metallicity boundary and a

search volume without assuming anything about the shape of the bubble. For our search,

we focus on Pop II-driven winds and set a boundary of [Z/H ]= −6 in Pop II-generated

metallicity, such that anything with a lower metallicity is considered un-enriched. The

search volume is visually confirmed to be big enough to encompass the bubble associated

with each halo. Once the metallicity surface has been identified, the center of the asymmetric

contained volume is defined and the average distance of each cell within the volume to the
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Figure 3.3: Slices through the center of each halo in metallicity with a width of 25 kpc
for two different halos at z = 7 with the bubble contour identified by yt shown in orange.
Purple circles represent the virial radii of the halos contained within the simulation slice.
The left panel is centered on the most massive halo in the simulation, which is found in
a dense, crowded environment. The enrichment bubble surrounding this group of halos is
asymmetric and less massive than the semi-analytic model predicts. The right panel shows
a more symmetrical bubble for another massive halo in the simulation that is isolated from
surrounding halos.

center is computed and designated as the average radius of the clump.

Figure 3.3 shows examples of this bubble finding for two different halos - the most mas-

sive halo on the left and an isolated halo on the right. A majority of the star-forming halos

in the simulation are in a state similar to the most massive halo; that is, most exist within

bubble regions that are asymmetrical and encompass multiple halos. This also implies that

most are within a close enough proximity to their neighbors such that the most massive halo

in the region has the ability to cross-pollute those surrounding it. We consider these halos as

“group” halos in the environment discussion of future sections. Such cross-enrichment both

violates the assumptions of the simple analytic model as well as complicates the interpreta-

tion of stellar metallicities (discussed further in the following section). Yet there is a fraction

of halos that appear to remain chemically isolated from their surroundings and where the

analytic model described above should roughly follow the expansion of the model described
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Figure 3.4: Bubble radii predicted by the SAM described in Section 3.3.2 are compared to
those measured by the simulation and plotted as a function of halo mass. Because of their
asymmetry, the average bubble radii are plotted as points and the error bar corresponds to
the maximum bubble radii associated with each star-forming halo in the simulation. Isolated
halos are plotted as red squares; those sharing enrichment bubbles are plotted as blue circles;
and the most massive group member is in bubble is plotted as a green star. Above a stellar
mass of 104 M�, the model radius is within a factor of two of the simulated radius. At lower
masses, there is a larger scatter in the ratio of the radii because the bubbles surrounding
group members are dominated by their most massive member. Those halos that are isolated
show good agreement between the model and the simulation.

above. This is exemplified in the right panel of Figure 3.3. This isolated halo has a more

symmetrical outflow bubble as might be expected. Such halos are referred to as “isolated”

in future sections.

To facilitate a comparison of the above model and the full hydrodynamical simulation,

we calculate a model-predicted radius for the SN bubble of each halo using the final stellar

mass at z = 7. The starting time for the bubble integration was chosen to be the time the

first star particle of the halo was created.

Figure 3.4 shows how the average bubble radius compares to that predicted by the model

as a function of stellar mass. Because the bubbles identified by yt are asymmetrical, they

have an average radius, plotted as points, and a maximum radius displayed as upper error
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bar. In general, as the stellar mass decreases, the ratio of simulated to modeled bubble radius

decreases. However, the quantities never differ by more than by a factor of five with the large

majority (those with Mstar > 104M�) differing by less than a factor of two. This indicates

that despite its simplifying assumptions, the analytic model does a remarkably good job at

illustrating what the extent of enrichment seen in the simulation.

However, as noted above, the majority of the halos are in groups, violating the isolation

assumption of the SAM. To examine the possible consequences, the halos are separated into

three categories. Those residing alone in their own enrichment bubble are called “isolated”.

Those halos that are found in sharing enrichment bubbles are identified as either a group

member (“groups”) or as the most massive group member (“max”).

The most massive halo is expected to drive the strongest wind according to the SAM

so for those halos in groups, the most massive should perhaps correspond mostly closely to

the model value. Figure 3.4 shows that the best match is indeed for the most massive halos

which dominate their local group. Less massive halos sharing a SN bubble with a more

massive halo are thus always going to predict smaller radii than what is measured.

Similarly, we might expect better agreement for isolated halos where the isolation as-

sumption holds. In general, the isolated halos show a smaller ratio of modeled and simu-

lated bubble radii than halos of the same mass within groups. This is especially true at the

smallest stellar masses where the halos in groups reside in much larger enrichment bubbles

than would be expected from their mass alone because of the presence of a nearby, more

massive galaxy. Furthermore, as the stellar mass of the halo increases, the ratio of the aver-

age simulated bubble radius to the model-predicted radius decreases as the halo driving the

enrichment bubble also corresponds to the mass driving the outflows in the model.

Most surprising is the fact that the simple star formation histories at the heart of the

analytic wind model reproduce this physical extent of the chemical enrichment bubbles. The
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model assumes that a constant fraction of the gas mass is turned into stars which then

generate a specific amount of SN energy continuously. Some simulated halos, on the other

hand, have huge bursts of star formation which provide a large amount of SNe energy shortly

thereafter, unlike the model. The rough agreement in enrichment extent suggests that the

details of these SFHs may be less important than the total amount of energy deposited by

the SNe. However, these details again become important when considering the metallicity

of the gas remaining in the halo and the metallicity of the stars that are then formed.

3.3.3 Inhomogeneous Mixing

In addition to modeling the extent of the SN-driven outflows, chemical evolution models are

capable of tracking stellar metallicities and abundances of the smallest halos at the earliest

times. In general, however, the models assume homogeneous mixing of the generated metals

throughout the halo such that the stars directly track the average metallicity of the gas.

However, as Figure 3.3 shows, the gas within these bubbles and even within the virial radius

of each halo is not homogeneously mixed.

The radiation pressure included in the simulation does drive more turbulent mixing within

the interstellar medium of the halos when compared to those without it (Wise et al. 2012a).

Yet, metallicity variations still exist in the gas throughout the halo which have consequences

for the stars that subsequently form. The right panel of Figure 3.2 suggests that, in the

simulation, there is a bias in where the stars are formed such that stars form preferentially

in gas that is more metal rich. This is consistent with the picture of star formation occurring

in the dense center of halos where a large reservoir of metals remains than in the diffuse, less

metal-rich outer parts of the halo.
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3.4 Observable Traits of the Simulated Halos

Ultimately what the analytic models above and others like them are trying to do is to

reproduce different observable properties of dwarf galaxies in different contexts. The full

cosmological, hydrodynamical simulation is a natural extension of these models. Thus, in

this section, we study the characteristics of the simulated halos most easily derived from the

primary observations - the star formation histories and the metallicity distribution functions

- discussing their general trends and comparing them with the current observations.

3.4.1 Star Formation Histories

By nature of the cosmological simulation, every halo is fairly unique in terms of when and

how the stars are formed. Within the simulation, there are 24 halos that have formed stars

by the final redshift (z = 7), so a manual inspection of each is possible.

Figure 3.5 shows three representative SFHs. For each panel, the solid and dashed orange

lines represent the average and median gas metallicity within the virial radius at that time

step respectively with the shading indicating the range encompassed by the 25th and 75th

percentiles. Overplotted are the individual star particles bound in the halo at the final

time step. Purple points represent star particles that were created in-situ within the most

massive progenitor while teal points represent star particles that were created within and

subsequently accreted from a less-massive progenitor. The points are plotted at the particles’

creation times and not when they were accreted into the most massive progenitor.

Clearly, different processes are dominant in these three halos. The left panel shows a

halo that closely resembles the chemical history as represented by a typical analytic model

described above and in most chemical evolution models that scale SF with halo mass. The

halo experiences smooth and steady star formation, with all of its stars being formed inside
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Figure 3.5: tar formation histories of three representative halos are shown. The solid and
dashed orange lines represent the average and median gas metallicity within the virial radius
at that time step respectively, with the shading indicating the range encompassed by the
25th and 75th percentiles. Overplotted are the individual star particles bound in the halo at
the final time step. Purple points represent star particles that were created in-situ within the
most massive progenitor while teal particles represent those star particles that were created
within and subsequently accreted from a less-massive progenitor. All star-forming halos in
the simulation can placed into one of the three categories: 1) Flat: a continuous SFH with
flat chemical evolution; 2) Bursty: a single burst of SF with a large spread in metallicity
dominates the SFH; 3) Combined: the SFH shows both continuous and bursty features.

the most massive progenitor. The stars all have roughly the same metallicity within 1 dex

and similar metallicity to the median of the gas. Both the gas and stars show an increase in

metallicity with time as the halo self-enriches. Furthermore, the gas possesses a wide range

in metallicity but the stars are all formed with roughly the average metallicity of the gas,

indicating that they are forming from gas that is well-mixed.

Conversely, the center panel shows a halo with an entirely different SFH. The halo expe-

riences a strong, early burst of star formation with minimal star formation afterwards. The

fact that the gas metallicity rises after a burst of high metallicity star formation is likely just

an effect of the gas information being limited to specific time step outputs while the stars are

tagged with their precise creation time in the simulation. The gas and stellar metallicities

actually decrease with time as the halo accretes fresh gas from its surroundings. Assum-

ing the same type of enrichment patterns for this halo as the one above is not physically
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valid. With the stars forming in such a short period of time, inhomogeneous mixing must

be responsible for the spread in stellar metallicities.

Finally, the right panel shows the most massive halo which has the most complex SFH.

There is clearly a trend of self enrichment after a certain time with the stars generally

following the average metallicity of the gas. However, even within this self-enrichment, the

stars clearly form with an observable width of metallicity. In addition, there are significant

bursts of star formation that happen at multiple points even in this short time span. Finally,

this halo has a large number of accreted stars when compared to others in the simulation,

but with a stellar mass of 3.69 × 106 M�, this halo is already larger than the present-day

UFD mass cut-off and with the simulation ending at z = 7, it is hard to know if it will

remain a dwarf galaxy or merge into a larger system by z = 0.

Looking at the SFH of each individual halo, it is possible to place each halo into one of

the three categories illustrated in Figure 3.5: “flat”, “bursty”, and “combined.” At z = 7

within this simulation, there are 6 flat halos, 12 bursty halos, and 7 combined halos. The

differences in both how the stars are formed and with what spread in metallicity are directly

relevant to informing the underlying models of most chemical evolution calculations. Can

we link these differences in SFH to processes or parameters that are typically included in

such models? In what follows, we examine three of the most straightforward explanations -

halo mass, mergers, and environment.

3.4.1.1 Halo Mass

One potential explanation for these differences in SFH would be their halo mass, their stellar

mass or both. Lower mass halos may be more prone to bursting since a single outside event

may have a larger impact on the halo as a whole, whether a strong accretion period, being

overcome by an outside SN-driven wind, or a large merger event. Such a mass dependence
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Figure 3.6: Halo mass, stellar mass, and average stellar metallicity distributions for the halos
within each of the three SFH classifications. Those with combined SFHs are most likely to
be found in the most massive halos. However, there is no way to predict whether a halo
will be bursty or flat for the average and low mass halos or by looking at the average stellar
metallicity.

would also be the easiest to include in future chemical evolution models so it’s the first thing

considered.

Figure 3.6 shows the distribution of halo masses, stellar masses, and average stellar

metallicity for the halos within each of the three SFH classifications. Those halos with

combined SFHs are typically the largest in both halo and stellar mass within the simulation.

They do not, however, show any differences in average metallicity since the gradual self-

enrichment and larger number of star particles deemphasizes the importance of single bursts

of star formation.

Yet halos categorized as bursty or flat span the entire range of halo and stellar masses as

well as the range of average stellar metallicities. It was only by including the time axis from

the simulation that these two subsets are distinguishable and resolving the short time scale

considered (≈ 400 Myr) is not within range of recent or upcoming observations. Instead, we

now consider how the chemical environments of these halos could affect their SFHs.
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3.4.1.2 Mergers

Mergers have the ability to both trigger star formation and bring in gas and stellar popu-

lations that have evolved in a separate environment. In the context of these star formation

histories, these outside halos can potentially increase the spread in metallicity for forming

stars and make interpreting the spread in observed MDFs less straightforward.

In general, because of the short time period considered in the simulation, each halo has

at most a few mergers such that the main halo and its infalling satellite have a mass ratio

of Msat/Mmain > 0.3. Many happen early enough that they are potentially only bringing in

gas and not stars. One exception to this is the most massive halo, show in the right pane

of Figure 3.5. Clearly, mergers have brought in a large number of stars to the final halo.

However, the spread in the metallicity distribution function has not been impacted. The

accreted stars fall in the same metallicity range as the stars created in-situ. We conclude

that mergers are unlikely to have a large effect on the MDF at this early time though they

can have an impact on the shape of the SFHs.

3.4.1.3 Environment

Finally, we consider the chemical environment of each of these halos and how it potentially

relates to their given SFH. As discussed in Section ??, even within a box of length 1 Mpc,

halos at this early time sit in different chemical environments. The majority of the halos are

within enrichment bubbles containing more than one member and the groups are of different

physical sizes and masses. Halos in such an enrichment bubble are referred to as “group”

halos below, while the most massive group member is counted as a “max” halo. Meanwhile,

there are also halos which are chemically isolated from their surrounding environment, re-

ferred to as “isolated” below.
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Table 3.1: Distribution of Halos by SFH Type and Chemical Environment

max group isolated
combined 3 2 0
bursty 2 6 3
flat 0 3 2

Table 3.1 shows how the halos are distributed for a given SFH and chemical environ-

ment, in keeping with the nomenclature used above. As discussed, the most massive group

members, typically the more massive halos in the simulation, typically have combined SFHs.

As expected, these halos are also more often found in dense environments so none of the

isolated halos fall into this SFH category.

For those halos in groups but not the most massive member, it is plausible that a SN-

driven wind could come over the halo and trigger a burst of SF with a spread in metallicity.

When these group halos are considered, they are two times more likely to be bursty than

flat implying that the over-dense environment has a preference for one SFH over the other.

However, of the few isolated cases that exist, they are equally likely to be either bursty or

flat. Something more than just an individual, external event is triggering SF bursts in the

simulation.

Thus, another physical process is needed to explain why star formation does not proceed

similarly in these small halos at early times. It must happen in the early formation of these

halos and on a short time scale to produce the differences in star formation that arise over

≈ 400 Myr. Perhaps the solution is colliding SN blast waves as suggested by Webster et al.

(2016) or perhaps the stochastic nature of the mixing simply drives the form of the star

formation. An exact solution to this issue is reserved for future work. For now, we point

out that these two properties, mass and environment, would have been simple criteria for

implementing different SFHs in chemical evolution models so perhaps a more complicated
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method may need to be included in the future.

3.4.2 Metallicity Distribution Functions

One way to get a sense of how star formation proceeded throughout a given galaxy is to look

at the metallicity distribution function. This is particularly true for dwarf galaxies that have

low average metallicities, corresponding to short histories such that the metallicity spreads

are created by at most a few episodes of star formation. In this section, we explore the

characteristics and trends of the MDFs of the simulated halos and examine if they can be

used to differentiate between different SFHs.

The MDFs of the star forming halos do show spreads in metallicities, as expected from

observations of Local Group UFDs. However, the average and shape of these distributions

can vary substantially so that discussing the mean and standard deviation of these distribu-

tions is not meaningful. Instead, we present the MDF of each halo, grouped by their SFH

category and discuss the trends seen within. For some of the halos, their stellar masses are

so low that they have only one or two star particles in total but these are easily identified

by their peaked, abnormal distributions.

For Figures 3.7-3.9, the distribution of star particles’ metallicities weighted by the mass

of the star particles are shown for a given halo, grouped by their respective SFH type. The

shaded regions correspond to the metallicity range of the MDFs shown in Figure 3 of Brown

et al. (2014) of 6 UFDs.

The MDFs of the halos are diverse - wide and narrow distributions, skewed low and high.

However, this diversity is the same across the three different SFH categories. That is, one

characteristic cannot be linked to a specific SFH type. In this way, the MDFs cannot be

used to distinguish SFH among the data or to link MDFs with SFHs in analytic models.

However, there are a few trends that highlight the chemical properties of the simulated
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Figure 3.8: Same as Figure 3.7 except showing the MDFs of the “bursty” halos.
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halos. In general, the galaxies are metal-rich compared to the observed UFDs. For a majority

of the halos, the bulk of the stars have metallicities that are above the range of observed

UFD stars. As also displayed in Figure 3.6, the average metallicities of these halos are

approximately [Z/H]= −1, with some stars reaching solar metallicities and above. These high

metallicities are unrealistic; all of the halos sit above the defined mass-metallicity relationship

at low redshift (Kirby et al. 2013) (see Figure 3.1).

In addition to high average metallicities, the simulated halos are also more strongly

peaked than the observations. In the observed UFD MDFs, stars are spread over two dex

with shallow peaks. In the simulation, the [Z/H] spreads are more typically 1 dex wide and

the peaks are much higher. Despite multiple forms of SFHs, the MDFs still show a similar

narrowness in their distributions.

3.5 Discussion of the Observational Context for the

Simulated Halos

With the more observational properties of the simulated halos now presented, how do they

actually compare to the observations despite their limitations?

As discussed in the introduction, CMD observations of UFDs can currently be interpreted

as being created by either bursts of star formation (Brown et al. 2014) or through continuous

star formation (Webster et al. 2015). In the simulation, we see both forms of star formation

occur in a very short period of time. Currently, the resolution of CMD isochrone fitting for

these ancient, low-metallicity populations is only accurate within 1 Gyr when age, metallicity

and oxygen abundance are allowed to vary, making it impossible to distinguish these two

scenarios with the observations(VandenBerg et al. 2015). Similarly, the three SFH categories

do not show strong differences in their MDFs, similar to the observations.
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The simulated MDFs, on the other hand, do not show obvious agreement with observed

MDFs of the UFDs. In addition to being too metal rich and having distributions that are

too peaked as discussed above, the halos in general do not have a spread in metallicities as

wide as what is observed. In fact, 8 of the halos do not have stars with metallicities below

-1.5, the upper limit of the observations in Brown et al. (2014).

Some of these discrepancies may arise because of the limitations of the simulation. Even

with such high resolution, issues pertaining to the feedback can persist. In particular, this

simulation with the radiation pressure from SNe included has been shown to eject metals

further into the intergalactic medium, perhaps better enabling both cross-enrichment and the

re-accretion of more highly-enriched material. However, the radiation pressure is also capable

of self-regulating star formation and preventing overcooling from forming even more metal-

rich stars in the simulation (Wise et al. 2012a). Furthermore, when used as a characteristic

galaxy sample, the simulation can also reproduce reionization properties consistent with

recent Planck and Lyman-α forest results (Wise et al. 2014a). These results all indicate that

implementing feedback remains challenging for future and ongoing work.

In addition to the feedback, the mismatch between the simulations and that data may

be also be a result of the fact that stars in the simulation are formed as single particles

that represent entire stellar populations. Figure 3.10 shows how the fraction of star particles

with [Fe/H] < −1.5 varies as a function of the number of star particles in each halo. Point

shapes correspond to the enrichment environment of each halo (see Section 3.3.2) and colors

correspond to the type of SFH (see Section 3.4.1). The low yet still limited mass resolution

of the simulation means that some of the smallest halos have only 2 star particles within

their virial radius. Such small numbers make it hard to produce an MDF with a reasonable

width. However, as the stellar mass and number of star particles increase, the fraction of

low-metallicity stars also increases. Once again, the most massive halo is an exception. It’s
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Figure 3.10: Fraction of stars with [Fe/H] < −1.5 as a function of the number of stars in
each halo at z = 7. [Fe/H] = −1.5 was chosen because it is the upper limits of the data
in Brown et al. (2014). Point shapes correspond to the enrichment environment of each
halo (see Section 3.3.2) and colors correspond to the type of SFH (see Section 3.4.1). The
lowest stellar mass halos in the simulation have the smallest number of star particles in
the simulation, sometimes as few as 2 particles. These small numbers make it difficult to
reproduce a true spread in a MDF. In general, as the halo mass increases, the population of
low-metallicity stars also increases.
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active SFH means that it has formed a population of high-metallicity stars that dominates

in number over the lower-metallicity component.

Furthermore, these results suggest that UFDs may have formed in a more isolated en-

vironment than what is sampled here, where cross-enrichment sometimes triggers Pop II

star formation without ever having formed Pop III stars (Wise et al. 2012b; Smith et al.

2015). Dark matter only simulations suggest that satellite progenitor halos will form on the

outskirts of regions hosting an eventual Milky Way-like galaxy (Corlies et al. 2013). A series

of simulations and continuing their run to the present day will allow us to better understand

the importance of environment in the evolution of the dwarf satellite galaxy population.

What also remains unclear is how the inclusion of the α elements may help in distinguish-

ing the SFHs as they have done with the observations (Webster et al. 2015). The time scales

of the SF bursts could have potentially different signatures than a more slow, self-enriching

process. Calculating the abundances can be done by either directly tracing them in the

simulation or by linking the metallicity and SF information to a chemical evolution model

but both strategies are the subject of future work.

3.6 Summary and Conclusions

The Local Group dwarf galaxies are thought to be the potential building blocks of galaxies

like our own and objects that can be representative of the early universe for near-field

cosmology. Understanding the formation and evolution of these objects will have implications

for reionization, the early chemical enrichment of the intergalactic medium, the composition

of the Milky Way’s stellar halo, and dwarf galaxy formation in general. Advancements

in both simulations and observations can now begin to work together to unlock the star

formation histories and chemical environments of these galaxies.
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In this paper, we set out to examine some of the basic assumptions of most chemical

evolution models by comparing them to a state-of-the-art, high-resolution, cosmological,

hydrodynamical simulation. We then in turn compare the early star formation in low-mass

halos to the observational properties of Local Group ultrafaint dwarf galaxies.

Our main conclusions are as follows:

1. The semi-analytic model of supernova-driven winds considered here is in good agree-

ment with the extent of chemical enrichment from galaxies in the simulation except at

the lowest stellar masses.

2. Inhomogeneous mixing plays a large role in setting the spread in metallicity seen in the

star particles. Assuming that the average gas metallicity and average stellar metallic-

ities will be the same is not a good assumption for chemical evolution models.

3. The star formation histories of galaxies in the simulation agree with both models

considered in previous data analysis; some are continuous while others are bursty.

These histories are not driven by either the halo mass or chemical environment and

appear to be a natural, stochastic consequence of the hydrodynamics.

4. In general, the metallicity distribution functions in the simulations are too metal-

rich and too peaked such that no obvious direct match can be found in the UFDs.

Abundance patterns may remain as a way to distinguish potential SFHs as seen in the

simulation but elements are not yet traced in this simulation.

5. The simulation generically forms small galaxies that have both complex star formation

histories and spreads in the metallicity distribution functions in a few Myrs in the early

Universe. It also hints at the idea that the UFDs might have formed not just early on
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but in a more isolated environment than simulated here to explain the spreads at low

metallicities.

In the near future, the Dark Energy Survey will mostly likely continue to find new dwarf

galaxies and spectroscopic follow-ups of these candidates will provide further constraints on

metallicity distribution functions and chemical abundances. Complementarily, the James

Webb Space Telescope is primed to directly detect a fraction of these small galaxies at high

redshift. Yet reconstructing the star formation histories of these galaxies will remain difficult.

Simulations, on the other hand, can be improved in light of the observations and expanded

to produce more observables. In particular, computing individual abundances instead of

tracking a global metallicity field will allow us to expand our comparisons of the simulation

to include α and neutron-capture elements. In the mean time, it remains possible to pair

the star formation histories in the simulation to chemical evolution models to calculate the

expected abundances. Such theoretical advancements will potentially enable us to better

interpret the observations as they stand today.
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Chapter 4

Empirically Constrained Predictions

for Metal-Line Emission from the

Circumgalactic Medium

4.1 Introduction

Perhaps the most basic process of galaxy formation, the flow of gas into and out of a galaxy,

remains as one of the least understood. The key seems to lie in our lack of understanding of

the circumgalactic medium (CGM). Roughly defined as the gas surrounding galaxies at 10 to

300 kpc, the CGM encompasses all gas in transition: gas falling onto the galaxy for the first

time; gas that is being driven out by multiple feedback processes; gas that is being stripped

from infalling satellite galaxies; and gas that is currently being recycled by the galaxy (see

Putman et al. 2012, for review).

The structure of this gas halo depends on the mass and redshift of the galaxy in question.

This section contains text from an article accepted by the Astrophysical Journal with publication pend-
ing.
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Currently, gas is thought to be accreted through two main modes - a “hot” mode where

the gas is shock heated as it enters the halo and a “cold” mode where the gas remains

in unshocked filamentary structures that can potentially penetrate all the way to the disk

(Kereš et al. 2005; Fumagalli et al. 2011). Milky Way-like galaxies are thought to transition

from the cold mode to the hot mode by the present day but the details of this transition are

neither theoretically agreed upon nor well constrained observationally (Brooks et al. 2009;

Joung et al. 2012; Nelson et al. 2015a).

In addition to these inflows, the outflow of gas from the galaxy is equally important in

shaping the CGM (Nelson et al. 2015b; Marasco et al. 2015; Suresh et al. 2015a). Stellar

feedback of some form is clearly needed to prevent the overcooling of gas and the formation

of unrealistic stellar bulges in simulations (Agertz et al. 2011; Brook et al. 2011; Hummels

& Bryan 2012). It is also the most effective way of enriching the IGM to the non-pristine

levels that are observed (Oppenheimer & Davé 2008; Wiersma et al. 2010; Barai et al. 2013;

Ford et al. 2013). While such outflows are regularly seen, the exact physical process driving

them and the extent of their influence are uncertain (Turner et al. 2015). Multiple preferred

forms of Type II supernova (SN) feedback are implemented and recent work has begun to

implement more detailed processes such as radiation pressure from supernovae (Hopkins

et al. 2012; Agertz et al. 2013; Ceverino et al. 2014; Trujillo-Gomez et al. 2015), cosmic rays

(Booth et al. 2013; Salem & Bryan 2014; Salem et al. 2014), active galactic nuclei (AGN;

Sijacki et al. 2007; Booth & Schaye 2009), and direct modeling of a kinetic energy component

(Simpson et al. 2015) to name a few. In short, putting constraints on these various models

is fundamental to furthering our understanding of galaxy formation.

In general, cosmological galaxy simulations are tuned to reproduce global and primarily

stellar properties of galaxies such as the stellar mass function and the star formation rate

(SFR) density function (Davé et al. 2011; Schaye et al. 2015; Nelson et al. 2015b). Another
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benchmark is the creation of thin, extended stellar disks (Governato et al. 2007). The HI

mass function is a constraining gas property but again looks at the total mass and not its

distribution throughout the galaxy. (Davé et al. 2013) Recently, theoretical work has begun

to compare the simulated CGM to column densities and equivalent width measurements as a

function of impact parameter from the center of the galaxy (Hummels et al. 2013; Ford et al.

2015; Liang et al. 2015; Oppenheimer et al. 2016). The majority of the simulations have

difficulty in matching the large amount and high covering fraction of OVI measurements,

tracing the hottest gas phase (except recently for high-mass galaxies (Suresh et al. 2015b)

and with cosmic ray feedback (Salem et al. 2015)). Their success varies when looking at

cooler, less ionized lines (MgII, CIII, SiIV etc.) but in general, the data reveal large amounts

of metal-enriched gas at large impact parameters that is hard to reproduce theoretically.

In this way, measurements of the CGM can put strong restrictions on feedback models,

independent of the global properties that are already used.

The most successful method of observing the CGM is in the absorption lines of quasar

spectra. At higher redshifts, Lyman α and the ultraviolet metal lines of interest have shifted

into the optical, making observations easier and successful (Steidel et al. 2010; Simcoe et al.

2004). At low redshift, several studies have begun pushing our knowledge of the more local

CGM with measurements of MgII (Chen et al. 2010) and OVI for a number of galaxies

(Prochaska et al. 2011; Thom & Chen 2008). The recent installation of the Cosmic Origins

Spectrograph (COS) on HST has enabled a new survey of the CGM of low-redshift (z ≈ 0.2),

massive, isolated galaxies. The COS Halos survey has provided a large, uniformly measured

sample of the HI column densities (Tumlinson et al. 2013b), metal-line absorption (Werk

et al. 2013), and OVI column densities (Tumlinson et al. 2011). As accretion and outflows

are expected to vary with redshift in addition to mass, low-redshift studies such as these are

crucial as is the need to push to even lower redshifts.
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A complementary approach is to observe the CGM directly in emission. Quasar spectra

will always be limited by the small number of sightlines through each galaxy. An emission

map has the potential to provide insight into the physical state of an entire galaxy halo.

While promising, the low density of the gas has made this observation challenging. The

most success has come from high-redshift surveys for Lyman α emitters (e.g. Bridge et al.

2013; Gawiser et al. 2007) and the more extended Lyman α blobs/halos (e.g. Matsuda et al.

2011; Steidel et al. 2011, 2000) but metal-line emission has remained elusive (Arrigoni Battaia

et al. 2015). Recently, the development of new integral field units, MUSE and CWI (and

its successor KCWI), now allows for a study of the kinematics of the gas. Early work has

already suggested that the absorbers can be linked to global outflows (Swinbank et al. 2015)

as well as filamentary inflows (Martin et al. 2014). At low redshift, the upcoming FIREBall-2

is building on its predecessor (Milliard et al. 2010) and pushing the boundaries of low surface

brightness UV observations. This, in addition to any small or large near-future UV space

telescope mean that direct UV observations of the CGM are closer than ever.

With these advancements in mind, this work looks to take advantage of new data while

preparing for future observations. We take a high-resolution, cosmological, hydrodynamical

simulation of a Milky Way-like galaxy and compare it to recent column density data. We

then ask what emission we could presume to detect with upcoming facilities.

Previous studies of this same simulation provide a solid foundation for this work. Fernández

et al. (2012) demonstrated that infalling satellites provide much of the cold, high-metallicity

gas found in the halo at z = 0 whereas Joung et al. (2012) quantified how much gas of a

given temperature is accreted at low z. This existing physical insight allows us to better

understand the evolution of the CGM and the contribution of different accretion modes.

In this paper, we look to build on this work when interpreting our emission predictions.

In Section 4.2, basics of the simulation used and the photoionization model are summarized.
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In Section 4.3, the simulation is compared to column density observations to put empirical

constraints on the interpretation of the simulation. In Section 4.4, the emission signatures

of this gas and how they evolve are examined and its observational properties are explored.

Finally, the broader context of the work is discussed in Section 4.5, and the results are

summarized in Section 4.6. Appendix 4.A provides additional information about the EUVB

in general and Appendix 4.B examines the effects of simulation resolution on our conclusions.

4.2 Methodology

4.2.1 Simulation Basics

We analyze the cosmological, hydrodynamical simulation of Joung et al. (2012) performed

with enzo, an Eulerian, adaptive mesh refinement, hydrodynamical code (Bryan et al. 2014).

A Milky Way-like halo was identified from within an initial low-resolution run with a pe-

riodic box of L = 25 h−1 Mpc comoving on a side with cosmological parameters consis-

tent with WMAP5. This galaxy was centered in a box of length ≈ 5 h−1 Mpc which was

then resimulated with 10 levels of refinement. The selected galaxy has a final halo mass of

1.4 × 1012M� and contains over 8.2 million dark matter particles within its virial radius,

with mDM = 1.7 × 105M�. The final stellar mass is 1.9 × 1011M�, placing the halo above

the M(star)-M(halo) relation as is common with simulations of this type (Guo et al. 2010). The

maximum spatial resolution stays at 136-272 pc comoving or better at all times.

The simulation includes metallicity-dependent cooling, a metagalactic UV background,

shielding of UV radiation by neutral hydrogen, and a diffuse form of photoelectric heating.

The code simultaneously solves a complex chemical network involving multiple species (e.g.

HI, HII, H2, HeI, HeII, HeIII, e−) and metal densities explicitly.

Star formation and stellar feedback are included in the simulation. Star particles have
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a minimum initial mass of m∗ = 1.0 × 105M� and are created if ρ > ρSF and with a

violation of the Truelove criterion. SN feedback is modeled following Cen et al. (2005),

with the fraction of the stellar rest-mass energy returned to the gas as thermal energy,

eSN = 10−5, consistent with the Chabrier (2003) initial mass function. The metal yield

from stars, assumed to be 0.025, represents metal production from supernovae of both Type

Ia and Type II. This metallicity is traced as a single field and abundances are generated

throughout the paper assuming the solar abundance. Feedback energy and ejected metals

are distributed into 27 local cells centered at the star particle in question, weighted by the

specific volume of the cell. The metals and thermal energy are released gradually, following

the form f(t, ti, t∗) = (1/t∗)[(t − ti)/t∗] exp[−(t − ti)/t∗], where ti is the formation time of

a given star particle, and t∗ = max(tdyn, 3 × 106yr) where tdyn =
√

3π/(32Gρtot) is the

dynamical time of the gas from which the star particle formed. The metal enrichment inside

galaxies and in the IGM is followed self-consistently in a spatially resolved fashion. For

details of these prescriptions, we direct the reader to Joung et al. (2012).

4.2.2 Ionization Modeling

To calculate the relevant ionization processes of interest, the simulation was post-processed

with the photoionization code cloudy (version 10.0, last described in Ferland et al. 1998)

in conjunction with the cooling map generation code roco (Smith et al. 2008) and the

simulation analysis suite yt (Turk et al. 2011). For each model discussed in the upcoming

sections, the following procedure was used to produce the column density and emission

predictions.

First, cloudy look-up tables of ion fractions and emissivity were constructed for a given

ionization background as a function of temperature (103 < T < 108, ∆ log10 T = 0.1)

and hydrogen number density (10−6 < nH < 102, ∆ log10 nH = 0.5). Each table assumes
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solar metallicity and abundances. The grid is then interpolated for every cell to the correct

temperature and nH. Then, nXi, the number density of given ionization state of element X

(CIII, SiIV, OVI, etc.) is calculated as:

nXi = nH(nX/nH)(nXi/nX) (4.1)

where (nX/nH) is the elemental abundance relative to hydrogen and (nXi/nX) is the ion

fraction computed by cloudy. Here the elemental abundance is given as the solar abundance

scaled by the metallicity reported in the simulation. The emissivity is more straightforward

as cloudy directly reports the emissivity at a given temperature and density that is then

again scaled by the metallicity.

With these number densities and emissivities, producing the corresponding column den-

sity and surface brightness values is done as projections through the simulation with yt.

Throughout the paper, we assume a box that is 320 kpc across and 500 kpc deep, ensuring

the selection of gas associated with the galaxy. Each projection and radial profile is made

with a resolution of 1 physical kpc, unless otherwise stated.

Finally, throughout the paper, the assumed ionization field, the extragalactic ultraviolet

background (EUVB), is varied to examine the agreement of the simulation predictions with

the column density measurements. To this end, we take the 2005 updated version of the

Haardt & Madau (2001) background of cloudy and split it into its two components - quasars

and galaxies. Then, the intensity of each component can be varied and the changes in the

predicted column densities studied. The quasar component dominates at short wavelengths

and is responsible for the majority of the ionizing radiation in the calculations. In this way,

varying the quasar component has more significant consequences than varying the galactic

component. A more detailed discussion of the differences among these backgrounds is found
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in Appendix 4.A.

Because this is a post-processing of the simulation, this technique is not fully self-

consistent. It does not capture the underlying effects on the temperature and density that

arise from changing the ionization background used in computing the cooling of the gas.

However, the overall galaxy evolution and supernova feedback are thought to dominate the

evolution of the gas density, temperature and metallicity more than the choice of EUVB and

the ion fractions of interest here are less important in determining these large-scale proper-

ties. These limitations remain as part of the uncertainty in the following calculations but

the overall conclusions should be robust.

However, the response of the simulation to the changes in the EUVB reflects the field’s

true influence on the ionization state of the simulated gas, assuming ionization equilibrium.

The field is a fundamental property of the physics of the calculation used in calculating the

ion fractions and emissivity in cloudy. The density and temperature of the gas are not

expected to vary much with the choice of EUVB, as discussed in Appendix 4.A.

4.3 Absorption

In this section, we look to place the simulation in the context of a set of current absorption-

line observations. First, column density maps of a series of ions are generated and the

resulting CGM structure is analyzed. Next, the reliability of the simulation is tested by

examining its agreement with available observations, specifically the COS Halos survey (Werk

et al. 2013).
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Figure 4.1: Column density maps of HI, SiIV, CIII, and OVI respectively at z = 0.2 with a
resolution of 1 kpc. Note HI has a unique color bar. OVI has the largest covering factor
with moderately high column densities extending uniformly over 100 kpc. CIII has a smaller
covering factor but reaches higher densities in visible filaments and stripped satellite material.
SiIV is the weakest as its peak ionization temperature is slightly below the typical temperature
of the halo gas.

4.3.1 Column Density Maps

In order to better visualize the CGM column density distribution of the simulated galaxy,

we first examine Figure 4.1, which shows column density maps for four ions at z = 0.2 with
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a resolution of 1 kpc. This set of ions allows us to probe from the coldest gas (HI) to the

hottest gas (OVI) and the warm gas in between (SiIV, CIII). What is first apparent is the

intricate structures visible for all of these ions. The HI naturally has the largest column

densities in the filaments that trace the high-density structures within the gas.

The distribution of SiIV and CIII closely follows that of the HI. The greater strength

of CIII is related to the fact that it is approximately 10 times more abundant than SiIV

for a given metallicity. These low-ionization ions are found mostly in the higher-density

gas because the high average temperature of the CGM outside these regions prefers higher

ionization states. These trends are also true of other low ions, such as SiIII, which show

similar features. Conversely, in this map, although the OVI does retain traces of the same

underlying structures seen as slightly enhanced column density regions, its higher ionization

energy allows it to exist in hotter gas. In this way, the OVI has the largest extent and obtains

an appreciable column density value for almost the entire area of the map. This is consistent

with Tumlinson et al. (2011) who found OVI in all of their star-forming galaxies, implying a

high covering fraction as seen here.

4.3.2 Comparison to COS Halos Column Densities

With column density maps in hand, we now compare the simulation to the uniform, galaxy-

selected, quasar sample of COS Halos data, which provide measurements of the column

densities of multiple ions as a function of impact parameter to low sensitivities. The ions

presented here (SiIII, SiIV, CIII, OVI) span a wide range in ionization energy while having

a large number of observations in the COS Halos sample. CIV is excluded as observations

are limited by the degraded sensitivity of COS for wavelengths λ > 1500 Å, necessary for

this redshift sample (Werk et al. 2013). As we are considering a single galaxy, the simulation

is not expected to reproduce every aspect of the larger population sampled by the survey.
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Because of this fact, coupled with the large number of upper and lower limits in the data,

the comparison made here between simulated and observed column densities is visual. Every

pixel in the column density map is shown so that the validity of the conclusions drawn here

is easily confirmed.

As a base case, we assume the standard HM05 background, labeled as g1q1 in figures.

Using the method described in Section 4.2.2, the column densities are computed for each

ion as a function of impact parameter from the galactic center at z = 0.2, the approximate

redshift of the data. The center panels of Figure 4.2 show the resulting average radial profiles

of three projection angles as well as the value of each pixel for a single projection (shown in

Figure 4.1). Each pixel has a width of 1 kpc. The data points are detections and upper and

lower limits, respectively, of the COS Halos data set. The color of the data point indicates

whether the galaxy is considered star-forming (with sSFR > 10−11 yr−1) or passive as in

Werk et al. (2013). At z = 0.2, the simulated galaxy has a stellar mass of 1.9 × 1011M�

and star formation rate (SFR) of 6.22 M�/yr, making it a star-forming galaxy by this

classification as expected. This stellar mass is typical of a COS Halos galaxy but this SFR

leads to a rate at z = 0 that is high compared to the actual Milky Way (noted by Fernández

et al. 2012; Joung et al. 2012). However, in the COS Halos sample, five galaxies have this

SFR or higher. These points show no special trends in the column densities (Werk et al.

2013) so the comparison done here is valid.

These plots highlight both the average trends of the halo gas as well as the structures

seen in the column density maps of Figure 4.1. In general, the median column densities re-

main roughly constant with impact parameter. However, filamentary structures and satellite

galaxies (the peak seen around 40 kpc) provide the possibility of a quasar sightline measuring

higher-than-average column densities. Furthermore, the distribution of the pixel values does

vary somewhat with the projection angle. In particular, a face-on projection reduces the
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Figure 4.2: Radial profiles of four different ions with gray points showing the values of
individual pixels and the black line showing the median. Overplotted are column densities
from the COS Halos survey, colored as either star-forming (blue) or passive (red). The
fiducial UV background (HM05) fails to reproduce the observed column densities except
for the peaks from the remaining filamentary structure and satellite galaxies. Lowering the
background to 0.01 times the normal quasar intensity provides a better match to SiIV and CIII

though some tension remains. OVI appears more collisionally ionized such that the changes
are less marked but no background successfully reproduces the high OVI absorption seen in
star-forming galaxies.
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scatter in the inner radii as the disk dominates the gas distribution. However, the average

values are generally unaffected. Throughout the paper, we plot a mostly edge-on projection

which allows for a better evaluation of how gas extends perpendicularly from the disk while

lessening the influence of the disk itself.

It is apparent that for this simulation, this model is not a good fit to most of the data. The

higher-density filamentary structures bring many of the CIII measurements into alignment

with the data but the small covering fraction of these filaments makes it unlikely that they

constitute a large fraction of the COS Halo absorber population. The SiIV data is composed

of many upper limits which means that the low predicted values may be more in line with

the simulation. However, the detections are still mostly too high to match the simulation at

the larger impact parameters.

The OVI measurements, on the other hand, are composed mostly of detections. Our

inability to match the OVI prediction for the star-forming galaxy model highlights a true

disagreement. The observed galaxies with similarly high star formation rates as our simulated

galaxy have properties similar to the other star-forming galaxies while the simulation is more

in agreement with the passive population. Taken together, this suggests that the details of

the hot phase of the CGM are not being properly reproduced.

Nevertheless, it is encouraging that the simulated gas shows a roughly flat radial profile

like the data, as this was not guaranteed a priori. Figure 4.10 shows the radial profiles of

the density, temperature, and metallicity at z=0.2 in orange. The density decreases much

faster than temperature beyond the disk (excepting peaks that represent satellite galaxies)

while the metallicity actually begins to rise beyond 50 kpc. The combination of warm/hot

temperatures, falling density, and increasing metallicity combine to produce the roughly flat

column densities seen here in Figure 4.2. Yet, the points are not as tightly clustered as the

data and are roughly two orders of magnitude too low.
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It is tempting to simply increase the metallicity of the gas to increase the column densities,

but it is not clear that this would lessen the discrepancies with the observations. The

metallicity and temperature of the gas are intimately linked. Increasing the metallicity of

the gas may lower the temperature such that the simulation remains in disagreement with

some of the data. For example, SiIII and SiIV which prefer colder temperatures, would most

likely benefit from added metallicity but OVI which prefers hotter temperatures may not.

Furthermore, keeping the density and temperature fixed, the metallicity would need to be

raised by approximately two orders of magnitude to bring better agreement with the data,

assuming the fiducial HM05 EUVB. This would put much of the CGM at solar metallicity

or above, in contrast to most expectations and the measurements of Werk et al. (2014).

Instead, these discrepancies are an indication that the simulation that is tuned to repro-

duce bulk stellar properties of galaxies over time fails to do the same for these multiphase

CGM gas properties. However, this is not the first simulation to have such issues. Hummels

et al. (2013) also analyze an enzo simulation with a similar thermal feedback prescription

but at lower resolution and report the same difficulties. Likewise, the SPH simulation of

Ford et al. (2015) also fails to reproduce the OVI densities even though they implement a

non-thermal wind prescription for their feedback. One success is that of Salem et al. (2015),

whose implementation of cosmic ray feedback successfully match the data for all ions. A

discussion of these different methods is found in Section 4.5.

Thus, the typical solution that is invoked and explored in these works and many others

is a modification to the stellar feedback prescription, changing the density, temperature and

metallicity of the simulated CGM (e.g. OWLS, EAGLE, FIRE, described in Schaye et al.

2010, 2015; Hopkins et al. 2014, respectively). This range of parameterizations can have

an uncertain impact on the gas quantities such that new feedback solutions require the

simulation to be re-run to capture the changes. We explore the role of feedback further in
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Section 4.5.

However, the EUVB is also important in setting the ionization state of the gas and is

not well constrained. Variations of the Haardt & Madau (1996) background (e.g. HM96,

HM01, HM05, HM12) are implemented in most simulations and cloudy. While these are

the best models to date, there is still significant uncertainty in the exact strength and shape

of the EUVB. To this end, we chose to explore the impact of this uncertainty by varying the

intensity of the galaxy and quasar components of the HM05 background and examining the

effects on the resulting column densities. In the following analysis, two bracketing cases of

the quasar intensity are presented to examine the reasonable range of effects on the predicted

column densities. At one end, the quasar intensity is 100 times less intense than standard

(g1q01) and at the other, the quasar intensity is ten times more intense (g1q10). These

properties are summarized in Table 4.1 for easy reference. We performed the same analysis

for a range of quasar intensities spanning these two cases and the trends seen across the

three values presented here are consistent with these results. Furthermore, these two cases

bracket current estimates of the photoionization rate with high-redshift Lyman α forest

studies preferring higher backgrounds (Kollmeier et al. 2014; Shull et al. 2015) and with

low-redshift Hα upper limits preferring lower backgrounds (Adams et al. 2011). Further

discussion of the EUVB and its uncertainty can be found in Appendix 4.A. In addition, the

galaxy intensity was varied in a similar way but with little to no effect on the predicted

column densities as it provides less of the ionizing flux.

Table 4.1: EUVB Model Summary

Name Galaxy Quasar
g1q01 1.0 0.01
g1q1 1.0 1.0
g1q10 1.0 10.0
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The first and last columns of Figure 4.2 once again show the radial profiles of the column

densities of our simulated galaxy but with these altered EUVBs. With g1q01 in the first

column, it appears that lowering the quasar intensity to 0.01 times its normal value provides

a much better fit to the low-ion data, SiIII, SiIV, and CIII. The majority of the pixels are now

in better agreement with the data which is consistent with the idea that this softer spectrum

is no longer over-ionizing the gas. Raising the quasar intensity as seen in the last column

with the g1q10 models results in a much larger disagreement between the simulation and the

data, which is thus consistent with the picture of over-ionization. Together, this suggests

that photoionization is the dominant process in producing these low ions. OVI, on the other

hand, is mostly unaffected, suggesting that the gas is predominantly collisionally ionized.

Most of the halo volume is at about the same density and temperature, accounting for the

small spread in OVI column density values. The scatter that is introduced is actually toward

lower column densities with larger quasar intensity, consistent with the recombination rate of

the lower-density gas not being able to counterbalance the increased photoionization. This

demonstrates that producing the correct amount of OVI is not a simple matter of increasing

the photoionization of the CGM.

Observationally, there is support for the approach of varying the EUVB. Crighton et al.

(2015) allowed the power-law slope of the Haardt & Madau (2012, , HM12) background

between 1 and 10 Rydbergs to vary and found that half the components in their absorption

spectra preferred an altered slope. One component agrees with the findings here, preferring

a softer background, but the others are better fit by a slightly harder spectrum. If variations

of the EUVB are necessary to explain absorption components within the same sightline, it is

reasonable to expect that the EUVB would vary amongst the many galaxies that compose

the COS Halos sample. Examining how this variation changes simulated predictions given

otherwise identical physical conditions can thus provide insight into how to interpret such
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measurements.

On the other hand, the preference of this simulation for a weaker EUVB background is

in fact in contrast both with these column density component measurements as well as the

known limitation of the HM12 background failing to reproduce the column density distribu-

tion of Lyman α forest absorbers, known as the photon underproduction crisis (Kollmeier

et al. 2014; Shull et al. 2015). Solving this crisis calls for an increase in the photoionization

rate of the HM12 background. However, the HM05 model used here is more consistent with

the findings of Kollmeier et al. (2014) while it is less consistent with the log(NHI) > 14.0

distribution plotted in Shull et al. (2015). This uncertainty in the low-redshift EUVB sup-

ports our decision to vary its intensity though in light of the ongoing efforts in feedback

and subgrid physics, we acknowledge that this is likely not enough to bring full agreement

between the simulation and observations. If a different feedback method allowed for the

gas in the simulation to be cooler at late times, the EUVB would not have to be so low to

produce the necessary amount of low ions such as SiIV and CIII.

Overall, we find that column densities predicted by the simulation using the standard

HM05 background do not provide the best match to recent observations. Instead, the sim-

ulation prefers a softer, reduced quasar intensity to produce the necessary large amount of

low-ionization gas. This demonstrates that simulation predictions are sensitive to the as-

sumed EUVB and that this assumption should be considered in conjunction with efforts to

vary feedback methods, but that this preference of a reduced EUVB, in tension with certain

observations, cannot solve the issue entirely.

4.3.3 Comparing to Derived Gas Properties

Just as cloudy can be used to predict column densities from simulated physical gas prop-

erties, measured column densities can be used to place constraints on the physical properties
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of the gas that is producing the absorption. Here we compare the observationally derived

gas density and temperature of Werk et al. (2014) to those of the simulation.

We choose to compare the modeled temperature and density from the data directly to

the simulation as opposed to computing mock spectra from the simulation and comparing

to the data directly. Both require cloudy modeling and assumptions about the EUVB,

abundance patterns and ionization equilibrium and in this way, we do not need to re-analyze

the spectra of the COS Halos team. Furthermore, the simulation densities and temperatures

are weighted by the column density of the ion of interest, reflecting the preferential detection

of higher column density features used in the modeling.

For each of the column density radial profiles shown in Figure 4.2, the hydrogen number

density, nH, and temperature used in computing the column densities were projected along

the same axis, weighted by the ion number density of interest within the g1q1 model. Figure

4.3 shows the resulting nH and temperature for the four ions being discussed (SiIII, SiIV, CIII,

OVI). The 2D histogram is colored to show the average column density of the lines of sight

contributing to each bin.

The plotted points are derived from the modeling of the column density observations by

Werk et al. (2014). The reported values of the ionization parameter, log(U), are directly

converted to nH, assuming the ionizing flux of HM05. For the temperature, cloudy models

were generated using the adopted value of NH and each permutation of the maximum and

minimum values of log(U) and metallicity. For sightlines where there was an upper limit for

the metallicity, a lower boundary of [Fe/H] = −6 was assumed. In this way, each absorber

has four data points associated with it, the combinations of the maximum and minimum

values for log(U) and metallicity, representing the range of acceptable values from the data.

cloudy then reports the best equilibrium temperature of such a gas cloud, plotted here.

This was done for the fiducial model, g1q1, which best matches the EUVB background used
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Figure 4.3: Hydrogen number density (nH) and temperature, weighted by the given ion
number density along the line of sight within the g1q1 model. Colors correspond to the
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values implied by the modeling of Werk et al. (2014). The simulation and observations span
the same range of densities while the simulation temperatures are universally higher. This
also shows the OVI clearly in a different phase medium, while data points are not included
as the ion is explicitly not fit by Werk et al. (2014).
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to derive the parameters in Werk et al. (2014).

This plot more than any other shows that OVI is in a different phase from the other

low-ionization species. It is found exclusively in the hottest gas and the fact that the column

densities are uniform across the entire density range reflects the conditions necessary for its

longer-lived existence instead of cooling immediately. Data points are not shown for the

modeled COS Halos data as OVI is explicitly left out of the cloudy modeling of Werk et al.

(2014), who are focused on cooler gas (T < 105 K).

More surprising is the discrepancy between the properties of the low ions in the simulation

and the observations. For CIII, SiIII, and SiIV, the majority of the simulated points have

log(nH) < −4 but span a large range in temperature. Conversely, the observational points

have a clear relation where the temperature decreases with increasing density. This trend is

perhaps reproduced in CIII in the simulation but at higher temperatures.

These plots show that gas with a measurable column density is found at low temperatures

and high densities. Yet almost all of the gas in the simulation is at a higher temperature

than those implied by Werk et al. (2014). None of the gas within a radius of 100 kpc reaches

this low of a temperature. Part of this may be due to observational selection; the majority of

the simulated gas is at low density, below the detection threshold (see the second column of

Figure 4.8). Alternatively, there may be physical differences between the simulated gas and

the modeled observations that can explain the discrepancy in the column densities. However,

we have shown that this may also be alleviated by altering the assumed EUVB.

In short, although the simulated galaxy has column densities that can be brought into

rough agreement with the data, the physical conditions of the gas producing such values are

inconsistent with those derived from the data. However, the differences between these two

approaches should be noted. cloudy, by design, constructs a cloud with uniform density

and temperature in local ionization equilibrium. With only the EUVB fixed, it tends toward
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lower temperatures and produces a relationship between density and temperature seen as a

track in the data plotted in Figure 4.3. The simulation, on the other hand, is run with the

intent of retaining the large-scale and complex structure of the CGM gas, with ionization

fractions computed for individual cells using a fixed temperature and density. This work has

shown that it is possible for this cosmological CGM to produce column densities in the range

of those predicted by the idealized clouds intrinsic to cloudy, even with largely varying gas

properties, if only the assumed EUVB is altered.

4.4 Emission

While the previous section demonstrates the power of absorption-line studies, it also high-

lights some of their limitations. Absorption-line measurements are extremely sensitive probes

of low column density gas, but it is challenging to understand which physical structures in

the halo we are probing with these data. Also, the limited number of sightlines per galaxy

hinders any attempt at understanding the spatial extent or scale of the structures detected.

If instead it was possible to image the entire galaxy in emission, such maps may begin to

reveal coherent structures or asymmetries in a gaseous halo that could help place stronger

limits on gas accretion and outflows from the galaxy.

Although the simulation fails to accurately predict the column density distribution of

CGM gas, we feel that they have sufficient fidelity to obtain new estimates of CGM emission

and to determine whether the emission signal is within reach of new observational capa-

bilities. In particular, our analysis of CGM emission from a high-resolution simulation of a

galaxy at low redshift is distinct from most other recent studies that probe the overall, diffuse

emission-line cooling from CGM halos at lower resolution. This work provides a benchmark

for simulations of this type for future comparisons with different theoretical prescriptions
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and observations. In this section, we present a complementary set of emission maps and

show how they vary with photoionizing background and redshift. We highlight the ways in

which these maps provide a distinct and unique view of the morphology and evolution of

the CGM. We also explore how emission varies with nH and temperature in the context of

the absorption discussed in the previous section. We also determine the detectability of such

gas, thereby informing target selection and instrument design for upcoming missions.

4.4.1 Emission Maps

Figure 4.4 shows the emission maps of four of the brightest lines at z = 0.2, the same

redshift as Figure 4.1 and with the same resolution. Throughout this section, we consider

CIV in place of SiIII as it emits more brightly and is an intermediate ion between CIII and

OVI, except within roughly the innermost 25 kpc (a slightly smaller radius than that seen

by van de Voort & Schaye (2013)). In general, SiIII follows the same trends as SiIV, which

is shown. Furthermore, we do not present Lyman α emission (although it likely produces

the strongest signal) because resonant scattering is known to change the extent and shape

of the emission (e.g. Lake et al. 2015; Dijkstra & Kramer 2012; Zheng et al. 2011) and the

required radiative transfer calculation for Lyman α and other lines is beyond the scope of

this paper and deferred for future work. We assume that the impact of scattering for other

emission lines is negligible.

Comparing Figures 4.1 and 4.4, it is visually apparent that emission and absorption trace

the same high-density structures. However, the emission surface brightness spans many more

orders of magnitude, making the relevant range much bigger than that of the column density

measurements. A similarly large range was reported in earlier work by Bertone & Schaye

(2012). Because much of the emission is expected to come from collisional excitation of the

gas, the n2 dependence of this process causes the large spread in values seen here and makes
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Figure 4.4: Emission maps of SiIV, CIII, CIV and OVI respectively at z = 0.2 with a resolution
of 1 kpc. As in Figure 4.1, OVI has the largest covering factor while the other ions more
closely follow the underlying, cold gas structures. However, the surface brightness spans
a wider range of values, demonstrating how sensitive the emission is to the density and
temperature of the gas.
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the higher-density structures the brightest features and easiest to detect. Most of the gas

far from the disk is at low emission levels that are undetectable, as discussed below. This

suggests that even further from the galaxy, detections of the even lower-density intergalactic

medium will remain out of reach.

Furthermore, as with the column densities, the low ions (SiIV, CIII) trace the filaments

where the density is higher and, just as importantly, the temperature is lower. (The same is

true for the not-shown SiIII line, which is very similar to SiIV). CIII is the strongest emitting

line, consistent with previous work that has considered the line (van de Voort & Schaye 2013;

Bertone et al. 2013; Bertone & Schaye 2012). As the peak of the emissivity curve for a given

ion moves to higher temperatures, the emission becomes more prevalent for the majority of

the diffuse halo which roughly has a temperature of 105.5 K. For example, this is the peak

temperature of OVI emissivity and as such, this line supplies strong emission throughout the

entirety of the halo. Beyond 106 K, however, the OVI emission will again become less volume

filling as most of the CGM is not hotter than this. Such biasing of SiIV to higher-density

regions and OVI to less dense regions was also reported by van de Voort & Schaye (2013)

and Bertone & Schaye (2012) and appears to be a fundamental prediction of any simulation

containing a warm/hot CGM halo.

4.4.2 Photoionizing Background

The results above assume the single, fiducial HM05 ionizing background. It was shown in

the previous section that varying the intensity of this background can bring the simulation

more in line with the absorption observations, but what effect does this have on the pre-

dicted emission? Figure 4.5 shows the same radial profiles as Figure 4.2 but for the surface

brightness values of each projected pixel. A comparison of these two plots shows that the

median values of the emission are affected by the change in EUVB in mostly the same way
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Figure 4.5: Radial profiles of SiIV, CIII, CIV and OVI emission at z = 0.2 for the three
EUVB backgrounds considered. Here the simulated points are colored by their possibility
of detection with green being definite, blue being probable, and pink being possible (see
Section 4.4.4.1). The black line represents the median value. The median emission values
are affected by the change in EUVB in the same way as the column densities (see Figure
4.2). However, the extent and number of the brightest pixels with the highest detection
probabilities are mostly unchanged by varying the EUVB. Finally, overplotted are emission
values associated with the density and temperature reported in Werk et al. (2014) for their
absorbers. The large range for many of the points is a result of upper limits placed on the
metallicity in the data. Although the column densities were not in agreement, the emission
values are in fact generally lower than what is predicted by the simulation.
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as the column densities. To further quantify this notion, Table 4.2 shows the median value

of the radial profiles of both the column density and surface brightness predictions at 100

kpc and z = 0.2 for the three EUVBs considered in both sections. For SiIV and CIII, the

median values of the column density increase by almost two orders of magnitude in the g1q01

model relative to the fiducial model and the same is true for the emission. The OVI is more

unaffected in both absorption and emission. When considering g1q10 relative to g1q1, both

the column density and surface brightness medians decrease by the same orders of magnitude

for SiIV and CIII, and the OVI by 0.6 orders of magnitude. The ionizing background now

over-ionizes the low-density gas as before, leading to larger changes in both absorption and

emission of all ions, including OVI.

However, these median levels of emission are below the detection limits of upcoming

surveys for all the models and thus the EUVB does not have a strong effect on what will

realistically be possible to detect. In Figure 4.5, the points are colored by rough detection

probability cuts: green points are certain to be detected, blue points are likely to be detected

and pink points are possible to detect. This coloring shows that the pixels with the highest

surface brightnesses extend about equally far for all of the EUVBs. Instead, their distribution

and number depend mostly on the density and temperature of the gas. Because a 2D image

would capture all of these pixels, the number and brightness of these emission peaks can

perhaps provide a more unambiguous look at these underlying gas properties. Such surface

brightness effects are discussed in more detail in Section 4.4.4.1.

More importantly, however, the pixels with the highest surface brightness have the highest

possibility of detection and extend about equally far for all of the EUVBs. Their distribution

and number depend mostly on the density and temperature of the gas. Because a 2D image

would capture all of these pixels, the number and brightness of these emission peaks can

perhaps provide a more unambiguous look at these underlying gas properties.
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Table 4.2: Median Values of z=0.2 Radial Profiles at 100 kpc

absorption
g1q01 g1q1 g1q10

SiIV 11.46 9.45 7.00
CIII 13.18 11.22 8.76
OVI 13.75 13.55 12.66

log(Column Density)
[cm−2]

emission
g1q01 g1q1 g1q10

SiIV -1.41 -2.84 -5.24
CIII -0.47 -1.96 -4.23
OVI 0.50 0.33 -0.46

log(Surface Brightness)
[photons s−1 cm−2 sr−1 ]

This variation of the emission radial profile with EUVB is opposed to previous studies

which found no variation in their simulated emission profiles when the assumed background

was increased by a factor of 10, although neither explores lowering the EUVB (Sravan et al.

2015; van de Voort & Schaye 2013). Also, both average over a large number of halos over

a range of masses, which may smooth some of the changes seen here, particularly as we are

presenting the median. However, creating the same radial profiles as Figure 4.5 but for z = 1,

we also found little to no variation in the profiles. Yet the fiducial background is higher at

z = 1 than at z = 0.2 and encompasses the regions covered by the g1q1 and g1q10 models

at z = 0.2. This suggests that the gas state is more dominated by collisional ionization at

z = 1, which is supported by the higher density of the gas at early times (see Section 4.4.3

and Figure 4.8 for more details).

We point out that the extremely low SB values predicted here are purely theoretical

predictions from the gas itself. They do not include the EUVB photons as well as possible
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photon pumping and scattering from the host galaxy continuum. The UV continuum of a

star-forming galaxy typical of the COS Halos sample will be on the order of 500 photons

s−1 cm−2 sr−1, although this is dependent on the uncertain escape fraction of the ionizing

photons (see Figure 13 of Werk et al. 2014, for a plotted, typical galaxy SED). With only

a fraction of this flux contributing to the pumping or scattering of a specific line of interest,

the floor set by these processes will be above the theoretical limit shown here but below

any upcoming detectable limit. Furthermore, this will mostly affect the volume closer to the

star-forming disk and not alter our predictions for the more distant CGM.

In addition to the projected simulation pixels, “observational” data have been generated

from the physical parameters inferred from the cloudy modeling of Werk et al. (2014). For

each line of sight, the adopted N =H was paired with each combination of the maximum and

minimum values of the metallicity and ionization parameter to compute the emission from

such a cloud using cloudy. Then the maximum and minimum computed values of each

sightline are plotted as connected points. The large acceptable range for a high faction of

the sightlines is due to the degeneracy of the ionization parameter (which for this model is

a proxy for nH) and the metallicity. As we previously noted, the measured column densities

are not in agreement with the simulated values. However, the emission predicted from the

column density data using the method described above, bracket nearly all of the simulated

emission values of SiIII, SiIV, and CIII. Data points are not shown for OVI since Werk et al.

(2014) explicitly model gas cooler than the gas seen in the simulation (T < 105 K).

The complex ionization structure in the CGM halo means that regions of strong ab-

sorption do not always produce significant associated emission, particularly for OVI which

is known to have a low column. In part, this is because absorption-line measurements are

typically probing gas in the ground state, allowing ionic absorption of incoming quasar pho-

tons. Emission, on the other hand, is generated as higher ions cool through the metal line of
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interest or through collisional excitation and cooling of lower ion gas; these processes tend

to be more transitory in nature. We suggest here that the CIII emission predictions may be

the most reliable as the column density distribution is best reproduced by the simulation

for both the fiducial EUVB and the modified, weaker EUVB. The column density of OVI

is known to be underproduced and the temperature of the hot halo generating the OVI is

contested amongst the simulations (discussed further in Section 4.5). However, we expect

the overall trends seen here with OVI being found in the hotter, volume-filling gas to remain

valid. CIV is likely intermediary, but the lack of data in the COS Halos sample limits our

conclusions.

Overall, the density structures revealed in the column density maps are also present in

the emission but the emission values span a much larger dynamic range. This dynamic

range reflects the emission’s biasing toward higher density and thus higher signal regions.

However, this biasing and its unique dependence on density, temperature and metallicity

can provide complementary constraints on these properties of the gas when combined with

column density measurements. Another advantage of emission observations is that varying

the ionizing background does not have a strong effect on the brightest emitting pixels as it

does on the median column density that could be detected. Because the emission trends

and detection possibilities do not vary with the EUVB, in the following sections, we present

results using the fiducial background.

4.4.3 Redshift Evolution of the Emission

Our simulations can also be used to predict the physical distribution of CGM emission over

a a large range of redshift, and imaging the CGM can be used to better understand what

is driving the emission at each redshift. In particular, the nature of the CGM may change

dramatically from z = 1 to z = 0 as the SFR declines on average and as galaxies in this

97



mass range potentially transition from “cold mode” to “hot mode” accretion.

Figure 4.6 shows the evolution of four emission lines for our simulated galaxy using the

fiducial background. The proper physical size of the box is constant in each panel as well as

the resolution of 1 physical kpc. Furthermore, in order to study the intrinsic evolution of the

emission separate from the cosmic expansion, these plots show the true surface brightness of

the object without accounting for the cosmological (1+z)4 dimming - i.e. we set z = 0. In this

way, the brightness of the emission is directly related to the underlying density, temperature

and metallicity and their evolution alone. We discuss the importance and effects of this

dimming in the following section.

It is easy to see that as the redshift increases, the emission becomes brighter and extends

further and more spherically from the disk. This is most striking for the low ions which

emit at an appreciable level almost out to the virial radius at z = 1 while they are limited

to high-density features at z = 0. However, the extended emission sphere surrounding the

disk at z = 1 in all four ions considered disappears by z = 0, leaving only the filamentary

structure behind. This increase in the bias of the emission towards high-density regions at

later times as compared to emission at z = 3 was noted by van de Voort & Schaye (2013),

and we point out that this is true even when comparing z = 1 to the present day.

These changes in the emission values are more easily seen when quantified as a covering

fraction. Figure 4.7 shows the evolution of the fraction of pixels with an intrinsic emission

above two different surface brightness limits (10 and 100 photons s−1 cm−2 sr−1) for the four

ions of interest within a square image that is 320 proper kpc per side with a resolution of 1

proper kpc. Disk pixels have been removed to emphasize the CGM. As redshift increases, the

increasing brightness seen in Figure 4.6 leads to higher covering fractions for the emission.

For both limits, the fraction doubles between z = 0 and z = 1 for all the ions. OVI has

the largest covering fraction at the lowest level considered except at z = 1. CIII and CIV
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Figure 4.6: Emission maps for SiIV, CIII, CIV, and OVI at z = 0, 0.2, 0.5, 1.0 with a resolution
of 1 physical kpc and with a fiducial HM05 background showing that the intrinsic brightness
increases with redshift (that is, the brightness without accounting for the (1 + z)4 dimming -
i.e. as if z = 0 for the distance). The emission becomes more filamentary with lower redshift
as the increasing gas temperature and decreasing average density shift the brightest emission
to these remaining high-density regions.
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Figure 4.7: Covering fraction for the four lines of interest at two different surface brightness
cutoffs: 10 and 102 photons s−1 cm−2 sr−1 respectively. This excludes the galactic disk. In
general, the emission increases with redshift for all lines. At the lower level, OVI has the
highest covering fraction at all redshifts but the highest one. At the higher surface brightness
level, CIII is the dominant ion except at z = 1 where CIV increases rapidly. This shows the
overall increasing emission with increasing redshift, the high covering fraction of low-SB OVI,
and that the strongest emission is coming from ions with mid-ionization energies. (Here again
the (1+z)4 dimming is not accounted for, i.e., as if z = 0 but this has no effect on the trends.)

have similar covering fractions for all the limits and are the dominant lines at the higher SB

cutoff, seen in the right panel of Figure 4.7. Most interestingly, by z = 1, CIV has the largest

covering fraction, overtaking CIII and OVI. Even at the lowest surface brightness limit that

we consider, the covering fraction is never higher than 0.25 for any ion as early as z = 1,

highlighting the difficulty of emission detections.

To better understand these changes in the surface brightness maps, Figure 4.8 shows

the density temperature diagram of the galaxy weighted by the emissivity of multiple ions

for four different redshifts (z = 0, 0.2, 0.5, 1.0). For each of the ions, there is a clear trend

toward lower densities and higher temperatures on average with decreasing redshift. The

decrease in density causes a lower overall surface brightness across the majority of the halo.

Simultaneously, the higher temperatures move the bulk of the gas away from the peak of

the emissivity curve of the lower ions. In this way, the emission from most of the volume is
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Figure 4.8: Evolution with redshift of the hydrogen number density (nH) versus temperature,
weighted by the emissivity of a given line. The orange lines show the temperature of the
peak of the emissivity curve for that ion. For all ions, the trend is for the gas to move to
lower densities and higher temperatures as the galaxy evolves from z = 1 to z = 0. This
change in the gas represents the decreasing role of the filaments feeding the galaxy as well
as the cumulative effect of SN-driven outflows.
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reduced, leaving only the higher-density and lower-temperature filaments with an appreciable

signal. Once again, OVI defies these trends as the higher temperatures at late times are

more in line with its emissivity peak, accounting for its continued higher surface brightness

throughout the area shown in Figure 4.6.

The question then becomes: what is causing these systematic changes in the density

and temperature of the CGM? While this is difficult to answer definitively, there are two

dominant effects within the simulation: accretion and supernova feedback. The first effect

arises from filaments feeding the galaxy, as seen in the density projections in the left column

of Figure 4.9, showing the density evolution of the galaxy and its CGM. At z = 1, there are

three well-defined filaments penetrating the galactic halo down to the disk. As the redshift

decreases, the galaxy mass increases, and cosmic expansion lowers the overall average density

of the IGM, these features become broader and do not penetrate into the halo as deeply

although they do supply additional gas along with stripped satellite material (Joung et al.

2012; Fernández et al. 2012). Instead, the gas density profile becomes more spherical and

more extended as the galaxy evolves.

What’s surprising is that this change in CGM morphology is not reflected in the structure

of the brighter emission. The fractured filaments exist as surface brightness peaks in the

z = 1 projection but the bright emission halo is more spherical whereas the brighter emission

at z = 0 is almost entirely contained in the remains of the filaments with no discernible

symmetry.

The explanation resides in the corresponding temperature projections, shown in the mid-

dle column of Figure 4.9. At z = 1, the halo has a complex temperature structure, with

colder, denser gas contained in cold, infalling gas and satellites. By z = 0, this is replaced

with a spherical hot halo, mimicking the density profile. Even the filaments are bringing

in predominantly warm/hot gas (Joung et al. 2012). The weakening of the filaments, the
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Figure 4.9: Projections of the density (left) and the density-weighted temperature (middle)
and metallicity (right). The combined evolution of these quantities is what drives the changes
predicted for the emission. Filaments are easily seen feeding the galaxy at z = 1 in the density
and as low-metallicity regions and have weakened by z = 0. The temperatures become higher
and more uniform by z = 0.
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Figure 4.10: Radial profiles of density, temperature, and metallicity at a series of redshifts.
The spherical averages of these quantities are plotted. They quantitatively demonstrate the
trends driving the evolution of the emission - the average density lowers with time while the
temperature increases. Spikes in the profiles correspond to substructure in the halo of the
main galaxy.

slowing of their supply of cold gas, and their replacement with a more uniformly hot halo

of lower-density gas results in the loss of the large emission halos of z = 1. By z = 0, only

the remaining cold, dense features are capable of producing a significant signal. Figure 4.10

shows the radial profiles of the relevant quantities at various redshifts, which quantitatively

demonstrates these trends.

In addition to this change in accretion mode, supernova-driven winds are also effective

at creating low-density, high-temperature pressurized bubbles in their wake as they expand

through the halo. At high redshift, it has been suggested that galactic outflows are the

dominant process powering the time-varying simulated emission (Sravan et al. 2015). Look-

ing again at the temperature projections of Figure 4.9, higher-temperature regions extend

perpendicular to the disk. Furthermore, multiple spherical plumes can be seen expanding

away from the disk. These features are less visible in the density but still seen. This suggests

that outside the filament regions, SN-driven outflows play a large role in shaping the density

and temperature distribution of the halo. In particular, because the SN energy is injected as
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thermal feedback in this simulation, the temperature of the gas is efficiently raised to 105.5K

on average, much higher than the peak emissivity of low ion lines, such as CIII and CIV.

In conclusion, at later times, the emission in the metal lines studied here is more struc-

tured, tracing the remaining high-density structures, in contrast to the majority of the gas

which becomes more spherically distributed and more uniformly hot. This emission may

be an effective way to probe continued galactic accretion at low redshift. Additionally, the

propensity for the gas to become hotter and more diffuse translates to a decrease in the

magnitude and extent of the low-ion emission. Galactic winds coupled with a transition to

hot mode accretion no longer resupplying cold gas likely explain the shift to low-density,

high-temperature gas at late times.

4.4.4 Implications for Detection

Finally, with an emission signal this faint, understanding how these theoretical predictions

relate to what can actually be detected is important for both furthering interpretations of

future measurements as well as enabling fair comparisons of theory and observations. In this

section, we examine how realistic surface brightness and angular resolution limitations can

limit the conclusions that can be drawn about a galaxy’s CGM.

4.4.4.1 Surface Brightness Limits

Recent work in CCD technology now allow us to reach extremely high quantum efficiencies

in the UV (Hamden et al. 2012) leading to achieving unprecedentedly low surface brightness

limits in the UV. In this section, we look to see how this translates into reaching levels where

UV emission from the CGM of nearby galaxies can finally be detected.

We consider three regimes of detection possibility for the emission. Pixels with a surface

brightness (SB) greater than 103 photons s−1 cm−2 sr−1 are certain to be detected by the
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specifications of any upcoming instrument and are colored green in the following plots. Those

with 102 < SB < 103 photons s−1 cm−2 sr−1 have a high probability of being detected and

are plotted in blue. Finally, pixels with 10 < SB < 102 photons s−1 cm−2 sr−1 have a

possibility of being detected and are shown in pink. Exact confidence levels will vary for a

given instrument and observing strategy but these are appropriate rules of thumb.

Figure 4.11 again shows the surface brightness maps of Figure 4.6 but now colored to

show these detection probabilities. Unlike the theoretical projections, these maps take into

consideration the (1 + z)4 dimming of the surface brightness due to the expansion of the

universe. The brightest, easiest-to-detect emission (green) always comes from the galactic

disk. Some pixels reach this brightness level into the filaments, especially in CIII, but only

at the lower redshifts.

Much more promising for CGM studies is the extent of the blue pixels, indicating regions

that are likely to be detected. For the brightest ions (CIII, CIV,), these regions extend into a

large portion of the filaments at z = 0, out to as far as 100 kpc. The mid-level emission is

less extended for the high ion, OVI, reaching a radius of only 50 kpc (similar to that found in

previous work by Furlanetto et al. 2004; van de Voort & Schaye 2013). Thus, although Figure

4.11 shows that the extent of the emission decreases with redshift, the detectable emission

is still an appreciable distance from the main galactic disk. At all redshifts it should be

possible to detect emission from CGM gas beyond the galactic (star-forming) disk.

Finally, the lowest surface brightness limits naturally reveal the most extended structure

and emphasize the importance of pushing the limits of future instrumentation. However, in

considering a range of redshift, the combination of the surface-brightness dimming and the

fixed surface brightness limits shapes the observable covering fraction. The radial profiles of

Figure 4.5 suggest how this is possible, where the colors of the simulated points correspond

to the same limits as the projections of Figure 4.11. At z = 0.2, most of the points lie below
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Figure 4.11: Surface brightness maps for three different ions at z = 0, 0.2, 0.5, 1. Each
map takes into account the surface brightness dimming due to the given redshift. Like in
the theoretical predictions of Figure 4.6, the emission becomes more filamentary with time.
However, because of the intrinsic brightening of the gas, the extent of the emission varies
little between z = 0.5 and z = 1. OVI is affected the most because it emits primarily at the
lowest detectable range at z = 0 which is then dimmed from detection.
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any reasonable detection limit and the fraction at the lowest detection limit (pink) is greater

than at the higher limits (blue, green) at all but the smallest radii. This trend is true at all

redshifts. For OVI in particular, much of the emission is intrinsically emitted at the lowest

limit considered here because it is mostly generated by the low-density, volume-filling gas. At

z = 1, most of this dim emission then falls below observational levels once the cosmological

dimming is considered. In this way, the extent of possible OVI detections drops from 130

kpc at z = 0 to 60 kpc at z = 1.

For the low ions, the effect is less pronounced because they emit most brightly and

significantly in the relatively overdense filaments and this emission in fact increases with

increasing redshift as seen in Figure 4.6 (demonstrated also in Bertone et al. 2013). The

surface brightness dimming is thus offset by the inherent increased emissivity, seen as an

increased theoretical covering fraction in Figure 4.7. Thus, the decrease in detection extent

is less steep yet still pronounced for CIII (150 kpc to 100 kpc) and CIV (150 kpc to 90 kpc).

Furthermore, most of this decrease is in place by z = 0.5 and little change in the observable

properties of the gas happens between z = 0.5 and z = 1. Work at higher redshifts indicates

that these extents are decreasing slightly in physical scales but that they remain at the same

fraction of the halo’s virial radius (van de Voort & Schaye 2013; Sravan et al. 2015).

Thus, in order to make a clear detection of the CGM, it is necessary to reach a detection

limit of at least 100 photons s−1 cm−2 sr−1 to begin to probe extended emission in dense

filamentary regions. Pushing down to 10 photons s−1 cm−2 sr−1 provides the possibility

of detecting emission from the diffuse, hot volume-filling phase of the CGM. Furthermore,

observations close to z = 0 increase the chances of detecting this phase as it is the first

to drop out of range due to surface brightness dimming. However, between z = 0.5 and

z = 1, the extent of the emission is relatively unchanged at these detection limits, enabling

measurements across redshift that could trace the evolution of the CGM.
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Figure 4.12: CIII emission at z = 0.2 for four different resolutions - the fiducial 1 kpc, 5
kpc, 13kpc, and 25 kpc proper corresponding to angular resolutions of 0.3”, 1.5”, 4” and
7.6” respectively. The medium resolutions reproduce many of the features of the highest
resolution and would allow for a more confident detection of filamentary CGM emission
features. At the lowest resolution, it is possible to detect an elongation of the emission and
the distances would make it identifiable as CGM material but filaments are less conclusive.

4.4.4.2 Resolution Limitations

In addition to the surface brightness limits, the resolution of the image affects the types

of conclusions that can be drawn from the observations. For all of the previous plots, the

resolution of the projected grid has been set to 1 kpc physical such that the angular resolution

varies with redshift. At this resolution, it is possible to see the filaments and streams feeding

the galaxy. How does this change if the physical resolution is varied?

Figure 4.12 shows the CIII emission for the galaxy at z = 0.2, with four different resolu-

tions: the fiducial 1 kpc, 5 kpc, and 25 kpc. This corresponds to angular resolutions of 0.3”,

1.5”, 4” and 7.6” respectively. At the moderate resolution of 13 kpc, it is still possible to

discern the filamentary features extending from the disk. At the lowest resolution, however,

the CGM emission resembles an extended halo around the galaxy. Because of its physical

extent, one can still associate this emission with the CGM, but valuable information about

the spatial distribution of the gas has been lost. The low resolution also makes it difficult to

track the evolution of the CGM. At most, an elongation aligned with the disk could be seen

developing, corresponding to the filaments feeding the disk, but internal clumpy structures
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and features perpendicular to the disk are masked.

One optimistic consequence of these predictions derives from the fact that at higher red-

shift, the physical angular diameter of an object is almost unchanging due to cosmological

expansion. Given the relatively constant physical extent of the emission, the resolution of

any observation will not change much for galaxies between z = 0.5 and z = 1. In this

range, the 25 kpc physical resolution corresponds to roughly 3”-4” and the 5 kpc resolution

to 0.6”-0.8”. Thus, by ensuring that the resolution is at least 4”, it should be possible to

confirm emission from the CGM for 0.5 < z < 1 and begin to resolve its structure at lower

redshifts. At z = 0.2, basic filamentary structure and stripped material should be distin-

guishable with this angular resolution (see the 13 kpc panel of Figure 4.12). Within the next

year, the balloon-borne FIREBall-2 will launch with this resolution and is expected to make

a positive detection. A small, UV emission line explorer is currently being designed to have

a comparable resolution but also to cover a much larger range in wavelength, providing com-

plementary coverage to FIREBall-2. Finally, further in the future, a 12 m class, UV/optical

space telescope named the High-Definition Space Telescope (HDST) has been designed with

the specification of 0.01” angular resolution between 100-500 nm. As shown in Figure

4.12, this unprecedented resolution would allow for an evaluation of the predominance of

filamentary accretion for the first time, as well as structures created by galactic outflows.

4.5 Discussion

It is only recently that comparing the CGM of simulations to data has become possible and

that emission-line predictions from the simulations are relevant for upcoming observations.

We are entering a new realm of detailed CGM studies for which it is necessary to understand

The report describing this proposed telescope can be found at http://www.hdstvision.org/
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the limitations of current simulations and to evaluate which conclusions we expect to remain

robust.

In this paper, we have examined a single simulation of a Milky Way-like galaxy using

one form of purely thermal supernova feedback in an enzo adaptive mesh refinement (AMR)

simulation. Like Hummels et al. (2013) who uses a similar prescription, we find that the

simulation has difficulty in producing the necessary column densities for all the ions but

especially OVI. Hummels et al. (2013) found that implementing stronger feedback brought

better agreement while we’ve found that lowering the assumed EUVB can be equally effective.

On the contrary, the most common way to implement supernova feedback in SPH simulations

is to give either a constant or physically scaled velocity kick to a series of wind particles that

carry away the SN energy in kinetic form. One such simulation by Ford et al. (2015) found

better agreement with the low-ions although they still fail to reproduce the OVI observations.

This implies that the direct, thermal methods prevalent in AMR cause the gas to reach higher

temperatures as opposed to the wind velocity approach of SPH simulations, which shock heat

differently. Furthermore, the simple thermal feedback assumed in this simulation also leads

to the well-known overcooling problem. The HI distribution of the galaxy is known to be

too centrally concentrated at z=0 (Fernández et al. 2012) and too many stars are formed

(Joung et al. 2012).

However, new methods are emerging that incorporate additional components of the SN

feedback. For example, Liang et al. (2015) included prescriptions for supernova pressure and

momentum in addition to a thermal heating model in a series of RAMSES AMR simulations.

Their fiducial model was also not a good fit to low-z data and again, increasing the feed-

back and lowering the star formation efficiency led to greater agreement. Building on the

wind velocity method, arepo and Illustris in particular include an implementation of AGN

feedback with quasar and radio modes. Suresh et al. (2015b) found that including the radio

111



mode in particular is responsible for enriching the CGM in the simulations and reproduces

the bimodality of star-forming and passive galaxies seen in OVI data. However, they still

see a stronger mass dependence on the OVI distribution than what is observed and the radio

mode feedback in Illustris is known to be too extreme, removing too much gas from the cen-

ter of massive galaxies (Suresh et al. 2015b; Genel et al. 2014). Oppenheimer et al. (2016)

found that AGN feedback in their EAGLE SPH simulations does not have a large effect on

the OVI column densities and that the lower values for passive galaxies are instead driven by

their higher virial temperature. Additionally, the inclusion of non-equilibrium chemistry in

their simulations also does not resolve the almost universal issue of producing too little OVI

for star-forming galaxies and passive galaxies alike. Finally, Salem et al. (2015) found that

implementing a two-fluid cosmic ray method resulted in a cosmic ray-driven wind that grad-

ually accelerated the gas, allowing for a larger range of gas temperatures as well as a higher

metallicity beyond 100 kpc. Both contribute to higher column densities for all of the ions

considered in this paper. In particular, the simulation reproduced the OVI measurements of

the COS Halos survey for star-forming galaxies.

In short, reproducing both the stellar properties and the CGM properties of a given

galaxy at low redshift is a major theoretical challenge and an important test of modern

simulation methods. The majority have difficulties in capturing the multiphase medium

required to produce such high levels of low and high ions in the data. Likely, a combination

of these advanced feedback prescriptions will be necessary to remedy this. Thus, low-z CGM

absorption measurements are a powerful new way to constrain such prescriptions and further

motivate the emission observations we are predicting in this work. Emission predictions can

provide complementary constraints on these feedback processes. Understanding the role and

effect of purely thermal supernova feedback in work such as this will allow us to estimate its

importance in future work with more complex schemes.
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In addition to the uncertainty in the feedback scheme, the resolution of the simulation

potentially limits the conclusions that can be drawn from comparisons with the column

density data. Werk et al. (2014) found low number densities for the cool clouds causing

the absorption in the COS Halos data, corresponding to cloud sizes of 0.1-2000 pc, the

larger of which can be resolved by current zoom-in simulations. However, Crighton et al.

(2015) detected the presence of eight smaller (<100-500 pc), higher-density clouds in an QSO

spectrum with a z=2.5 foreground galaxy. If these scales are the norm, simulations may not

resolve these clouds which exist beyond the high-density disk and which potentially contain

a large fraction of the cool CGM gas. These resolution concerns and the possible existence

of dense clouds relate back to the feedback mechanisms required to accurately reproduce the

multiphase medium. Dense clumps will have cool, self-shielding cores that could explain the

observations of low ions while the shells around them and the diffuse volume-filling gas could

be responsible for the intermediate to high ions. Instead, lower-resolution simulations may

produce a mid-range, average temperature that does not precisely reflect the state of the

gas. Further studies of the cooling of the gas in idealized simulations where the resolution

can be much higher could tell us more about how cool gas forms and persists within the

volume-filling hot phase of the galactic halo. In addition, if dense small clouds do exist, they

should appear as bright points in emission studies as opposed to lower-density clouds since

the emission scales as the square of the density, offering a chance to probe the number and

density of the emitting clouds if the angular resolution is high enough.

Finally, this is ultimately a simulation of a single Milky Way-like galaxy. The conclusions

drawn here about the filamentary structure of the gas especially at low redshift might be

specific to this particular galaxy. More than just changing the viewing angle is necessary

for understanding the dependence of our predictions on the physical properties of the gas.

Our exact expectations could change if the galaxy forms fewer stars; if the filaments are
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broader than expected here; if the environment of the galaxy increases the metallicity of the

gas - to name a few examples. The cosmological study of emission sources by Frank et al.

(2012) suggests that an appreciable number of sources will be detectable at the redshifts

considered in this paper such that we can begin to measure how the emission varies with

these physical parameters. Thus, it is only by conducting both future observational surveys

and a larger range of cosmological simulations that we can begin to address the variance in

emission signatures of the CGM.

Even with these limitations of the simulation, we expect the trends seen in our conclusions

to be robust. Varying the EUVB can produce variations in the simulated column densities at

low redshift and in future work this can be further explored in addition to alternative forms

of feedback. Furthermore, there is seemingly a tension between the density and temperature

of gas within simulations of this type and those modeled from the COS Halos measurements.

The coexistence of large amounts of SiIV, CIII and OVI and our failure to reproduce all three

simultaneously indicate that there is a more complex temperature structure than what’s seen

here. Because of this, details of the extent and shape of the emission may vary in future work

but the dominance of the CIII, CIV, and OVI lines has remained thus far and should persist.

Similarly, low ions tracing higher-density structures while high ions are more volume filling

is a clear prediction of any warm/hot gaseous halo. In addition, altering feedback methods

to capture a larger range of temperatures could lead to further structure in the emission

at low redshift. Less clear is how numerous and how thin these features might become. In

this way, the resolution of future observations could be the limiting factor in imaging the

CGM structures, possibly even more so than surface brightness limits. However, the general

conclusions of this paper regarding the required surface brightness limits and resolution limits

should continue to reflect simulations of this type.
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4.6 Summary and Conclusions

Observing the predicted gas halos of nearby galaxies has long been a goal of observations,

but the need to study this gas in the space ultraviolet, coupled with the diffuse nature of

the gas in question, has made this challenging. Now, studies of the CGM at low redshift

are entering an unprecedented age of sensitivity. Measurements can begin to constrain

theoretical prescriptions in simulations as well as discriminate between them. In this work, we

vary the EUVB in a high-resolution cosmological simulation of a Milky Way-like galaxy and

examine its role in determining how the simulated column densities compare to recent data.

We then predict the emission signal expected from such gas for upcoming instrumentation,

as well as how it varies with redshift and the physical properties of the gas itself.

Our main conclusions can be listed as follows:

1. Looking at column density maps at z = 0.2, the largest values for the column densities

of all the ions studied here are found in high-density filamentary structures. The low

ions (HI, CIII, SiIV) are found almost exclusively in these structures, while OVI is found

throughout the halo as its higher ionization energy allows it to exist in the volume-

filling hot gas.

2. Varying the quasar component of the standard EUVB can significantly change the

predicted column densities of the simulation. In particular, lowering this component

by a factor of 100 brings the simulation values into much better agreement with the

low-ion data of the COS Halos sample. The simulated OVI column densities remain

too low at all impact parameters compared to the observed values for star-forming

galaxies, even with the strongest EUVB.

3. Comparing the gas temperature and density in the simulation to that found through

115



cloudy modeling of the COS Halos data shows that the simulation predicts higher

temperatures than the data modeling. This demonstrates that it is possible to produce

similar column densities from different gas distributions.

4. Examining the redshift evolution of the emission reveals that the emission becomes

more structured at later times, tracing the remaining high-density, low-temperature

features. This is in contrast to the majority of the gas that shifts to lower densities

and higher temperatures from z = 1 to z = 0 due to the weakening of cold gas filaments

and the progression of supernova-driven winds.

5. A surface brightness limit of 100 photons s−1 cm−2 sr−1 should enable a clear detection

of emission from the CGM with, CIII emission extending as far as 100 kpc and OVI as

far as 50 kpc at z = 0.2. The predicted extent stays roughly constant for 0.5 < z < 1.0

as the cosmological surface brightness dimming is balanced by an increasing intrinsic

emissivity.

6. An angular resolution of 4” is necessary to begin to resolve the spatial distribution

of the CGM out to z = 1, and sub-arcsecond resolution is needed to resolve beyond

a general elongation from the disk. At z = 0.2, these same observations require an

angular resolution of 7.6” (for elongation) and 1.5” (for features) respectively.

These conclusions focus on results from the combination of predicted UV absorption and

emission line data from a simulated Milky Way-like galaxy, offering a physical explanation for

the trends seen in observations for the existence and extent of multiple ions. Other studies

have focused on varying feedback prescriptions to bring simulations into better agreement

with recent data. However, this can also be reversed as simulation predictions can be ex-

tended to create true mock observations that can enable better interpretations of future
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data. To make more accurate predictions for observations, future work will have to include

a number of details excluded here.

First, the low surface brightness of the emission in question means that the UV back-

ground can overpower the CGM signal. Including a model of the background signal and

incorporating its subtraction will provide a better understanding of which CGM structures

can be detected with confidence. Second, the continuum emission from the galaxy can also

dominate the CGM emission-line signal close to the disk, especially at moderate to low res-

olution. The disk-halo interface is where the SN winds are being launched; understanding

this transition is particularly important. Finally, the velocity structure of the gas has not

been considered here, which can change the line profiles of the emission. Joung et al. (2012)

examined the flow of gas into and out of the galaxy, finding that the majority of the accretion

at low redshift was in the form of warm/hot gas. Associating emission with these flows is left

for future work but will become crucial as integral field units that provide both spatial and

spectral information are becoming commonplace. This kinematic information will provide

the best observational evidence for both inflows and outflows of gas from galaxies.
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4.A Uncertainty in the Extragalactic Ultraviolet Back-

ground

The extragalactic ultraviolet background (EUVB) is an important component of any pho-

toionization model implemented for both observations and simulations. However, the EUVB

is historically not well constrained. Variations of the Haardt & Madau (1996) background

(e.g. HM96, HM01, HM05, HM12) are implemented in the majority of hydrodynamical

simulations and in cloudy. Yet simulations attempting to match measurement of the

low-redshift Lyman α forest find that the most recent HM12 model does not reproduce the

observed column density distribution of absorbers. The simulations of Kollmeier et al. (2014)

require a photoionization rate a factor of five higher than the HM12 model, while those of

Shull et al. (2015) suggest a factor of 2-3 increase. However, unlike the previous work, Shull

et al. (2015) find that the HM12 model does in fact reproduce the distribution of absorbers

with log(NHI) > 14.0 and that no single model reproduces the entire distribution. Both of

these values are more consistent with HM96 and in line with our high EUVB model, g1q10.

Finally, at lower redshifts, constraints are even harder to place on the EUVB (Cooray 2016).

In contrast to both of these high-redshift studies, Adams et al. (2011) placed upper limits

on the photoionization rate at z = 0 from the non-detection of Hα in UGC 1281 at roughly

the values in the HM12 model and in UGC 7321 at roughly 10 times lower - corresponding

to 10 and 100 times lower than the HM05 model assumed throughout this paper. This is in

the range of our low model, g1q01. In this way, the models used here bracket the range of

possible photoionization rates as they are known today. These theoretical and observational

inconsistencies highlight the uncertainty in the shape and intensity of the EUVB.

In addition, these models depend on the escape fraction of ionizing photons from their
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host galaxy, a quantity that is expected to be low but has been argued to be anywhere

from 0.01 to 0.3, depending on the galaxy mass and redshift (Dove et al. 2000; Wise & Cen

2009; Benson et al. 2013; Roy et al. 2015) (see introduction of Wise et al. 2014b, for an

in-depth discussion). Both of the above Lyman α studies agree that the likely source of the

discrepancy is the prescription for the escape fraction which leads to a galactic contribution

to the EUVB that is too low at low redshift.
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Figure 4.13: Relevant EUVB backgrounds for this work: HM96 (assumed in the simulation)
and HM05 (fiducial for cloudy modeling). The galaxy (red) and quasar (blue) components
of HM05 are also plotted. The blue dashed lines represent the two quasar backgrounds as-
sumed throughout the paper (100 times less intense and 10 times more intense, respectively).
The green vertical lines bracket the wavelengths of the emission examined in the paper.

Figure 4.13 shows the EUVB relevant for this work. HM96 is the background assumed

within the simulation and used for the chemical network that determined the cooling rate

at each time step. HM05 is the background assumed and varied for all of the cloudy

modeling discussed in the paper. Figure 4.13 also shows how the HM05 background is broken

into its components: the galactic (red) and the quasar (blue). Throughout the paper, this

background is modified to either g1q01 (a quasar intensity 100 times smaller than fiducial)
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or g1q10 (a quasar intensity 10 times larger than fiducial). These models are plotted as blue

dot-dashed lines.

One concern is that the model assumed for the simulation (HM96) is not the same as the

one assumed in the cloudy modeling done in this paper (HM05). At longer wavelengths,

the HM96 and HM05 backgrounds are similar; however, the HM96 background is closer to

the modified g1q10 background than to the fiducial HM05 at shorter wavelengths, where the

quasar component dominates. This suggests that the range of backgrounds being explored

is reasonable. Furthermore, the only way the simulation directly depends on the EUVB is

in the calculation of the heating and cooling. The heating will be dominated by physical

processes such as supernova feedback. As for the cooling, for T > 104K, which is the case

for all CGM gas considered, cloudy modeling shows that the cooling function assumed in

the simulation varies somewhat with the ionization fraction at the low metallicities found in

the CGM but is dominated by the overall metallicity. Thus, pairing the simulated density

and temperature with the varying EUVB in the cloudy modeling is not unreasonable.

The green vertical lines bracket the wavelength range of the emission lines considered

here. They fall within the galaxy-dominated part of the spectrum. However, the quasar

component contributes much more of the ionizing intensity and thus is more important in

shaping the expected ion fractions for the column density and emission predictions. Werk

et al. (2014) examine how differences between HM01 and HM12 affect their measurements

and find that repeating the analysis with HM12 lowers the gas ionization parameters by

0.1-0.4 dex, which must be accounted for in either the HI column density or the metallicity.

The simulated column densities show larger variations with changes in EUVB because the

density and temperature are fixed and only the ionizing intensity is changing. In the less

constrained cloudy modeling, flexibility within setting the interdependent quantities of

ionization parameter and metallicity can reduce the effect of the EUVB. The value of the
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simulation is that these gas properties are determined by the larger cosmological context

instead of modeling an isolated cloud.

Finally, in addition to the uncertainty in the EUVB, ionizing photons from local stellar

sources are expected to be the dominant source of photoionization in local star-forming

regions within the disk, but again, the escape fraction of these photons into the halo is

entirely uncertain. Similarly, star formation in the halo has been shown to change the extent

and shape of a galaxy’s Lyman α emission but this triggered emission results in a greater

predicted UV flux than what is currently measured (Lake et al. 2015). Because of these

uncertainties and because we are focused on emission from gas farther from the star-forming

disk, including this ionization source is reserved for future work.

4.B Investigating the Effects of Resolution

Because the column density and surface brightness calculations depend so sensitively on the

density, temperature, and metallicity of the gas, understanding how the resolution of the

simulation affects these quantities is necessary to evaluate their robustness. On one hand,

over-cooling can lead to large, artificially dense clumps and is known to leave a too cen-

trally concentrated disk. On the other hand, observational evidence suggests that absorbing

clouds can be small, high-density structures that would be under-resolved in the simulation

(Crighton et al. 2015).

The ideal solution would be to re-run the simulation at lower resolution and compare

its output to the simulation analyzed here. Unfortunately, because of the length of time

that has passed between this analysis and the original, high-resolution run, the exact initial

conditions of this simulation cannot be reproduced. However, we can attempt to address

this issue by re-binning the high-resolution output to lower resolutions. Figure 4.14 shows
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Figure 4.14: Median and average column density and emission profiles of CIII at z = 0.2,
binned for four different resolutions. 1 kpc is the resolution assumed throughout the paper
and is roughly the underlying simulation resolution beyond the disk in the CGM. As the
resolution increases, the median profile decreases as the gas structure is refined. At the very
center of the disk and in the outer halo, the median profile of the simulation appears to be
converging below 5 kpc. The exception is the disk-halo interface at roughly 20 kpc. It is
only at the highest resolution is the sharp transition from disk to halo captured. The average
converges more quickly.

the median and average profiles of the column density and emission of CIII at z = 0.2 for

the volume considered in the above analysis. The average profiles of these quantities have

converged except at the lowest resolution. On the other hand, at lower resolutions, the

median profiles of the column density and the emission are both too high, corresponding

to higher average density and fewer low-density regions. However, by a resolution of 5 kpc,

the simulation seems to have converged on a median profile for the inner disk as well as

the outer parts of the halo. The remaining region, around 20 kpc, corresponds to the edge

of the disk-halo interface. It’s only at the highest resolution that this interface is properly
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resolved. At 5 kpc, this boundary is still blurred, not allowing for the sharp transition from

high-density, cold gas to low-density, warm gas.

These profiles suggest that further resolving the outer halo should not greatly change

the median predictions for the column density and emission. While higher-density clumps

are mostly likely still not being resolved even with the maximum resolution, Figure 4.14

suggests that these regions are small compared to the volume and will not significantly alter

the median profiles of either quantity.
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Chapter 5

Conclusion

The halos of Milky Way-like galaxies - both gaseous and stellar as well as the satellite galaxies

they contain - provide new, unique opportunities to test fundamental processes in galaxy

formation. Stellar abundances of stars in the dead (i.e. stellar halo) and surviving satellite

dwarf galaxies of the Milky Way give us a direct look at how star formation proceeding in

small halos in the early universe. At the other end of cosmic time, absorption and emission

studies of the circumgalactic medium allow us to probe the physical conditions in the gaseous

halo of Milky Way-like galaxies at low redshift. Moreover, cosmological simulations have now

advanced to the point where meaningful constraints can be placed on the processes they are

modeling with this new data. To this end, this thesis looked to take advantage of these

advancements to place the current findings of simulations into an observational context. In

this section, the key results of this thesis are summarized and future directions for this work

are discussed.
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5.1 Summary of Results

In Chapter 2, the early chemical environment of the progenitors of a Milky Way-like galaxy

was investigated in order to better understand discrepancies in stellar abundances amongst

stellar halo stars and those in the surviving Local Group dwarf galaxies. Combining a

semi-analytic model for supernova-driven winds and a cosmological N-body simulation, we

found that the progenitor halos of the surviving satellite dwarf galaxies of a Milky Way-

like system sit on the outskirts of halos that eventually merge to form the main halo at

z = 0. This suggests that the dwarf galaxy progenitors are naturally less cross-polluted by

neighboring halos than their main halo progenitor counterparts. In particular, main halo

progenitors were found to typically have as many as 10 SN bubble overlaps as opposed to

dwarf progenitors which were much more likely to remain chemically isolated. Furthermore,

those dwarf galaxies that did experience cross-pollution were likely to eventually merge

with its cross-polluting neighbor, masking the effects in the z = 0 stellar abundances. This

implies that cross-pollution may have a distinct effect on satellite galaxies that are eventually

disrupted and accreted into the stellar halo, potentially helping to explain the measured

differences in the abundances of stellar halo and dwarf galaxy stars.

In Chapter 3, we expand upon our study of the early chemical environment of small,

star-forming halos with the goal of exploring the efficacy of analytic models and to place

that simulation within the observation context of the ultrafaint dwarf galaxies. In particular,

this work was motivated by recent observations of the UFDs that suggested both continuous,

self-enriching star formation and bursty star formation with large spreads in metallicities.

We find that the semi-analytic model used in Chapter 2 roughly agrees with the extent of

metal enrichment from star-forming halos in the a state-of-the-art cosmological simulation.

However, the commonly held assumption of homogeneous mixing does not reproduce the
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large spreads in metallicities that are seen in short bursts of star formation in certain halos.

Furthermore, the star formation histories of galaxies in the simulation do not prefer a single

scenario derived from the data; they can be bursty, continuous or both. The metallicity

distribution functions associated with these galaxies are too metal rich and too peaked when

compared with the UFDs but spreads in metallicity are generated within as little as a few

100 Myrs. These properties do not appear to be tied to halo mass, chemical environment or

mergers but instead to be a natural consequence of the hydrodynamics.

In Chapter 4, we move to a study of the gaseous halo of a Milky Way-like galaxy at

low redshift in order to better understand the the sources of absorption line studies and to

make predictions of the expected emission targeted by upcoming observational surveys. In

general, low-ions (e.g. HI, CIII, SiIV) are found in high-density, low-temperature, filamentary

structures while the high-ion OVI is found throughout the diffuse, higher-temperature halo.

Yet the standard form of the simulation fails to reproduce the recent column density data of

the COS-Halos team. However, lowering the EUVB, an uncertain yet crucial assumption of

ionization modeling, does bring the simulation into better agreement with the low-ion data.

Furthermore, it appears that the gas is uniformly too hot in the simulation when compared

to physical properties derived from the data and that a more multiphase medium may be the

key to better agreement between the simulation and observations. With this observational

context in hand, we then made predictions for the evolution of the emission associated with

this galaxy. Within the simulation, the emission becomes more structured at later times as

the halo gas shifts to lower densities and higher temperatures by z = 0. Finally, we predict

that this emission can possibly be detected out to 100 kpc with moderately low surface

brightness limits and reasonable angular resolution in line with upcoming instrumentation

and well within reach of any future space-based optical/UV telescope.
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5.2 Future Work

5.2.1 Stellar Abundances and Early Star Formation

The simulation shows that complicated SFHs with spreads in metallicities can be generated

on short enough timescales to explain observations of Local Group dwarf galaxies. However,

the conclusions we can draw are limited by the nature of the simulation. Is the lack of

agreement between the simulated and observed MDFs a product of the specific volume being

studied, some more general issue with the underlying baryonic implementations (especially

given similar discrepancies seen in Simpson et al. (2013)) or a combination of the two? A

natural next step would be to examine multiple early environments to examine the effects of

cosmic variance on our conclusions as well as to run the simulation to z = 0 to ensure that

the comparisons we are making to the ultrafaint dwarf galaxies are exactly valid. However,

the computational costs of these approaches are still currently prohibitive.

In the more immediate future, it is possible to begin to model the full chemical abun-

dances produced by stars in the simulation instead of relying on a single metallicity field.

Work has been done at low redshift (Oppenheimer et al. 2016) and at lower resolution (Zolo-

tov et al. 2010) to incorporate the tracking of individual elements. In addition, the star

formation histories and metallicities naturally generated in the simulation can be combined

with 1D chemical evolution models. Such models can use the particle masses and creation

times to correctly sample the IMF and generate the associated abundance ratios. Including

this additional chemical component may provide a way of distinguishing the different SFH

types seen identified in this work as well as providing further insight into the source of the

discrepancies with the MDFs.
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5.2.2 Circumgalactic Medium in Absorption and Emission

It is now almost ubiquitous that our current versions of galaxy simulations have an inability to

reproduce the column density radial profiles of COS-Halos, a clear sign that feedback methods

either need to be modified or expanded to include new processes. However, instead of

immediately changing parameters or creating new feedback methods, a deeper investigation

of the physics of the CGM may provide clues on how to proceed. In particular, the resolution

of the CGM in most simulations may be larger than the individual components that shape

the absorption spectra. To this end, small, idealized simulations with particularly high

resolution may allow for a study of how the gas may be heated, mix, cool, and clump in

a halo environment. Such boxes can then be connected to simulations that zoom in on a

specific galaxy and then to the even larger environment of a full, cosmological sample of

galaxies. This approach coupled with new tools for generating realistic mock spectra from

simulations will allow for a more thorough comparison of the simulations to the data.

Similarly, emission predictions represent a complementary tool for studying the physical

properties of the CGM. The techniques presented here can easily be extended to other

simulations, such as those of Salem et al. (2015) whose good agreement with the COS-Halos

data is an exception to the trend discussed above. In addition, the work in this thesis focused

on metal-line emission but Lyman α is expected to be the brightest source of emission for

all galaxies. Modeling the distribution of Lyman α, however, required the use of radiative

transfer codes that are hard to apply to AMR simulations. However, future collaborations

are focused on developing a model for such emission from the Milky Way galaxy discussed in

this thesis. Finally, in the near future, FIREBall-2 will fly and the data provide an exciting

opportunity to directly compare the predictions of this work to observations and lay the

groundwork for future space-based optical/UV missions.
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5.2.3 Remaining Open Questions

As indicated by the abundance of future work, a number of open questions remain following

the conclusion of this thesis. In particular, we can ask the following questions:

• Is physics on the smallest scales (i.e. cooling and condensation, turbulent mixing,

non-equilibrium ionization) and the need for higher resolution driving the simulations’

inability to match the COS Halo data? And how can we connect these small scales

back to the larger, cosmological simulations?

• How will the generation of realistic spectra from simulations affect how we interpret

comparisons with absorption line data moving forward?

• How do the emission properties of Milky Way-like galaxies vary with different forms of

feedback? How does Lyman α emission compare with the metal-line emission in these

same situations once radiative transfer is accounted for?

• How will the emission predictions compare with future observations, the some of the

most exciting being the upcoming FIREBall-2 data?

• Will generating stellar abundances for the dwarf galaxies in simulations reveal new

clues as to how to better match the star formation histories and metallicity distribution

functions of the simulated dwarf galaxies to those observed?

This list is not exhaustive but is an example of the exciting prospects that remain in the

field. Answering these questions will help us take our next steps forward in our understanding

of the formation and evolution of galaxies.
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Hirschmann, M., Naab, T., Davé, R., et al. 2013, MNRAS, 436, 2929
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