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ABSTRACT

The physical mechanisms and predictability associated with extreme daily rainfall in southeastern South

America (SESA) are investigated for the December–February season in a two-part study. Through a k-mean

analysis, this first paper identifies a robust set of daily circulation regimes that are used to link the frequency of

rainfall extreme events with large-scale potential predictors at subseasonal-to-seasonal scales. This represents a

basic set of daily circulation regimes related to the continental and oceanic phases of the South Atlantic con-

vergence zone (SACZ) and wave train patterns superimposed on the Southern Hemisphere polar jet. Some of

these recurrent synoptic circulation types are conducive to extreme rainfall events in the region through synoptic

control of different mesoscale physical features and, at the same time, are influenced by climate phenomena that

could be used as sources of potential predictability. Extremely high rainfall (as measured by the 95th and 99th

percentiles) is associated with two of these weather types (WTs), which are characterized by moisture advection

intrusions from lower latitudes and the PacificOcean; another threeWTs, characterized by above-normalmoisture

advection toward lower latitudes or the Andes, are associated with dry days (days with no rain). The analysis

permits the identificationof several subseasonal-to-seasonal scale potential predictors thatmodulate theoccurrence

of circulation regimes conducive to extreme rainfall events in SESA. It is conjectured that a cross–time scale

interaction between the different climate drivers improves the predictive skill of extremeprecipitation in the region.

1. Introduction and rationale

Extreme rainfall events are of key socioeconomic

importance for southeastern South America (SESA),

located to the east of the Andes roughly between 258

and 368S, as shown by the box in Fig. 1. Floods and

droughts impact the infrastructure and a variety of

activities in this densely populated region: agriculture,

livestock, and hydroelectric power production are ex-

ceedingly vulnerable to (although sometimes reliant

upon) extreme precipitation events (Mechoso et al. 2001;

Carvalho et al. 2002; Bettolli et al. 2010).

Current thinking suggests that austral-summer ex-

treme rainfall events in SESA are produced by meso-

scale convective complexes (MCCs; Velasco and Fritsch

1987; Ferreira et al. 2003), extratropical cyclones (e.g.,

strong baroclinic fronts; Seluchi et al. 2006), and heat
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and moisture transport, especially by the South Ameri-

can low-level jet (SALLJ; Salio et al. 2002, 2007; Marengo

et al. 2004), as well as by atmospheric rivers, which have

been reported to play an important role to the west of

SESA in terms of moisture availability in relation to ex-

treme rainfall events (Viale and Nuñez 2011). In this re-

gion,MCCs are frequently large in size and intensity, and

account for 60% of the yearly precipitation (Velasco and

Fritsch 1987; Mo and Nogues-Paegle 2001; Silva Dias

et al. 2002; Salio et al. 2007). These features tend to be

closely related, and since particular synoptic systems

cause extreme rainfall in SESA (Minetti et al. 1993;

Alessandro 1996, 2001; Labraga et al. 2002; Bettolli et al.

2009), it is reasonable to hypothesize that the mecha-

nisms involved are represented in the daily atmospheric

circulation regimes. Therefore an analysis of these

recurrent circulation types and their seasonal and

subseasonal frequency of occurrence provides useful

information both about the occurrence of extreme

rainfall and about which large-scale climate drivers

are most conducive to those extreme events. This

relationship between the frequency of occurrence of

synoptic circulation patterns, extreme events, and poten-

tial large-scale climate predictors is at the core of the

framework discussed in this paper.

Previous work examined the relationship between

synoptic circulation and daily rainfall statistics (Bettolli

et al. 2009), soybean yield variability (Bettolli et al.

2010), and extreme temperatures (Penalba et al. 2013).

These studies found circulation regimes that discrimi-

nate between the occurrence and nonoccurrence of

rainfall and extreme temperature events, and the inter-

annual variability of soybean (yields) in SESA. They

suggested that the identified circulation structures could

be used as a primary element for monitoring, as well as

short- to midrange forecasting in the region. Nonethe-

less, to the best of our knowledge, the present work is

the first study that links extreme rainfall events in SESA

to large-scale climate drivers using recurrent synoptic

circulation regimes, and that then builds a predictive

model that integrates both subseasonal and seasonal

potential predictors.

Multiple time scales seem to be involved in the oc-

currence of extreme rainfall in SESA. At subseasonal

time scales, tropical and extratropical phenomena like

the Madden–Julian oscillation (MJO) and South At-

lantic convergence zone [SACZ, a part of the South

American monsoon system (SAMS)] have been found

to strongly modulate extreme rainfall via circulation

anomalies andMCC activity (Jones and Carvalho 2002;

Carvalho et al. 2002, 2004; Petersen et al. 2003; Cazes-

Boezio et al. 2003; Carvalho et al. 2011; Muza et al.

2009). These and other climatic features are also

modulated during the seasonal scale by interannual

FIG. 1. Location of southeastern South America (SESA) region.
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perturbations of the Walker and Hadley circulations

and the triggering of Rossby waves that takes place

during the warm phase of El Niño–Southern Oscil-

lation (ENSO) episodes (Velasco and Fritsch 1987;

Carvalho et al. 2004; Grimm and Tedeschi 2009; Muza

et al. 2009, and references therein). However, the

precise relationship between ENSO episodes and ex-

treme rainfall events has not been extensively stud-

ied for South America (Grimm and Tedeschi 2009).

Although these features are affected by ENSO tele-

connections, they are also present during ENSO-

neutral years; a predictability study should therefore

consider other potential predictors, like the southern

annular mode (SAM; Marshall 2003), the South At-

lantic dipole (SAD; Nnamchi et al. 2011), and the At-

lantic meridional mode (AMM; Foltz andMcPhaden

2010), and possible interactions with subseasonal

drivers.

The skill of seasonal forecasts has improved re-

markably during the last decades (Goddard et al. 2003;

Stockdale et al. 2011; Barnston et al. 2012; Barnston and

Tippett 2014); however, the subseasonal-to-seasonal

prediction of regimes that lead to extreme events is

still under development (WMO 2013). It is important to

better understand the physical mechanisms underlying

extreme precipitation events, how their frequency of

occurrence and intensity are modulated by synoptic

control,1 and what are the potential sources of pre-

dictability at seasonal and subseasonal scales. The pre-

dictive skill of models considering both seasonal and

subseasonal predictors must be explored for SESA and

other regions of the world. Moreover, since the circu-

lation regimes are a ‘‘filtered version’’ of the whole cir-

culation field, it is possible that they show a higher

predictive skill if used as predictors of extreme rainfall

events, by capturing more efficiently the effects of the

large-scale climate drivers.

This two-part study uses a weather type (WT) ap-

proach (e.g., Robertson and Ghil 1999) to explore the

role of daily synoptic circulation regimes and related

large-scale climate drivers in the prediction of the fre-

quency of occurrence of extreme rainfall events over

SESA during the December–February season. To set

the stage for the predictability study that is developed

in a subsequent paper, the present study identifies a

robust set of circulation patterns that typify the available

synoptic states or, figuratively speaking, identifies the

letters of an alphabet that could be used to articulate all

the different synoptic events that may occur in SESA,

extremes or not. The WTs, or ‘‘letters,’’ are then related

to extreme rainfall events, and to the associated large-

scale climate drivers, permitting the identification of

potential predictors and their possible (two way) in-

teractions at subseasonal-to-seasonal time scales. The

quantitative predictive models and their predictive

skill for extreme rainfall in SESA are discussed in a

companion paper.

The paper is organized as follows. Section 2 sum-

marizes the datasets and methodology. An analysis

of the WTs and extreme event characteristics, as well

as the link between WTs and extreme event, is dis-

cussed in section 3. Section 4 investigates the link be-

tween WTs and climate drivers, at both subseasonal

and seasonal scales, and identifies potential predic-

tors. Section 5 is devoted to the discussion of the

results, introducing a cross–time scale predictive ap-

proach for SESA. Concluding remarks are presented

in section 6.

2. Data and methodology

a. Datasets

The datasets considered in this study involve variables

for daily rainfall, daily atmospheric circulation, monthly

sea surface temperature anomalies (SSTA), and indices

for the SAM, AMM, SAD, MJO, and SACZ. The time

period for all the datasets is fromDecember to February

(DJF) 1979–2010.

The rainfall fields were computed using the NOAA/

NECEP/CPC unified precipitation gridded dataset

(Chen et al. 2008). This product has daily temporal

resolution and a spatial resolution of 18. An analysis of

daily circulation variability over SESA (see the small

square in Fig. 1) was used, derived from the NCEP–

NCAR reanalysis project (version 2) 850-hPa geo-

potential data on a 2.58 grid (Kalnay et al. 1996; Kistler

et al. 1999), for the DJF season. The Extended Re-

constructed SST dataset (version 3b, 28 grid; Smith

et al. 2008) was used for sea surface temperature. The

Niño-3.4 index is defined by the 3-month running av-

erage for the SST anomalies averaged over the area

58S–58N, 1208–1708W.

Finally, index datasets for the SAM (Marshall 2003),

AMM (Foltz and McPhaden 2010), SAD (Nnamchi

et al. 2011), MJO (Wheeler and Hendon 2004), and

SACZ (Carvalho et al. 2011) correspond to those in the

respective reference. These indices use principal com-

ponent analysis of certain variables (or sets of variables)

in order to describe the variability of the corresponding

climate mode.

1 This makes reference to the fact that mesoscale atmospheric

features related to extremes are often controlled by synoptic scale

systems; for details, see, for example, Roebber et al. (2008) and

Peters and Roebber (2014).
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b. Methodology

As mentioned in the previous section, this paper ex-

plores the role of particular daily circulation regimes in

the occurrence of extreme rainfall events in SESA, through

the identification of large-scale drivers at subseasonal-to-

seasonal scales that are associated withWTs conducive

to such extreme events. This subsection deals with the

methodological aspects related to the definition of ex-

tremes, the determination of a set of WTs that rep-

resent physically available states of the system, and

how to link a subset of these regimes to both the oc-

currence of extreme precipitation events and their

potential predictors.

The general methodology could be summarized as

follows:

1) characterize the frequency of occurrence of extreme

events;

2) find and analyze a robust set of circulation regimes

that represent the available synoptic states of the

system (WTs);

3) identify the link between WTs and extreme events;

and

4) identify the link between WTs and climate drivers at

different time scales.

This process permits one to define a set of potential

predictors based on physical interactions ranging from

large-scale drivers to synoptic features to mesoscale mech-

anism related to extremes, which then could be used to

design a statistical forecast model.

In this analysis, the frequency of extreme events was

considered instead of total precipitation amounts due to

the relative higher potential predictability of this pa-

rameter (Moron et al. 2007). On a grid box basis, the

number of dry days (precipitation , 1mm) and the

number of extremely wet days, exceeding the 95th

(dR95p) and 99th (dR99p) percentiles, were computed

for all days in each season. The total number of events

per grid box ( f) was counted, summed over the SESA

box (Fig. 1), and normalized by the number of cells (N5
506) to define the mean (1979–2010) seasonal frequency

of extreme events for each year, Fj:

F
j
5

1

N
�
i

f
ij
, (1)

where i and j denote the number of grid boxes and years,

respectively (Fig. 2).

The circulation regimes were determined using a k-

means analysis (e.g., Robertson andGhil 1999). This is a

partitioning method that classifies all days into a pre-

defined number of clusters, minimizing the sum of

squared Euclidian distances within the set of clusters.

Besides projecting the daily geopotential data onto its

three leading empirical orthogonal functions, which ac-

count for 95%of the variance, no additional time filtering

was applied to the data, thus retaining the annual sea-

sonal cycle, interannual, subseasonal, and synoptic weather

time scales that may be connected to the extreme rainfall

over SESA.

The k-means six-cluster solution was found to

yield a near-maximum classifiability index (CI ; 0.9)

(Michelangeli et al. 1995) and very similar values with

respect to solutions with k . 4, within the range of k 5
2–10; therefore it was selected for further analysis.

The CI measures the similarity of partitions of the data,

obtained from 1000 different initial random seeds of

the algorithm; the single partition that matches most

closely the remaining ones is then selected. This set of

clusters can be interpreted as a set of geopotential re-

gimes that typify the daily variability. Other solutions

were explored, verifying that the general features of the

circulation regimes presented below are robust and

sufficient for the purposes of this study. The WTs ana-

lyzed here are qualitatively similar to the ones discussed

by Bettolli et al. (2010), which suggests additional ro-

bustness in the results.

In principle, not every WT is associated with ex-

treme rainfall events. To identify which WTs are more

frequently associated with extreme events a nonpara-

metric statistical test was used, involving resampling

the time series 2500 times, each time with an additional

lag of one day in order to maintain the transition

probabilities.

Precipitation, vertically integrated moisture flux,

and SST anomaly composites were computed for the

selected k-mean solution. All anomalies are computed

with respect to the long-term DJF average.

Vertically integrated moisture fluxes were obtained

by integrating over the depth of the atmosphere,

Q5 g21

ðtop
sfc

Vq dp , (2)

where g is the gravitational acceleration, V is the hori-

zontal velocity vector, q is the specific humidity, and

p the atmospheric pressure.

The low-level (up to 850 hPa) moisture flux diver-

gence was computed as usual:

2$ �Q52g21$ �
ð850hPa
sfc

Vq dp . (3)

Tests for statistically significant transitions between WTs

and for subseasonal frequency of occurrence of WTs
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were performed comparing with respect to a random

distribution of the events (Vautard 1990). Statistical sig-

nificance tests for compositing SST for each cluster were

performed using a hypergeometric cumulative distribu-

tion function; the hypergeometric model is used for each

grid box to compute the cumulative probability that at

least m successes (positive or negative anomalies) are

obtained in n trials (years inwhich the seasonal frequency

of eachWTexceeded the 80th percentile of the frequency

distribution) from a finite population of size N (the 31

seasons considered in the study). The tests for Spearman

correlations between WTs and climate drivers involved

the use of a bootstrap resampling method in which the

time series were randomized 1000 times.

Finally, tables of contingency between the MJO and

SACZ and each WT were computed following Cassou

(2008): for each MJO and SACZ phase the anomalous

percentage of occurrence of a given regime was plotted

as a function of the lead time in days (with WT lagging

MJO and SACZ phases). In these plots, values of 0%

indicate nodiscrimination of the particular phase for theWT

whoseoccurrence is climatological, a 100%valuemeans that

theWToccurs twice as frequently as its climatological value,

and2100% means no occurrence at all of this WT.

3. Weather types and extreme rainfall

This section presents a characterization of the extreme

events and WTs, and discusses the link between them.

a. Extreme rainfall

Although no long-term linear trend is found in the

frequency of wet extreme events (Fig. 2), the dry ex-

tremes present a statistically significant linear trend (p,
0.01 for an F test of a linear model compared to a con-

stant model); these results require further analysis and

will be treated elsewhere. ENSO appears to play an im-

portant role in modulating rainfall; strong (e.g., 1997/98)

and moderate (e.g., 1991/92, 2002/03, and 2009/10)

El Niño events show a higher frequency of days with

extremely high rainfall, while strong (e.g., 1988/89) and

even weak (e.g., 1984/85) La Niña events exhibit a lower
frequency of occurrence of extremely high rainfall. In

spite of this, ENSO does not seem to be the only factor

explaining the interannual variability of frequency of

extreme precipitation events in the region. For example,

some ENSO-neutral years (e.g., 1980/81 and 1989/90)

show similar frequency of extremely high rainfall events

as moderate El Niño years; in particular, the number of

extremes during the weak La Niña event of 1983/84

compares to the strong El Niño event of 1982/83.

Moreover, the frequency of dry days is not in general

related to ENSO, except in particular cases like 1997/98

or 1984/85. Other climate drivers need to be explored in

order to explain all these cases.

Statistically significant (p , 0.01) correlations exist

between the mean precipitation anomaly and the fre-

quency of both wet and dry extremes (not shown).

FIG. 2.Mean seasonal frequency of extreme rainfall events per grid box for the peak rainy season (DJF) in SESA,

defined in terms of the (top) 95th (R95p) and (middle) 99th percentiles (R99p), and (bottom) no rain (dry days).

The solid blue lines represent the total regionalmean anomaly (mm). Black lines show the long-termmean for each

extreme index. December corresponds to the previous year indicated in the axis. Several strong (S), moderate (M),

and weak (W) El Niño (EN) and LaNiña (LN) years are indicated at the bottom of the figure (strength indicated by

the superscripts). Two particular neutral (N) ENSO years showing high frequency of extreme events are also

indicated.

7898 JOURNAL OF CL IMATE VOLUME 28



Linear and nonlinear regressionmodels indicate that the

mean rainfall anomaly could be explored as a predictor

for dR95p. The results are not that encouraging for

dR99p and dry days [for similar results, see Moron et al.

(2006, 2007) and Robertson et al. (2009)].

b. Weather types: Characteristics and link to extremes

Visual inspection of the geopotential height anomaly

clusters (Fig. 3) suggests that circulation regimes (WTs) 3

and 6 are related to the continental and oceanic phases of

the SACZ (Carvalho et al. 2002, 2004), respectively. Other

WTs show synoptic-scale extratropical wave trains super-

imposed on the Southern Hemisphere polar jet, and

possibly involve stationary Rossby waves meridionally

propagating from tropical heat sources, as discussed by

Cazes-Boezio et al. (2003). Overall the WTs are similar to

the first three EOFs of the 850-hPa geopotential anomaly

field, andWTs 1–3 andWTs 4–6 seem quasi-inverse phases

of each other, respectively (see Fig. 3). The fact that theWT

pairs are not exactlymirror images of each other,2 however,

may indicate the importance of nonlinear processes. Rain-

fall anomaly composites (Fig. 4) connect WTs 4–6 to posi-

tive precipitation anomalies over SESA, showing very

specific spatial distributions: WT 4 yields higher anomalies

on the eastern half of SESA, WT 5 locates them on the

northwestern quadrant, and WT 6 shows high rainfall ba-

sically over the whole SESA.

The total frequency of occupancy, which refers to the

number of days that a particular synoptic configuration

took place in a given period, ranges from 319 days for

cluster 4 (;10 days per season on average) to 639 days

for cluster 5 (;21 days per season). In terms of their time

evolution, an important advantage of the methodology

being used is that it is possible to compute seasonal and

intraseasonal statistics related to the circulation pat-

terns, including their transition probabilities (Fig. 5).

A way to analyze the temporal evolution of WTs is

through Klee diagrams3 (Fig. 5a). These diagrams have

been used in other fields (Sirovich et al. 2009) to visu-

alize large genomic datasets, but are used here as a

simple way to visualize the daily evolution of theWTs at

FIG. 3. The k-means solution for k 5 6, showing geopotential height anomalies at 850 hPa, plotted over the Southern Hemisphere to

highlight larger-scale aspects. Contour lines sketch the geopotential height anomalies (gpm), and shaded regions indicate statistically

significant (p , 0.05) anomalies. Panel titles give the number of days in DJF assigned to each cluster.

2 Pattern correlations between WTs 1 and 4, WTs 2 and 5, and

WTs 3 and 6 are 20.90, 20.81, and 20.83, respectively. 3 In honor of Paul Klee (1879–1940).
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both subseasonal and interannual scales. The Klee dia-

gram is also the starting point to compute plots of

frequency of occurrence of WTs at subseasonal and

interannual scales, and also the transitionmatrices. They

could also be thought as a collection of letters from

which a successful decryption algorithm could find

sequences of WTs conducive to extreme events. Al-

though this approach is out of the scope of the present

work, it will be briefly addressed later in this paper.

Analysis of the daily sequence of WTs within a season

from year to year (Fig. 5a, Table 1) indicates that tran-

sitions typically occur on a daily basis, although it is

more common for WTs 3, 5, and 6 to last for 2–3 days

than the other regimes. WTs 2 and 6 are the only types

that do not persist beyond 6 days, and none persistsmore

than 10 days. The Klee diagram shows that some atmo-

spheric regimes tend to be more frequent in a particular

set of years. For example, WT 4 and its spells tend to be

more frequent between the end of the 1980s and the be-

ginning of the 2000s.

Themost subseasonally varying regimes areWTs 1 and

4 (Fig. 5b). WT 1 tends to be more frequent at the end of

the DJF season than at the beginning, while the opposite

is true for WT 4; these are considered here transition

configurations between seasons, which could be related to

quasi-stationary synoptic features linked to the seasonal

migration of the location of maximum solar radiation.

WTs 5 and 6 dominate the occupation frequency along

the season; WT 5 starts the season with a local minimum

on the middle of December, and then peaks around the

beginning of January and again at the end of February,

decreasing around the middle of January, which is when

WT 6 is prevalent. WTs 2 and 3 are fairly constant along

the season (their standard deviations are both 0.8, the

minimum value of the set; see Fig. 5b).

In terms of the interannual evolution of the frequency

of occupation of the regimes, WTs 6, 5, and 3 are the

most prevalent for the period under study (Fig. 5c).

There seems to be some relationship between ENSO

and the frequency of occurrence of certain WTs. For

example, regime 4 tends to have a very low seasonal

frequency in certain weak La Niña events, as seen in

1984/85, 2005/06, and 2008/09. Further analysis confirms

this relationship later in this paper.

The daily-transition probability matrix, which repre-

sents the probabilities that a certain WT persists or

FIG. 4. Rainfall anomaly composites for the six-cluster k-means solution. Contour lines sketch the rainfall anomalies (mm), and shaded

regions indicate statistically significant (p, 0.05) anomalies. The black box shows the location of SESA. Panel titles give the number of

days in DJF assigned to each cluster.
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makes a transition to another WT, (Fig. 5d) indicates

persistence probabilities ranging from 48% (WT 1) to

37% (WT 6). The strongest non-self-transitions suggest

the circuit 5 / 6 / 4 (all related to positive rainfall

anomaly regimes) / 2 / 3 / 5. As explained before,

transitions WT 4/WT 2 tend to happen faster (;1 day)

than the others (1–3 days), and the fastest circuit will typ-

ically take around 6–7 days, in agreement with the char-

acteristic times of synoptic-scale propagating disturbances.

Finally, an analysis of the relation between the circu-

lation regimes and extreme seasonal rainfall anomalies

was performed for the relative frequency of occurrence of

days with rainfall exceeding dR95p and dR99p and dry

days by WT (Fig. 6). Extremely wet days are preferen-

tially associated withWTs 4 and 6, whileWTs 1–3 tend to

be more frequent on dry days. WT 5, on the other hand,

has amore complex role; although it is not directly related

to the occurrence of any of the ‘‘extreme’’ rainfall events

considered in this study, transitions of WT 5 into WT 6

(Fig. 5d) are significantly more probable (;30%) than

into any otherWT (,14%), except into itself (44%). Since

WT 5 is frequently a precursor of WT 6, which is statisti-

cally related to extremely wet events, and on average it

tends to be associated to positive rainfall anomalies

(Fig. 4), it is kept along with the other circulation regimes

for further analysis.

c. Examples of synoptic control

As stated before, extreme rainfall events in SESA are

regionally associated with the occurrence of three fea-

tures: baroclinic fronts, heat and moisture advection

FIG. 5. (a) Klee diagram sketching the daily distribution ofWT (see color bar at left) for DJF 1979–2010; calendar

days correspond to 1Dec–28 Feb. (b)Mean occupation frequencywithin season (days) for eachWT, smoothedwith

an 11-day moving average; the standard deviation for WTs 1–6 is 1.7, 0.8, 0.8, 1.4, 1.1, and 0.8 days, respectively.

(c) Occupation frequency by season (days). (d) Matrix of daily transition probabilities (%) between the initial

(vertical axis) and final WT (horizontal axis); darker tones correspond to lower probabilities (see color bar), and

asterisks indicate statistically significant (p , 0.1) transitions.

TABLE 1. Mean duration and frequency of spells lasting at least 3

and 5 days.

WT

1

WT

2

WT

3

WT

4

WT

5

WT

6

Weighted mean

duration

1.4 1.3 1.5 1.4 1.7 1.6

Frequency spells $3

days

27 25 41 32 61 48

Frequency spells $5

days

6 4 5 4 13 3
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episodes, and MCCs. From a large-scale perspective,

different factors can modulate the occurrence and in-

tensity of these local processes. In this subsection it is

shown that synoptic control of extreme rainfall events by

circulation regimes (i.e., that certain WTs are physically

conducive to extreme events) is consistent with the

known physical mechanisms reported in the literature.

No attempt is made here to relate a particularWT to the

occurrence of any single one of these three features, or

to use them as potential predictors.

Located at a transition zone between the tropics

and the extratropics, SESA’s precipitation is mainly of

convective nature. Convection requires low-level mois-

ture, an unstable atmosphere, and an initial lifting force.

These conditions could be achieved by the transit of

baroclinic fronts (Seluchi et al. 2006) and moisture

transport into SESA, especially by the SALLJ (Salio

et al. 2002). Extreme rainfall can also take place in

SESA by migrating MCCs (Velasco and Fritsch 1987;

Ferreira et al. 2003). Long-lived MCCs can develop in

sizable areas of the region (Durkee et al. 2009), for ex-

ample during SALLJ events (Nicolini et al. 2002; Salio

et al. 2007). Inhibition of these mechanisms produces

lack of precipitation, or dry days. The hypothesis is that

the aforementioned mechanisms have a representation

in the daily atmospheric circulation patterns of the re-

gion, or a combination of them.

As discussed, WTs 1–3 are preferentially related to

the occurrence of dry days (see Figs. 4 and 6), whileWTs

4 and 6 tend to occur more frequently on extremely wet

days. WT 1 is regionally associated with a positive geo-

potential height anomaly, whose maximum is located to the

south of SESA(Fig. 7a); this anomaly promotes stability and

transports moisture out of SESA toward lower latitudes,

especially along the north-northeastern corner.WTs 2 and 3

(Figs. 7b and 7c, respectively) are associated with a dipolar

configuration with a clear low pressure system centered

about 358S to the east of the region of interest; the positive

pole’s centroid appears in Fig. 3 to the west of theAndes for

WT 2 and to the southwest of SESA for WT 3. An analysis

of the low-levelmoisture flux divergence indicates that these

circulation regimes advect more moisture out of SESA on

average than into it, promoting rainfall inhibition.

On the other hand, WTs 4 and 6 (Figs. 7d and 7f) set

favorable conditions for precipitation, and in some

cases extremely high rainfall, through wet intrusions

mainly from lower latitudes into SESA and through

atmospheric instability linked to low pressure sys-

tems. It is possible to visually identify the SALLJ

pattern, which is especially intense in WT 4. As dis-

cussed by Salio et al. (2002) and Nicolini and Saulo

(2000), SALLJ events require certain conditions to

occur,4 and therefore not every occurrence of WT 4

FIG. 6. Relative frequency of occurrence of each WT for days with rainfall exceeding the (left) 95th and (center) 99th percentile, and

(right) for dry days. The lines indicate the corresponding climatological expected value; a double (single) asterisk indicates frequencies

considered statistically different than the climatological expected value at p , 0.01 (p , 0.05).

4 Southward flow originating in tropical latitudes, greater me-

ridional than zonal flow, and decrease of the wind speed by at least

6m s21 in the area enclosed by the 12m s21 isotach.

7902 JOURNAL OF CL IMATE VOLUME 28



(or WT 6) occurs leads to a SALLJ event. Another

possible source of moisture for the region is atmo-

spheric rivers. It has been shown recently (Viale and

Nuñez 2011) that horizontal water vapor transport

tends to be more frequent between 328 and 408S,
where the height of the Andes Cordillera is generally

less than 3000m. These events are characterized by

regional negative geopotential anomalies (Viale and

Nuñez 2011), in agreement with the patterns present

during WTs 4 and 6. Because of the known relation-

ship between the SALLJ andMCCs (Salio et al. 2007),

organized mesoscale convective activity takes place

preferentially in the northeastern quadrant of SESA

in events modulated by WT 4. The associated cyclonic

vorticity induces a northeastward moisture transport

(Fig. 7d) and promotes precipitation in that sector

(Fig. 4). This tends to occur over the whole SESA

region in the case of WT 6 (Figs. 7f and 4). Extremely

wet days are also seen without the presence of MCCs,

but the conditions for convection mentioned above

will still be modulated, on average, by the processes

associated with WTs 4 and 6.

Although not directly related to extreme rainfall events,

WT 5 is characterized by a high pressure system inducing

an anticyclonic circulation in the region and enhanced

moisture convergence, especially toward the southwestern

corner of SESA (Fig. 7e), where positive precipitation

anomalies are more frequent. As discussed before, WT 5

preferentially persists (44%) or is a precursor of WT 6

(;30%). While WT 5 persists, moisture converges over

SESA,which creates favorable conditions for precipitation

events synoptically controlled by WT 6.

The dipolar geopotential anomaly configurations and

circulation patterns visible in both WT 3 and WT 6 are

consistent with those associated with the continental and

oceanic phases of SACZ, respectively. Several studies

(Carvalho et al. 2002, 2004; Muza et al. 2009) indicate

that an anomalous circulation, likely related to an en-

hancement of the upper-level subtropical jet and its

displacement toward the western subtropical Atlantic

FIG. 7. Geopotential height anomalies for eachWT, and their composite vertically integrated moisture flux anomalies (vectors are only

shown for statistically significant fluxes). Contour lines sketch the corresponding 850-hPa geopotential height anomalies (interval: 5 gpm).

The black box shows the location of SESA.
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Ocean, appears to be associated with the intensification

of WT 6 (Fig. 7e). Moreover, the geopotential height

anomaly patterns for these regimes (Figs. 3c and 3f) are

consistent with the propagation of midlatitude Rossby

waves modulating the activity of SACZ, in agreement

with previous studies (Ambrizzi and Hoskins 1997;

Kiladis and Weickmann 1997; Liebmann et al. 1999;

Carvalho et al. 2002; Van der Wiel et al. 2015).

The presence of extratropical cyclones is also evident

in Figs. 3, 4, and 7. As stated before, the transitionmatrix

(Fig. 5d) suggests the circuit 5/ 6/ 4/ 2/ 3/ 5,

which is consistent with migration of baroclinic fronts.

Seluchi et al. (2006) have shown that the transit of

postfrontal anticyclones in the region (WT 5 / WT 6)

produces a poleward-pointing pressure gradient config-

uration. That induces geostrophic easterly flow at low

levels to the west of the Andes, which is blocked by the

mountains and in consequence creates a small zonal

component close to the slopes (Garreaud et al. 2002)

(WT 6 / WT 4). Upward motions and cooling com-

pensate the convergence of the zonal winds on the east

side of the Andes. The geostrophic balance is broken

near the Andes and southerly winds develop, increasing

cold advection (WT 2 /WT 3). This, in turn, cools the

lower troposphere, promoting the northward propaga-

tion of the front.

It is expected that the different features related to ex-

treme precipitation in SESA could interact with each

other, at least some of the time. Indeed, Salio et al. (2002)

have discussed the relationship between SACZ and the

SALLJ, which seems to be a frequent component of the

southern flow visible both in WT 4 and WT 6. All of this

suggests that extreme precipitation is not only linked to

the daily occurrence of a particular circulation patterns,

but may also be related to a sequence of WTs: joining

the synoptic letters into ‘‘words.’’

A study of extreme events in terms of circulation re-

gimes and their evolution in time and space indeed

provides a better understanding of the physical mecha-

nisms, including how and when they are related to each

other. To explore the potential predictability of these

events, it is necessary to analyze the additional relationship

between these atmospheric circulation regimes and po-

tential sources of predictability in the large-scale climate.

4. Weather types and climate drivers

The role of large-scale climate drivers is discussed in

this section, both at seasonal and subseasonal scales.

a. Seasonal scale

Previous studies (Cazes-Boezio et al. 2003; Carvalho

et al. 2004; Almeira and Scian 2006; Barreiro 2010;Muza

et al. 2009) have shown that extreme rainfall events at

seasonal scale tend to be more frequent during persis-

tent SST anomaly patterns, both in the Pacific and the

Atlantic Oceans. On the other hand, at hemispheric

scale the WTs show circumpolar atmospheric wave-

like patterns with an imprint of zonal wavenumbers

2–3 (Fig. 3), typical of the SAM. This equivalent baro-

tropic mode is the most important mode of variability

in the high latitudes of the Southern Hemisphere’s

atmospheric circulation (Marshall 2003), and it is

known to impact SESA’s precipitation all year around

and even modulate ENSO’s signal on rainfall in the

region (Silvestri and Vera 2003). The question that

arises is how these SST patterns and planetary waves

are related to each WT, and if it is possible to ex-

ploit these relations as robust sources of potential

predictability.

A first step is to identify which SSTA spatial patterns

are associated with each circulation regime. Compos-

ites of SST anomalies (Fig. 8) for the austral summer

seasons in which each particular circulation regime

frequency exceeds the 80th percentile of the 31-season

frequency distribution show El Niño–like SSTA sig-

natures for WTs 2, 4, and 6, whereas La Niña–like
SSTA configurations appear for WTs 3 and 5. A high

frequency of occurrence of WT 1 appears to be related

to the positive phase of the AMM and a tripolar SSTA

configuration in the Pacific. An AMM SSTA pattern

also appears to be present for years with high frequency

of occurrence of WT 3. SAD-like SSTA patterns, in

turn, tend to be related to WTs 2, 4, and 6.

More generally, in order to explore the role of large-

scale physical drivers in the predictability of extreme

events in SESA through the modulation by the different

WTs, anomaly lag correlations (0–2 months before No-

vember) were computed between the frequency of oc-

currence of each regime and four different indices:

Niño-3.4, AMM, SAD, and SAM.

The highest values of significant correlations for sev-

eral potential predictors were found for lead time

0 (November; see Fig. 9). The results for the lead times

considered are summarized in Table 2, which provides

potential seasonal predictors for all the WTs.

It was found that WT 1 significantly correlates with

the positive phase ofAMM for lead times of22,21, and

0 months and the positive phase of SAM for lead time

of 21 month. The positive phases of both SAM and

SAD are good predictors for higher seasonal frequency

of WT 2. WT 3 was found to be the circulation pattern

with the highest number of predictors at multiple lead

times: significant correlations were found for La Niña
and the positive phases of AMM, SAD, and SAM.

Higher frequency of WT 4, in turn, is only linked to
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negative phases of SAM. Something similar happens

with WT 5, but only for December’s values of SAM,

during the negative phase. Finally, the frequency ofWT 6

was found to be significantly correlated to El Niño and

negative phases of AMM, SAD, and SAM. WT 3 was

found to be significantly correlated to La Niña and posi-

tive phases of AMM, SAD, and SAM.

Overall, there is no clear distinction between the

predictors in terms of lead times, but there is consistency

between the quasi-inverse phases of the WT and the

phase inversion in the associated seasonal predictors: it

is clear that positive phases of AMM, SAD, and SAM

are preferentially associated with higher frequency of

occurrence of WTs 1–3, while the negative phases of the

same climate drivers tend to increase the frequencies of

WTs 4–6. The fact that ENSO has an impact on the

seasonal frequency of circulation regimes for WTs 3 and

6 is also consistent with the discussion presented in

section 4, and with the results reported in the literature

on modulation of extreme events (Cazes-Boezio et al.

2003; Carvalho et al. 2004; Almeira and Scian 2006;

Barreiro 2010; Muza et al. 2009).

For potential predictability, it is useful that the circu-

lation patterns are ascribed to climate phenomena be-

cause that means that, in the best-case scenario, several

sources could be used simultaneously to forecast the

frequency of extreme events, even if some of the drivers

are in their neutral or weak phase. In particular, in neutral

ENSO years, AMM and SAD could still be potential

sources, because although ENSO could modulate them,

their own variability has a significant impact (e.g., Muza

et al. 2009). Conversely, considering only one predictor

may provide only a partially successful forecast, espe-

cially when other drivers act simultaneously in a

reinforcing or attenuating way (see, e.g., Cazes-Boezio

et al. 2003; Silvestri and Vera 2003; Barreiro 2010).

b. Subseasonal scale

To determine associations between circulation regime

frequencies and subseasonal-scale drivers, the relative fre-

quency of WT occurrence was computed during both the

eight phases of MJO as defined by Wheeler and Hendon

(2004) (Fig. 10) and the positive and negative phases of the

10–100-day bandpass-filtered SACZ index (Carvalho et al.

2004, 2011) (Fig. 11). Relationships with the large-scale

index for the SouthAmericanmonsoon (LISAM;Carvalho

et al. 2011) were also explored, but the results were not

statistically significant. These figures permit to identify

phases and lead times in the potential predictors that

could be used in statistical prediction models; the atten-

tion is focused in the sections of the plots with the darker

red colors (see the methodology section for details).

The analysis performed on theMJO (Fig. 10) suggests

some potential predictability for dry days at intraseasonal

scale, as the MJO phases 6–7, when convection is en-

hanced over the western Pacific, significantly lead WT 3

by up to 14 days in advance. The relationship between

MJO and the otherWTs is not as clear as in theWT3, but

some information can be deduced from this analysis. For

example, MJO phases 2–3, related to convection over the

Indian Ocean, lead WT 6 by up to 8 days in advance,

suggesting potential predictability for extremely wet days

associated with moisture fluxes from the tropics into

SESA, typically via the SALLJ.

On the other hand, there seems to be a strong re-

lation between the SACZ phase and all the WTs

(Fig. 11), but it is especially clear for WTs 3, 5, and 6.

The longest lead time (;13–14 days) was found for the

FIG. 8. Composites of SST anomalies (8C) for austral summers in which regime frequency exceeds the 80th percentile of the 31-season

frequency distribution. The number of summers obtained for each regime is given in parentheses. Areas in white are not statistically

significant at p , 0.05 (hypergeometric test).
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negative phase of SACZ and WT 1. Its positive phase

presents a continuous signal for WT 3 with lead times

of approximately one week (Fig. 11). This suggests

predictability for dry days in SESA with short (0–7 days,

positive phase) to intermediate (13–14 days, negative

phase) lead times. The fact that WT 3 shows a clear re-

lation to SACZ is consistent with its precipitation

patterns (Fig. 4), where the typical dipolar rainfall

configuration associated with SACZ (Carvalho et al.

2004) is visible for this regime.

In contrast, weather types related to extremely wet

days are associated with the negative phase of SACZ up

to a week before the occurrence of the WT, with lead

times of approximately 3–6 days for WT 6 and 2–8 days

for its precursor, WT 5 (Fig. 11). The positive phase

of SACZ also tends to lead WT 4 by approximately

FIG. 9. Anomaly correlation between the number of days in each cluster (WT) in each DJF season, and the value

of the (a) El Niño-3.4 index, (b) AMM, (c) SAM, and (d) SAD, for November. Two asterisks denote statistical

significance at the two-sided p, 0.05 confidence level, calculated using a bootstrap resamplingmethod in which the

time series were randomized 1000 times.

TABLE 2. Some sources of potential predictability at subseasonal-to-seasonal scales for the frequency of occurrence of each WT. The

exponent indicates the phase of the index (positive and negative phases denoted by the plus and minus signs, respectively, and phase

number for MJO), while the subscript values indicate, in decreasing order, the larger lead times of the maximum signal found (in months

previous to November for ENSO, AMM, SAD, and SAM; in days previous to the occurrence of the WT for MJO and SACZ). A colon is

used to indicate sequences of days ranging between the specified lags.

WT 1 WT 2 WT 3 WT 4 WT 5 WT 6

Seasonal drivers AMM1
22,21,0 SAM1

0,22 ENSO2
21,0,22 SAM2

0,22 SAM2
0 ENSO1

22,21,0

SAM1
21 SAD1

22,21 AMM1
0,21 AMM2

22,21

SAD1
0,22 SAD2

21,22

SAM1
0 SAM2

22

Subseasonal drivers MJO5
29 SACZ2

28,24 MJO6
214:211 SACZ1

211 MJO5
212 MJO2

28

SACZ2
214,213 MJO7

213:24 MJO6
210:25 MJO3

26:22

SACZ1
26:23 SACZ2

5 SACZ2
26,24
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10–11 days. As discussed before, SACZ and the SALLJ are

related to eachother, and this is consistentwith thebehavior

of themoisture fluxes (Fig. 7) and the precipitation patterns

(Fig. 4). The lead times sketched in Fig. 11 forWTs 5 and 6

are also coherent with the transition probability matrix

(Fig. 5d): WT 5 tends to persist or to be followed byWT 6.

Again, predictability results are summarized inTable 2. In

the next section these results are summarized and discussed.

5. Discussion

The picture that arises from the analysis performed in

the previous sections indicates that, at seasonal scale,

planetary waves and persistent SST configurations are

statistically related to synoptic control of occurrence of

extreme events. At seasonal scale and based on their

mean phases for November, the climate drivers show a

differential impact on how many WTs they influence.

SAM has an impact on all the synoptic circulation types

studied, its positive phase being associated with WTs

that are frequently linked to dry extreme events (WTs

1–3), while wet ones (WTs 4–6) tend to bemore frequent

when SAM is in its negative phase. The most impor-

tant Atlantic SST modes found to affect the circulation

regimes over SESA at seasonal scales are the trans-

equatorial (AMM) and the southern zonal (SAD)modes.

It was also found that positive phases of AMM are linked

to dry extreme events (WTs 1 and 3) and negative phases

to extremely wet days (WT 6). The same relationship is

exhibited by SAD for days with extremely high rainfall,

and its positive phase, associated with dry days, was

shown to be statistically linked to circulation regimes

related to low pressure systems to the east of SESA (WTs

2 and 3). ENSO, in turn, modulates dry spells through

FIG. 10. Anomalous percentage of occurrence (see color bar) of each WT for each phase of the MJO (DJF 1979–2010). The ordinate

gives the number of days that theMJO phase precedes eachWT, from 0 (simultaneous) to 14 days. Colored tiles are significant at p, 0.05

confidence level, obtained using a bootstrapping method resampling 1000 times.
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WT 3 during La Niña and wet extreme events through

WT 6 during El Niño.
At subseasonal scale MJO phases associated with en-

hanced convection in thewesternPacific tend to be present

up to about 14 days in advance of the dry events (WT 3) in

SESA, while phases related to enhanced convection over

the Indian Ocean tend to occur between 5 and 8 days in

advance of extremely wet events (WT 6). Similarly, SACZ

has a tendency to be in its positive phase up to one week

before days with no precipitation (WTs 2 and 3) and in its

negative phase up to a week before extremely wet days

(WTs 4–6). The opposite phases tend to be present for

lead times of approximately 10–14 days: negative for dry

days (WT 1) and positive for change for wet days (WT 4).

Physically, all these large-scale climate drivers con-

trol the occurrence of extreme rainfall through modu-

lation of the passage of cyclonic baroclinic systems

(extratropical cyclones) and the associated circulation

anomalies, modifying the moisture transport, conver-

gence, and presence of MCCs over SESA, in agreement

with previous studies already referenced in this work.

The different mechanisms in the local picture cannot, in

general, be traced to an independent larger-scale cli-

mate driver acting on its own, but rather to a complex

interaction between them. It is known (Mo and Nogues-

Paegle 2001) that during El Niño episodes meridionally

propagating Rossby waves originating from tropical

heat sources are deflected in high latitudes, modulating

SAM (Silvestri and Vera 2003), causing anomalous

circulations along southern South America, and even

modifying SSTA patterns in the Atlantic through wind–

evaporation–SST feedbacks (Zhou and Carton 1998). It

has also been shown that there exists an interaction

between ENSO and AMM, modulated by wind-forced

equatorial Kelvin waves and a delayed negative feed-

back from western boundary reflections of wind-forced

FIG. 11. As in Fig. 10, but for the positive and negative phases of the SACZ index.
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Rossby waves (Foltz and McPhaden 2010). Moreover,

the Matsuno–Gill-type baroclinic structure associated

with AMM has been proposed to be related to meridi-

onally propagating Rossby waves extending into the

extratropical South Atlantic, forcing reverse SST anom-

alies through changes in evaporation due to anomalous

circulation at the surface (Trzaska et al. 2007), and

inducing a counterclockwise migration of SSTA in the

Atlantic basin that is consistentwith SAD (Nnamchi et al.

2011).At subseasonal scale,MJOand SACZalso interact

with each other and with the larger-scale seasonal drivers

as the ones mentioned above (Muza et al. 2009; Carvalho

et al. 2011).

a. Cross–time scale interactions

The big picture just described suggests that although a

strong ‘‘background signal’’ may be established by a

climate driver (e.g., ENSO), interactions with signals

from other drivers even at different time scales may

amplify or attenuate that signal. Since extreme rainfall

events are very sensitive to what may happen over short

time scales (i.e., a few hours to a few days), it is especially

important to address the constructive or destructive

interference—as in elementary wave physics—that the

subseasonal signals may add to the background seasonal

signal. As an example, consider the case of favorable

conditions for extremely wet events set by constructive

interference of seasonal-scale drivers, and then on top of

that assume that the MJO or SACZ (or both) are in a

phase conducive to no rain (see Table 3) for a particular

set of dayswithinDJF. Themost likely result is a decrease

in the frequency (or even absence, depending on the

relative intensity of the synoptic control) of extremely

wet days for the set of days of interest.

This discussion leads to conjecture that in the most

general case, the modulation of extreme rainfall events

by recurrent synoptic circulation regimes takes place by

means of simultaneous or time-lagged interference of all

the different potential predictors. Each has its own

specific weight and spatial and temporal scale of im-

pact. This will be referred to as ‘‘cross–time scale

interference.’’ In consequence, an optimal set of

multiscale predictors should be considered in order

to provide more accurate information to decision-

makers.

One way to provide a simple illustration of the cross–

time scale interference is to compute the conditional

probabilities of occurrence of WTs given particular pha-

ses of potential predictors at different time scales. It will

be shown in the companion paper of this study that some

probabilities of WT occurrence as a function of MJO

phases significantly differ between El Niño and La

Niña years.

b. Setting the stage for a prediction model: Predictive
state vectors

Following the previous discussion, it is useful to sum-

marize the constructive seasonal conditions, mostly

expressed here in terms of mean phases for each mode of

variability, that will enhance the likelihood for a high

frequency of occurrence of extreme rainfall events in

SESA. For September–November (SON), the negative

phase for all AMM, SAD, and SAM modes and the

positive phase of ENSO are favorable for extremely wet

days. The opposite would be the case for extremely dry

days. ‘‘Constructive’’ here means that if all the analyzed

climate drivers fulfilled these necessary conditions in

their corresponding time window, considering their dif-

ferent lead times, then an extremely wet or extremely dry

season would be likely in DJF. Although these con-

structive configurations are extreme conditions, both in

the sense that 1) they are opposites in the spectrum of

possible combinations of states conducive to extreme

rainfall and 2) they occur only once in the entire period

considered here, their analysis is important to understand

the more common ‘‘intermediate’’ states (see below). As

presented inTable 3 only the phases of the climate drivers

are used, but it is possible to generalize these raw ‘‘pre-

dictive state vectors’’ to include index magnitudes.

This idea of predictive state vectors is consistent with

prediction methodologies involving principal compo-

nent regressions and canonical correlation analysis

(Mason and Baddour 2008). It could also be used as a

rudimentary early warning system for extreme rainfall

events in SESA. However, unless magnitudes are con-

sidered in addition to phases, such a system supplies no

TABLE 3. ‘‘Constructive’’ seasonal (SON) and subseasonal (days before the occurrence of the WT) conditions for occurrence of wet and

dry extreme events during DJF. Note that the actual lead times are different for different indices (see Table 2).

Most likely

event

Seasonal index (phase) Subseasonal index (phase)

ExampleENSO AMM SAD SAM MJO (location of maximum convection) SACZ

Extremely wet

days

1 2 2 2 2 and 3 western Pacific (10–12 days) 2 (,7 days) 1991/92

Extremely dry

days

2 1 1 1 6 and 7 Indian Ocean (4–14 days) 1 (,7 days) 2008/09
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information about intensities; it only discerns if there

will be higher-than-normal wet or dry events in a par-

ticular DJF season.

Indeed, the analysis of the seasonal component of

these state vectors for several years (Table 4) reveals

that 1991/92 and 2008/09 are concrete examples of the

‘‘constructive’’ conditions discussed earlier for seasons

characterized by a higher-than-normal number of ex-

tremely wet and dry days (Fig. 2), respectively, pro-

viding the expected outcome. In intermediate states (all

other years) the interaction is more complex, but the

selection rule for the outcome seems to be defined by the

agreement of at least two signals with the conditions

discussed earlier (Table 3), especially if these two cli-

mate drivers are ENSO and AMM, and considering that

in weak ENSO years the other signals seem to have a

higher relative weight in the final output (e.g., 1980/81,

1983/84, and 2004/05) than inmoderate-to-strong ENSO

years, as one should expect.

Although the conjecture of multiscale interference

indicates that the climate drivers affecting a region are

always interacting with each other, in the example above

higher-frequency climate drivers were not considered in

order to explain the occurrence of extreme rainfall in

SESA. Furthermore, there is a special case in the list of

events considered (Table 4) in which the subseasonal

component of the potential predictor set plays a key

role. The seasonal component of the predictive vector

state for the season 1989/90 is (following a typical

quantum mechanics notation and with the phases ap-

pearing in the same order than the indices in Table 3)

j1990i
seasonal

5 jN, 1 , 1 , 1 i . (4)

Based purely on the seasonal conditions and the selec-

tion rules discussed earlier, the expected outcomewould

be ‘‘higher-than-normal frequency of extreme dry days’’—

but that is not what happened (Fig. 2). An analysis of

the phases of both subseasonal potential predictors

for the correspondingDJF season shows that therewere a

large number of days in the period in which MJO pre-

sented conditions conducive to extremely wet days

(phases 2 and 3 were present during 21 December–

11 January and 18–26 February, and phases 6 and 7 were

only present during 5–8 December and 24 January–

2 February); moreover, the SACZ remained in a negative

phase for a total of 73 days (out of 90) in the season,

mostly continuous. This is a clear example about how the

subseasonal drivers can interfere with the seasonal signal

and why it is important to consider the whole set of

multiscale potential predictors. It can also be shown

that season 2009/10 had a higher-than-normal fre-

quency of both dry and wet extreme rainfall events

for similar reasons: favorable conditions for wet days

associated with the phases of ENSO, SAD, SAM, and

SACZ, and conditions for dry days related to AMM

and MJO.

A simple conceptual model using only the phases of

the potential predictors to represent the complexities of

the multiscale interferences that take place between

them is not adequate to make accurate predictions.

More complex models using the principle of cross–time

scale interference must be explored. As indicated ear-

lier, such models could also be used to build indicators

for early warning systems that could be easily im-

plemented by local or regional climate service providers

(see, e.g., Muñoz et al. 2010, 2012). For example, a

complete subseasonal-to-seasonal predictive state vec-

tor conducive to extremely wet days for a certain period

within a particular season DJF in SESA is (Table 3)

jDJFi
s2s

5 j1 ,2,2,2, (2, 3),2i . (5)

6. Conclusions

With a focus on the southeastern South America re-

gion for DJF, a season known to be more complex than

others in terms of rainfall predictability in the region

(Cazes-Boezio et al. 2003; Barreiro 2010), this work

analyzed recurrent synoptic weather types, extreme

events, and climate drivers to identify relationships as-

sociated with both wet and dry extreme rainfall events

for DJF. The results indicate that subseasonal-to-

seasonal-scale climate drivers interact to modulate the

occurrence of the circulation regimes that are con-

ducive to extreme rainfall events in SESA, via their

TABLE 4. Mean SON phases (or raw ‘‘predictive state vectors’’)

of the seasonal drivers considered in this study and most frequent

extreme events (MFE) observed for each DJF season. Phases are

indicated with a positive or a negative sign for the SON season. For

ENSO, ‘‘N’’ indicates a neutral year, and ‘‘S’’, ‘‘M,’’ and ‘‘W’’ in-

dicate strong, moderate, and weak events, respectively. Boldfaced

years show ideal conditions for occurrence of extremely wet and

dry events (Table 3).

Season MFE ENSO AMM SAD SAM

1980/81 Wet N 1 2 2
1982/83 Wet 1S 2 1 2
1983/84 Wet 2W 2 2 1
1987/88 None 1S 1 1 1
1989/90 Wet N 1 1 1
1991/92 Wet 1M 2 2 2
1997/98 Wet 1S 2 1 2
2004/05 Dry 1W 1 1 2
2007/08 Dry 2M 1 1 2
2008/09 Dry 2W 1 1 1

2009/10 Dry/wet 1M 1 2 2

7910 JOURNAL OF CL IMATE VOLUME 28



imposed synoptic control on mesoscale physical fea-

tures (Table 2).

The circulation regimes represent the daily realization

of regional and local physical mechanisms, some of them

directly involved in the occurrence of extreme rainfall

through the transit of extratropical cyclones, heat and

moisture advection, and convective mesoscale com-

plexes. The analysis of the relationship between the

circulation regimes and climate drivers indicates that the

seasonal frequency of extreme events is modulated by

the phases and particular configurations of ENSO,

AMM, SAD, and SAM in the preceding months

(September–November) and further modulated by

the phases of MJO and SACZ, generally during the

previous 3–14 days (Table 3). Moreover, the MJO

and/or SACZ could sometimes dominate the inter-

annual signal.

An integrated cross–time scale approach is proposed

for extreme events prediction, the first of its kind for the

region. The rationale is that since different climate

drivers have their own imprint in the extreme rainfall

characteristics (e.g., frequency, intensity, and location)

and they also tend to interact with each other, con-

sidering a reduced set of the required predictors leads

to inferior diagnostic and forecast information. The

idea of using cross–time scale interference between

climate drivers, although not new (see, e.g., Meehl et al.

2009; Greene et al. 2011; Goddard et al. 2014), has been

explored more at longer time scales, and it is not yet

common in statistical prediction of subseasonal-to-seasonal

events. Modern dynamical models, by their own nature,

consider this integrated approach, but their present skill

for extreme rainfall events and even the representa-

tion of large-scale climate drivers still has room for

improvement.

The weather type approach used in this work pres-

ents several advantages with respect to other methods.

First, it helps to better understand the cross–time scale

physical processes behind the occurrence of extreme

events by linking large-scale climate drivers with par-

ticular daily synoptic configurations that are conducive

to those extremes. It permits one to identify potential

sources of predictability at different time scales. And

most importantly, since the weather types are a re-

alization of the available states of the system, they

represent a nearly complete set of potential predic-

tors, thus simplifying the task of identifying all the

possible potential predictors. In other words, theWTs

constitute a particular ‘‘alphabet’’ to describe all pos-

sible synoptic states in the region, and the particular

sequences of this alphabet (i.e., ‘‘words’’) may be

related to the occurrence of extremes. The use of cryp-

tographic algorithms to decipher these relationships could

be worth pursuing, in some kind of ‘‘atmospheric cryp-

tography’’ approach.

At subseasonal scale, the WT approach also pro-

vides a coherent weather generator method to pro-

duce daily sequences of precipitation (Richardson

1981; Racsko et al. 1991) in a way that is physically

consistent with the observed behavior of the circu-

lation regimes and how these are modulated by the

climate drivers.

Since dynamical models generally do a better job

representing atmospheric circulation than precipitation

patterns and characteristics of extreme rainfall events,

the study of simulated WTs could shed light on the

particular aspects of the dynamical models that must be

improved in order to increase their performance in

representing and predicting extreme events. Simulated

weather types could also be used as potential predictors

for extreme rainfall events in statistical models, via a

model output statistics (MOS) approach. Since the WTs

represent a filtered version of the physical field used to

define them (e.g., 850-hPa geopotential height anoma-

lies), the predictive skill is expected to be higher.

The methodology employed here is general and

can be used for other regions not only to better un-

derstand the mechanisms associated with extreme

rainfall events, but also to analyze the association of

these structures with regional and large-scale physical

features at play in these other regions, thus helping

to identify potential sources of predictability at

different scales.

A companion paper, representing the second part of

this work, will explore the predictability of extreme

rainfall events for the region under study using statistical

models considering the cross–time scale interactions and

potential predictors found by this study.
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