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ABSTRACT 

Design, Data Collection, and Driver Behavior Simulation for the Open-Mode 

Integrated Transportation System (OMITS) 

Liang Wang 

With the remarkable increase in the population and number of vehicles, traffic has become a 

severe problem in most metropolitan areas. Traffic congestion has imposed tight constraints on 

economic growth, national security, and mobility of riders and goods. The open-mode integrated 

transportation system (OMITS) has been designed to improve the traffic condition of roadways by 

increasing the ridership of vehicles and optimizing transportation modes through smart services 

integrating emerging information communication technologies, big data management, social 

networking, and transportation management. Even a modest reduction in the number of vehicles 

on roadways will lead to a considerable cost savings in terms of time and money. Additionally the 

reduction in traffic jams will lead to a significant decrease in both gasoline consumption and 

greenhouse gas emissions. 

As a result, novel transportation management is critical to reduce vehicle mileage in the peak 

time of the road network. The OMITS was proposed to enhance transportation services in respect 

to the following three aspects: optimization of the transportation modes by multimodal traveling 

assignment, dynamic routing and ridesharing service with advanced traveler information systems, 

and interactive user interface for social networking and traveling information. Therefore, the 

OMITS encompasses a broad range of advanced transportation research topics, say dynamic trip-

match, transportation-mode optimization, traffic prediction, dynamic routing, and social network-

based carpooling. 

This dissertation will focus on a kernel part of the OMITS, namely traffic simulation and 

prediction based on data containing the distribution of vehicles and the road network configuration. 

A microscopic traffic simulation framework has been developed to take into account various traffic 

phenomena, such as traffic jams resulting from bottlenecking, incidents, and traffic flow shock 

waves. Four fundamental contributions of the present study are summarized as follows: 



 

 

Firstly, an accurate and robust vehicle trajectory data collection method based on image data 

of unmanned aerial vehicle (UAV) has been presented, which can be used to rapidly and accurately 

acquire the real-time traffic conditions of the region of interest. Historically, a lack in the 

availability of trajectory data has posed a significant obstacle to the enhancement of microscopic 

simulation models. To overcome this obstacle, a UAV based vehicle trajectory data collection 

algorithm has been developed. This method extracts vehicle trajectory data from the UAV’s video 

at different altitudes with different view scopes. Compared with traditional methods, the present 

data collection algorithm incorporates many unique features to customize the vehicle and traffic 

flow, through which vehicle detection and tracking system accuracy can be considerably increased.  

Secondly, an open mechanics-based acceleration model has been presented to simulate the 

longitudinal motion of vehicles, in which five general factors—namely the subject vehicle’s speed 

and acceleration sensitivity, safety consideration, relative speed sensitivity and gap reducing 

desire—have been identified to describe drivers’ preferences and the interactions between vehicles. 

Inspired by the similarity between vehicle interactions and particle interactions, a mechanical 

system with force elements has been introduced to quantify the vehicle’s acceleration. Accordingly, 

each of the aforementioned five factors are assumed to function as an individual trigger to alter 

each vehicle’s speed. Based on Newton’s second law of motion, the subject vehicle’s longitudinal 

behavior can be simulated by the present open mechanics-based acceleration model. By 

introducing feeling gap, multilane acceleration behavior is included in the presented model. The 

simulation results fit realistic conditions for the traffic flow and the road capacity very well, where 

traffic shockwaves can be observed for a certain range of the traffic density. This model can be 

extended to more general scenarios if other factors can be recognized and introduced into the 

modeling framework.  

Thirdly, a driver decision-based lane change execution model has been developed to describe 

a vehicle’s lane change execution process, which includes two steps, i.e. driver’s lane selection 

and lane change execution. Currently, most lane change models focus on the driver’s lane selection, 

and overlook the driver’s behavior during a process of lane change execution which plays a 

significant role in the simulation of traffic flow characteristics. In this model, a lane change 

execution is analyzed as a driver’s decision-making process, which consists of desire point setting, 

priority decision-making, corresponding actions and achievement of consensus analysis. 



 

 

Compared with the traditional lane change execution models, the present model describes a 

realistic lane change process, and it provides more accurate and detailed simulation results in the 

microscopic traffic simulation.  

Based on the presented open mechanics-based acceleration model and the driver decision-

based lane change execution model, a reverse lane change model has further been developed to 

simulate some complex traffic situations such as reverse lane change process at a two-way-two-

lane road section where one lane is blocked by a traffic incident. Based on this reverse lane change 

model, information on the average waiting time and road capability can be obtained. The 

simulation results show that the present model is able to reflect real driver behavior and the 

corresponding traffic phenomenon during a reverse lane change process 

Through a homogenization process of the microscopic vehicle motion, we can obtain the 

macroscopic traffic flow of the roadway network within certain time and spatial ranges, which will 

be integrated into the OMITS system for traffic prediction. The validation of the models through 

future OMITS operations will also enable them to be high fidelity models in future driverless 

technologies and autonomous vehicles.  
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Introduction 

This chapter introduces the background of my PhD studies, the literature review of the 

relevant work, and the outline of this dissertation. 

Background 

With the remarkable increase in the population and number vehicles, traffic has become a 

severe problem in most metropolitan areas. Traffic congestion has imposed tight constraints on 

economic growth, national security, and the mobility of riders and goods. Policy makers, transport 

planners, traffic engineers, and those in the private sector engaged in developing new transport 

technologies are constantly looking for solutions to lessen the energy consumption, land usage, 

congestion, casualties, and money required to build new transportation infrastructures. As a result, 

developed countries have shifted their priority from infrastructure and capital intensive 

transportation strategies to more balanced and sustainable transportation solutions [1]. In general, 

an effective and friendly transportation service system should include three factors: multimodal 

travel systems, an advanced traveler information system and an interactive user interface for 

communication. 

Multimodal travel systems are an effective method for significantly raising the quality of 

traveling services and increasing the operational efficiency in current transportation solutions [2]. 

Through the combination of different traveler modes and transportation operation systems, a 

traveler is able to use either public (bus, taxi, metro, railway, carpool, and ferry) or private (car, 

motorbike, bicycle, and walking) modes [3] to achieve the transportation needs and optimize the 

transportation services.  

An advanced traveler information system (ATIS) is a type of intelligent transportation system 

application that integrates emerging computer, communication, and information technologies to 

provide vital information to the users of a system regarding traffic regulation, route and location 



 

Introduction 

2 

 

guidance, hazardous situations and safety advisory, and warning messages [1]. ATIS requires a 

large amount of data for processing, analysis, and storage for the effective dissemination of traveler 

information to users. A geographical information system (GIS) allows large amounts of data to be 

effectively processed, stored, analyzed, logically associated, and graphical displayed. Thus, GIS-

based ATIS provides a convenient and powerful tool for the storage and graphical representation 

of the massive amount of information. Further, by availing the powerful GIS functionalities, a user 

can submit a request and allow the appropriate software to assist her or him in the decision-making 

process regarding optimum route selection and trip planning [4]. 

With the development of smart phones, different types of sensors and probes, global 

positioning system (GPS), and Wi-Fi connectivity to the Internet, many new transportation 

services have emerged in traffic control and monitoring, such as traffic routing, vehicle-

infrastructure communication, vehicle-vehicle connection, and accident reporting [5]. As an 

interactive user interface for communication, smart phones are showing great potential and are 

playing a significant role in an advanced transportation service system. 

On the other hand, since traffic phenomena are the accumulation of the relevant behavior of 

individual vehicles, microscopic simulation becomes a powerful approach to take into account 

explicit and detailed behaviors of an individual driver and predict the traffic evolution under certain 

time-spatial boundary conditions. Theoretically, any traffic phenomenon can be simulated and 

explained by microscopic traffic simulation [6]. As a result, microscopic traffic simulation has 

been widely used as a powerful tool in transportation for both researchers and practitioners. 

Through a homogenization of the microscopic traffic information, macroscopic traffic flow can be 

obtained and analyzed. Many methods, algorithms and plans proposed at the macroscopic level 

can be calibrated and tested through such a cross-scale approach, especially when direct validation 

by field tests is not feasible due to high costs as well as the issues of public acceptance and safety 

considerations [7].  

In addition, microscopic traffic simulation is able to predict a traffic situation based on real-

time traffic information [8]. For example, when a traffic incident happens on a highway, by 

introducing the traffic flow information from its upstream sensors, the traffic situation at the 

incident location can be predicted by simulations. Such a short period of prediction is important 

for urban traffic management [9] and an advanced traveler information system [1]. As a result, the 
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microscopic traffic simulation has attracted significant attention as a fundamental research area in 

the traffic research field and has been widely used in transportation management and information 

systems. 

There are two important topics in microscopic traffic simulation, namely driver behavior 

modeling and trajectory data collection. Driver behavior modeling describes drivers’ decisions and 

actions under different traffic conditions, which directly affect the simulation results. Trajectory 

data collection, however, is able to test behavior models, and calibrate the model’s parameters 

through a homogenization process. Due to the high demand for rigorously validated traffic flow 

models and the limited availability of detailed trajectory data [7,10,11],  vehicle trajectory data 

collection becomes a requisite for transportation analysis, especially for driver behavior models. 

However, existing data collection methods are not very useful for vehicle trajectory data collection. 

For example, most current traffic data collection sensors, such as inductive-loop traffic detectors, 

were designed to collect traffic information on fixed cross-road sections in certain limited road 

areas. Though it may be convenient to obtain traffic data at the lane’s level such as each lane’s 

average traffic speed, density and flow, it is hard to obtain traffic data at vehicle’s level based on 

these discretely distributed sensors. 

 As a useful and powerful aerial robot, unmanned aerial vehicles (UAV) play an important 

role in data and image acquisition. For example, they have been widely used in the research fields 

of agriculture, geology, hydrology, cinematography, etc. [12–17]. Compared with traditional 

transportation sensors located on the ground or low angle cameras, UAV exhibits many advantages, 

such as low cost, easiness to deploy, high mobility, large view scope, uniform scale, etc. UAV is 

able to record different lengths of the road by adjusting its flying altitude to fulfill different research 

requirements. Compared with low angle cameras, UAV is able to measure a vehicle’s position 

more accurately from the top view [18]. However, UAV has been rarely applied in transportation 

monitoring. One of the main reasons is the lacking of effective and robust methods to detect and 

track vehicles in UAV’s image data. Hence, there is an urgent need to develop an accurate and 

robust vehicle trajectory data collection method based on a UAV’s video. 

As an important component in microscopic traffic simulation, the modeling of a driver’s 

behavior describes a driver’s decisions and corresponding actions under different traffic conditions, 

which in general traces back to a driver’s acceleration and lane change behaviors. The acceleration 
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model describes the movement of the vehicle in the longitudinal direction, and the lane-change 

model describes drivers' behaviors in the lateral direction. Generally, lane change behavior models 

can be further classified into lane change selection models and lane change execution models [19]. 

A lane change selection model simulates a driver’s thoughts and decision before a lane change, 

which consists of the lane change request, target lane selection, and gap selection. The lane change 

execution model simulates the lane change operational process, which includes speed change, 

safety considerations and lateral movements. However, it is always challenging for a single driver 

behavior model to accurately describe a driver’s complex behavior in different traffic situations 

[20–22]. Hence, there exists a strong need to develop more realistic driving behavior models that 

is able to reflect the complexity of human decision-making processes. 

Literature Review 

Transportation information system and corresponding service 

Generally, the development of traveler information systems can be classified into three 

different generations [23]. The first generation traveler information systems arose in connection 

with the emergence of computer technology in the late 1960s and early 1970s [24]. Traffic 

information was provided separately for motorists and for public transportation travelers by one-

way communication [25]. It was possible to improve traffic flow on congested roads and also to 

make road users aware of the disturbances and traffic incidents through dynamic message signs 

and highway advisory radios [23]. At the end of 1980s the timetable for public transport in 

Stockholm was computerized and made available through interactive voice response via phone for 

travelers [25].  

The second generation systems aimed at vehicle driver and were developed during the 1990s, 

which became advanced traveler information systems with dynamic route guidance and real-time 

traffic conditions by using two-way communication through an interactive user interface [25]. 

They were originally designed to provide personalized trip advice, where navigation systems for 

route guidance were primarily embedded within in-vehicle systems or handheld navigation devices. 

Individualized path search and dynamic route guidance is available, but not very popular due to 

the high cost [26].  
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The third generation of traveler information systems for motorists were the result of a 

combination of the second generation transportation information system and artificial intelligence 

to create intelligent traveler information systems [27]. This type of system can store different travel 

patterns and route choices from previous sessions for each driver, so that machine learning can be 

conducted with the big data accumulated in the system. The system is able to evaluate the 

accessibility of roads, dialogue with drivers on the roads and provide personalized route guidance 

for specific traffic conditions. However, today’s navigation systems usually do not have 

information about other modes of transport [28]. The third generation systems for public 

transportation are now starting to utilize smart phones, mobile broadband, and GPS functionalities, 

among other information technologies. As a consequence, a series of user-generated content and 

open application programming interfaces are emerging, which enables the system or system 

components to communicate with each other to exchange data or functionality.   

Microscopic traffic simulations 

Microscopic traffic simulation is a fundamental tool for dynamic traffic management and in a 

transportation information system. In this part, a literature review is conducted of vehicle trajectory 

data collection based on UAV system, the acceleration model and lane changing model are 

introduced, and their limitations are summarized at the end of each section. 

Vehicle trajectory data collected by UAV 

As a useful and powerful aerial robot, UAV plays an important role in data and image 

acquisition. However, it is limited by the lacking of an effective and robust method to detect and 

track vehicles in UAV’s image data. As a result UAVs are rarely applied in the transportation 

monitoring. 

Some approaches to vehicle detecting and tracking based on UAV systems have been 

proposed in the literature [29]. Based on the recognition methods discussed on the literature, the 

vehicle recognition method can be categorized into the optical flow and feature extraction-

matching methods. The optical flow method has many advantages in tracking and detecting 

moving objects in consecutive frames, such as autonomous robot navigation and surveillance of 

large facilities. Optical flow can capture the moving objects in a video, but the movement is the 

sum of motion of both the camera and the vehicles. It is essential to identify and separate the 
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camera’s motion from the vehicle’s motion. Rodríguez-Canosa, et al. [16] developed a real-time 

method to detect and track moving objects from UAVs’ videos. In this method, an artificial optical 

flow is introduced by estimating the camera’s motion, comparing it with the real optical flow 

directly calculated from the video, and then calculating the actual motion of the objects. Xu et al. 

[30] introduced a vehicle detecting and tracking method for the low angle camera video. The 

Cellular Neural Network was used to subtract the background and to refine the detection results 

with optical flow. Frarnebäck and Nordberg [31] constructed a polynomial expansion to 

approximate the movement between two consecutive frames at the pixel level. Based on the 

constructed optical flow field, the vehicle’s motion could be calculated. 

The feature extraction-matching method has been widely used in photogrammetry and 

computer vision. The working process consists of extracting features of interest from two or more 

images of the same object and matching these features in adjacent images [32]. Photo-based  

methods generally search for vehicle-like features in one or two photos, and then refine the 

detection results through classification and representation based on a predefined database. The 

vehicle-like features include the vehicle’s edges, shapes, feature points, colors, gradients, etc. Zhao 

and Nevatia [33] figured out some important car features based on human experience in 

psychological tests, and then used the boundary of the car, front windshield and the shadow as car 

features in car recognition from a photo. Kaâniche et al. [34] presented a vision system for traffic 

surveillance with a fixed-wing UAV. The method analyzed the corner and edge information in a 

frame, and the Dempster-Shafer theory was used in the process of verification to increase the 

accuracy of vehicle detection. Kim and Malik [35] introduced a new vehicle detection method, 

which combines photos of multiple cameras and generates a 3D-model of vehicles. This vehicle 

detection and description algorithm was based on a probabilistic line feature grouping, and it could 

increase the computing speed and reliability. Gleason et al. [36], introduced a multiple features 

extraction and classification method for vehicle detection. The vehicle features, such as histogram 

of oriented gradients, edge orientation, and color are considered to increase the detecting accuracy. 

Leifloff [37] presented an approach for vehicle detection from optical satellite images, where an 

improved Haar-like feature was used in the method. Vehicle queues were detected using a line 

features extraction technique in the analysis. Tuermeret al. [38] applied the features of histogram 

of oriented gradients, Haar-like features and local binary patterns in the vehicle detection. And a 
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sophisticated blob detector was used in another work for vehicle detection. Leitloff et al. [39] 

developed a vehicle detection method that relies on an extended set of Haar-like feature operators. 

The support vector machine was used in the process of classification and refine vehicle detection 

results.  

In general, because of the limited information available in one photo, the photo-based vehicle 

recognition method can only obtain the vehicle’s static information, like position or gap between 

vehicles, but it is impossible to get the dynamic information, such as the speed and acceleration of 

vehicles. However, the video based feature extraction-matching method focus on the relationship 

and connection among matched feature points, rather than their characteristics. Therefore, the 

method exhibits many advantages for research of vehicle tracking. Cao et al. [40] introduced a 

new framework of multi-motion layer analysis to detect and track moving vehicles in UAV’s 

videos. The Kanade–Lucas–Tomasi (KLT) feature was selected in the vehicle motion and 

background motion layers. The new method is more effective and robust in the application. Cao 

et al. [41] applied Histogram Orientation Gradients (HOG) feature on vehicle detection. All HOG 

features are combined to establish the final feature vector to train a linear Support Vector Machine 

(SVM) classifier for vehicle classification. Lingua, et al. [32] analyzed the advantages of using the 

scale invariant feature transform (SIFT) operator for the feature extraction-matching method in 

UAV systems, and developed an auto-adaptive version of the SIFT operator used in the UAV’s 

photogrammetry field. Many researchers have used the feature extraction-matching method for 

vehicle tracking. Some studies used the vehicle image as a feature [39,42] or the matched feature 

points [43–45] to track vehicle’s motion on the road.  

Overall, detecting and tracking vehicles in traffic using UAV videos and photos has been 

attracting increasing attention among those in the transportation research community. However, to 

the best knowledge of the author, a well-developed vehicle detecting and tracking method for 

actual transportation applications has not been developed yet. There are two challenges in the 

current practice: 

 Firstly, the accuracy of vehicle recognition is low. Normally, the detecting accuracy rate is 

lower than 90% based on the current technology[36,38,39,46], and the driver’s detailed data is 

not available [47,48].  
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 Secondly, there is no customized method for vehicle trajectory data. It is difficult to recognize 

the traffic features, such as road, traffic flow and driver behavior features from the images or 

videos [29,43,49].  

Acceleration models 

An acceleration model describes the longitudinal behavior of vehicles on the road [50]. It is 

an essential component in microscopic traffic simulation and plays an important role in 

transportation science and engineering, including safety studies and capacity analyses[21,22,51–

54]. Over the past decades, as a fundamental research topic in transportation, a large number of 

vehicle acceleration models have been developed to describe longitudinal behavior of vehicles  in 

different traffic conditions. 

Based on the considered impact factors, the existing vehicle acceleration models can be 

classified into five categories. The first one is the speed difference model, such as the Gazis-

Herman-Rothery (GHR) model [55,56] and the extended GHR models [54,57], which assumes 

that the car following stimulus is the relative speed between the leading and subject vehicles. The 

second one is the spacing model [58,59], which assumes that a driver reacts to the gap rather than 

the relative speed. For example, the Newell model [60] has been widely used in car-following 

simulation. The third one is the desired measures model, which assumes that each driver has a 

desired following distance, speed or headway, and that a driver seeks to minimize the difference 

between the desired measures and the actual states. The Helly’s model [61,62] and the intelligent 

driver model  (IDM) [63,64] are very popular in this category. The fourth one is the collision 

avoidance model, which accounts for safety considerations. The collision avoidance model 

assumes that the speed is selected by a driver in order that the vehicle can avoid any collision in 

case the leading vehicle suddenly brakes. For example, the Gipps model [53], which includes the 

free and following driving modes for different traffic conditions, has been widely used. The fifth 

category uses a driver’s personal features to analyze the vehicle’s acceleration behaviors, among 

which the driver’s age [65–67], gender [68,69], state [70–72], temper [20,73,74] and perception 

[75] are considered. Generally, the relative speed, gap, desired measures, and safety are considered 

as the dominant factors in above mentioned models that will influence a vehicle’s acceleration 

behavior.  
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It is well known that the vehicle acceleration behavior of a vehicle driving on the way is very 

complex, which may be affected by various factors. An ideal acceleration model is expected to be 

able to reflect a driver’s behavior in different situations, such as different traffic situations, driver 

characteristics and even specific behaviors during driving, like distraction, fatigue, talking on the 

phone. Although a large number of acceleration models have been developed over the past few 

decades, two limitations are often exhibited in the current models:  

 Firstly, many of them were developed in a rigid form by only considering certain factors, while 

other relevant or emerging factors are not able to be accounted for or integrated. As a result, 

driver’s psychological behaviors [65–73,75] are usually ignored.  

 Secondly, most existing acceleration models cannot be adapted to the lane change process very 

well [10,54,76]. So that, many lane change models have to introduce specific parameters and 

formulas to describe a vehicle’s longitudinal behavior in the lane change process [77,78].   

Lane changing models 

Lane changing behaviors have fundamental impacts on the microscopic characteristics of 

traffic flow due to the interference effect that they have on surrounding vehicles [19,79]. It is also 

an important component of driving behavior to meet driver’s tactical and operational maneuvering 

decision in different traffic situations [6]. A reasonable and adaptable lane change model has 

significant meaning in the study of driver behaviors, driving safety, capacity analysis and traffic 

predictions, etc. 

Generally, a lane change simulation often consists of two main steps: the target lane and gap 

selection and lane change execution [19]. The target lane selection mimics a driver’s thoughts 

before lane change execution, which includes lane change request and target lane and gap selection. 

The lane change execution simulates the lane change operational process, such as speed change 

and lane change selection. Driver’s decisions, safety considerations, lane change priorities and 

courtesies have been the main research topics in the study of the execution of lane change. In 

general, the process of lane change selection has been well developed in the literature [21]. 

Accordingly, different lane change selection theories and models can be applied in different traffic 

situations and different driver features [80,81]. However, compared with the investigations on lane 
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change selection, the study on lane change execution is limited. This dissertation will focus on the 

lane change execution model. 

 

Fig. 0-1 Classification of lane change model 

According to the main analysis factors, the lane change execution model can be classified into 

four categories: The gap acceptance, courtesy factor, game theory, and arterial potential field, 

which are illustrated in Fig. 0-1.   

The gap acceptance model (GAM) is currently the major theory and method in the lane change 

execution. The GAM was formulated as a binary choice problem: when an available gap on the 

target lane is longer than the critical gap, the lane change is accepted, otherwise the lane change is 

rejected [82]. Based on different assumptions of the critical gap, the GAM can be further classified 

into the following four subcategories.  

(1) Critical gap is modeled as a random variable. This type of model was mainly developed 

during the earlier stages of lane change simulation. Herman and Weiss [83] assumed that the length 

of the critical gap satisfies an exponential distribution. Miller [84] used the maximum likelihood 

method to prove that the critical gap is a normal distribution for different drivers. However, most 

results are qualitative and statistical solutions, which are reasonable only in macroscopic level 

analyses.  

(2) Critical gap is classified into lead and lag critical gaps. In this situation, the lane change is 

accepted only if the both of lead and lag gaps are longer than the corresponding critical gaps. 

Ahmed et al. [82] generated a framework for the lane change model based on discrete choice, 

where lead and lag critical gaps are defined separately and the parameters are set by on-ramp 
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merging data. Toledo et al. [77] introduced an integrated driving behavior model. The probability 

expressions of lead and lag critical gaps are introduced.  

(3) Critical gap changes with lane change type. In this type of model, gap acceptance 

parameters are estimated jointly with a driver’s lane change type, and a critical gap during a 

Mandatory Lane Change (MLC) is usually shorter than that in a Discretionary Lane Change (DLC). 

Based on this assumption, Toledo et al [7], Gipps [85], and Salvucci et al. [86] independently 

developed two sets of parameters for DLC and MLC situations in gap acceptance models.  

(4) Critical gap changes with location. Based on the distance between subject the vehicle and 

the intended turn, the critical gap has different values. In general, when a vehicle is close to the 

intended turn, the critical gap is short, and vise-versa. Gipps [85] set three different lane change 

execution criteria based on the distance to the intended turning position. Kesting et al. [87] 

introduced the Minimizing Overall Braking Induced by Lane Changes (MOBIL) lane change 

model. A vehicle’s relative distance and speed can affect its lane change criteria. Schakel et al. [88] 

proposed a lane changing model with relaxation and synchronization (LMRS). The vehicle’s 

relative distance and speed can affect its acceleration during a lane change. A gap is accepted if 

the acceleration of the subject vehicle and the new follower are larger than a safe deceleration 

threshold.  

(5) Critical gap changes with time. In general, when the waiting time increases, a driver 

usually prefers a short critical gap. Mahmassani and Sheffi [89] assumed that the mean critical gap 

is a function of an explanatory function, and the critical gap decreases on average, as a driver is 

waiting for an acceptable gap. Sayed et.al[90] introduced a traffic conflicts computer simulation 

model, in which the waiting time is an important parameter affecting driver’s critical gap. Kaysi, 

Abbany [91] and Hamed, et al [92] analyzed the driver’s behavior in unsignalized intersections, 

and concluded that the mean critical gap becomes shorter while the waiting time is increased. 

In normal traffic conditions, the GAM was developed to properly simulate the lane change 

process. However, in heavily congested traffic situations, the gap in a target lane may be much 

smaller than the critical gap, which is becoming more prevalent in traffic nowadays, especially in 

large cities. In such cases, any lane change in a road section will not be accepted at all based on 

the GAM. To overcome such limitations of the GAM, the concept of courtesy factor was 

introduced [81]. This means that the courtesy vehicle will enlargen the gap for the lane change 
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vehicle to help it finish the lane change. In addition, Hidas [93] analyzed the courtesy behavior 

involved in lane changes and categorized them into force and cooperation lane changes based on 

the aggressiveness of the subject vehicle in the simulation. The courtesy rate of a vehicle directly 

affects the simulation results, however, it is hard to quantify the courtesy rate of a vehicle in real 

traffic flows. Kind and Kesting [94] modeled drivers associated behaviors with a lane change via 

a "politeness factor" in lane change decisions based on the Minimizing Overall Braking Induced 

by Lane Changes (MOBIL) model. 

The game theory model considers that a lane change execution process is an interaction 

between the subject and lag vehicles when a traffic conflict arises [10]. During the lane change 

execution process, the subject and lag vehicles try to influence each other. Kita [95,96] modeled a 

lane change execution based upon the game theory and specified the game type, the number of 

players and the repetition of games. 

Artificial potential field (APF) was firstly introduced for robot control [97], and it was used 

to avoid collisions when the robot hand moves to capture objects. In the driver behavior simulation, 

APF is also applied in the lane change execution. Yang et al. [98] assumed that each vehicle on 

the road will cause a potential energy field, and a vehicle during a lane change is regarded as a 

sphere always rolling to the low potential energy area. If the magnitude of the energy field is too 

high in the target lane, the lane change is rejected, and vise-versa. A vehicle’s energy is influenced 

by its relevant speed with respect to the subject vehicle. The lateral distance between vehicles are 

also considered in the lane change execution process.  

Although, as stated above, a large amount of lane change models have been introduced  over 

the decades, some limitations still exist in those models.  

 A lane change execution model is rare. Most lane change models overlook the driver’s actual 

behavior during lane change execution process which plays a significant role in estimating 

traffic flow characteristics.  

 The interaction between the subject and lag vehicles during a lane change is ignored. A lane 

change execution process is actually a behavior in that the subject vehicle wants to get the lag 

vehicle’s permission to break  the original order in the target lane and take the lag vehicle’s 

original position. In this sense, the lane change should be a series of interactions between the 
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subject and lag vehicles. However, most existing models consider the lag vehicles using certain 

parameters, while ignore the interaction between the subject and lag vehicles.  

 Lateral dimensions is not considered in a lane change execution model. A lane change is 

actually a process to change vehicle lateral position, which will also plays an important role in 

the whole lane change process. However, most existing models ignore such lateral position 

effect in a lane change execution model. 

PhD research objectives 

This work aims to improve the traffic condition of roadways by increasing the ridership of 

vehicles and optimizing transportation modes through smart services by integrating emerging 

information communication technologies, big data management, social networking, and 

transportation management. As the first step to this end, this dissertation presents the design of the 

OMITS and develops a relevant microscopic simulation framework that includes vehicle trajectory 

data collection, an acceleration model, and a lane change execution model, for traffic prediction in 

the OMITS. My PhD studies aim to achieve the following research objectives: 

 OMITS design and application 

By integrating emerging information and communication technologies, such as smart phones, 

Internet services, GPS/GIS, and data mining and fusion technologies, the goal of the proposed 

OMITS is to improve ridership of vehicles and optimize the operation of transportation systems 

by enhancing transportation services in the following three aspects: optimization of the 

transportation modes by utilizing multimodal traveling assignment, dynamic routing and 

ridesharing service with advanced traveler information systems, and development of an interactive 

user interface for social networking and traveling information. 

 Vehicle trajectory data collection 

The camera of a UAV surveillance platform changes frequently because the camera in a UAV 

may rotate, shift and roll during video recording. In order to accurately detect and track vehicles, 

the negative effects of such platform changes have to be eliminated or minimized. To this end, a 

proposed method will be presented to collect more stable and accurate vehicle trajectory data by 

developing a reliable image registration method for UAV’s video. Furthermore, in driver behavior 

research models, such as car following and lane changing, accurate trajectory data of each vehicle 



 

Introduction 

14 

 

is needed. Lack of vehicle data and tracking error may greatly decrease the accuracy of the model 

parameters settings. Therefore, the collected trajectory data via the presented method will also 

benefit future research on car following and lane changing. 

 Acceleration model 

In general, the acceleration behavior of a vehicle driving on the road is very complex, which 

may be affected by various factors. To reflect a driver’s behavior at different situations, such as 

different traffic situations, driver characteristics (ages, genders, health states, temper and 

perception) and even specific behaviors during driving, like distraction, fatigue, talking in phone 

must be considered. An acceleration model will be developed to consider longitudinal motion of 

vehicles on a road for microscopic traffic simulation. With multiple impacting factors being 

accounted for, it is expected that the present model will provide a smooth transfer between different 

following states, such as leading vehicle change, so that it is able to be used in the lane change 

scenario. 

 Lane change execution model 

A lane change process is a series of interactions between subject and lag vehicles. During this 

process, many decisions and corresponding actions need to be made by both vehicle drivers. 

Although a large amount of lane change models have been developed in the literature, most of 

them have only considered the certain parameters associated with the lag vehicle, but ignored the 

interactions between subject and lag vehicles. Furthermore, during a lane change process, a 

vehicle’s lateral position will keep changing, which will play an important role in the whole lane 

change process. However, such lateral position effects were mostly ignored in existing lane change 

execution models. To overcome these limitations in the current models and to better reflect the 

communication and interaction among vehicles during a lane changing process, a driver decision-

based lane change execution model will be developed, which will be based on a driver’s personal 

perspective to analyze the decision and corresponding behaviors. 

 Simulation of reverse lane change  

The information on incident-induced traffic flow, such as reduced road capability, waiting 

time, and queue length estimation etc., are important for accurate traffic simulation and prediction. 

However, very few efforts have been made in the literature to obtain such information by 
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microscopic traffic simulations. Based on the presented open mechanics-based acceleration model 

and the driver decision-based lane change execution model, a reverse lane change model will be 

further proposed to simulate some complex traffic situations such as reverse lane change process 

at a two-way-two-lane road section where one lane is blocked by a traffic incident. 

Dissertation outline 

To implement the objectives stated above, Chapter 2 will introduce the structure of the 

proposed OMITS, including the design of the OMITS, a carpool-based OMITS application and 

the social network design. In Chapter 3, an accurate and robust UAV-based vehicle trajectory data 

collection method will be established. Chapter 4 to Chapter 6 will focus on the research of driver 

behavior models in microscopic simulations, where an open mechanics-based acceleration model 

will be introduced in Chapter 4, followed which the development of a driver decision-based lane 

change execution model in Chapter 5. Based on the presented acceleration and lane change 

execution model, a reverse lane change model will be further proposed to simulate some complex 

traffic situations such as the reverse lane change process at a two-way-two-lane road section where 

one lane is blocked by a traffic incident. Conclusions and future work will be finally provided in 

Chapter 7.  

The relationship among the vehicle trajectory data and driver behavior models developed in 

this dissertation can be illustrated in Fig. 1-2, which constitutes a representative microscopic 

simulation research scope. (1) The presented UAV and its corresponding data collection and 

vehicle detection algorithm belong to the computer vision, (2) the developed acceleration model 

is inspired by the interaction mechanics among surrounding vehicles, (3) the proposed driver 

decision-based lane change execution model is based on the psychology and decision-making of 

each driver during the lane change process, and (4) the reverse lane change model is an application 

of the developed acceleration and lane change execution models. It will show unique capabilities 

that are lacking in existing models, such as simulating certain complex traffic situations. For 

example, the reverse lane change process at a two-way-two-lane road section where one lane is 

blocked by a traffic incident.  
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Fig. 0-2 Structure of microscopic simulation research 
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Open-Mode Integrated Transportation System 

The Open-Mode Integrated Transportation System (OMITS) has been proposed in 2009 [5], which 

has been developed and implemented in cooperation of Columbia University and NDJ Sustainable 

Engineering LLC, uses emerging information and communication technologies, such as smart phones, 

Internet services, GPS/GIS, and data mining and fusion technologies, to improve ridership of vehicles and 

optimize operation of transportation system. This system is designed to provide more effective and 

intelligent traffic service platform for different specified purpose. In this chapter, Section 2.1 introduces 

the design philosophy of the OMITS system. Section 2.2 presents an OMITS application to carpool. Section 

2.3 describes the social networking aspects in OMITS. Finally, some conclusive remarks are provided in 

the last Section. This chapter is reproduced from the paper co-authored with Huiming Yin, Paul Maurin, 

and Heqin Xu, which has been presented in the annual meeting of the Transportation Research Board [99] 

and published in National Technical Information Service [100] 

Design of the OMITS  

Design philosophy 

New data management systems, navigation technologies, and smart phones provide 

opportunities to dramatically improve the management of transportation networks without 

expanding the physical infrastructure. The OMITS system was proposed as a substantial and ground-

breaking paradigm shift to change conventional transportation planning and management in three 

aspects: (i) As vehicle flow in a roadway and one vehicle pick-up/drop-off passengers are in a series 

sequence. Improving the ridership of vehicle and using group riders with similar transportation demand 

will parallelize the rider’s traveling trajectory and thus optimize travel behavior and save traveling time; 

(ii) Using the speed difference of information communication and vehicle motion, we can optimize the 

routing and planning of the trips and thus cut-off travel time for each trip; and (iii) Using social 

networking, travelers can be grouped for ridesharing with improved traveling experience and safety 
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confidence. Similarly to general ITS, the OMITS system has been designed with three major 

functions, including multimodal travel system for trip planning and carpooling matching, advanced 

traffic information system for routing and dispatching, and interactive user interface for 

communication. 

Multimodal travel system 

Different transportation modes has different features. For example, subway is a type of high-

speed and high-capacity public transport generally found in urban areas. However the average 

distance between stations is long and it cannot cover many suburban residency areas. People who 

live between stations which will face the “last one mail problem”[101]. Mass transit buses may 

reach residency areas but the routes and stops are commonly designed to meet the daily 

transportation demand of the public, and thus too many stops are listed in a static fashion. Any 

individual stop will cause the time waste of the rest many riders. On the other hand, private vehicles 

can provide door-to-door service, but the increasing number of vehicles on the road have already 

significantly devastated traffic jam, parking, and high accident problems. If we can divide a regular 

trip into several segments with different transportation modes, we may solve the problems in the 

individual transportation mode. In that sense, the multimodal travel system is required.  

Multimodal travel system (MTS) is defined as a combination of different traveler modes and 

transportation systems operated by various information transport systems. A traveler can use either 

public (bus, taxi, metro, railway, carpool, and ferry) or private (car, motorbike, bicycle, and 

walking) transportation modes. The MTS focuses on the distribution of transportation related 

information and the coordination of regional transportation systems for the benefit of the 

transportation network users [3].  

Travelers need improved means to access the information on alternative transport modes 

which can be taken their journeys. The MTS is able to increase the utilization of high occupancy 

vehicle modes. By providing the traffic and transportation service information to travelers, 

especially regular commuters, prior to embark on their trips, travelers are able to make a most 

informed choices of modes and routings. Furthermore, trip planning module is a main component 

of MTS, informing and assisting travelers in choosing the best path to reach their destination based 

on the real-time or predicted traffic situation. Overall, a well-designed MTS will be an effective 
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and efficient method to considerably raise the quality of traveling services and increase the 

operational efficiency of existing transportation system, and reduce the congestion and pollution 

as well. 

Advanced Traveler Information Systems 

Advanced traveler information system (ATIS) is an area of ITS applications. Recent advances 

in electronics and micro-computing have led to the feasibility of functionally powerful, computer-

based advanced traffic information systems as part of the automotive environment. Although these 

systems range in functionality, they all have the goal of acquiring, analyzing, communicating, and 

presenting information to assist travelers in moving from a starting location to a desired destination. 

The systems improve travel safety, efficiency, and comfort and represent a new frontier in ground 

transportation.  

In the highly mobile society of the U.S., travelers have an increasing desire and need for 

accurate, timely information for trip planning, and traffic reporting. ATIS is designed to meet this 

need. [102]. The service of ATIS can be classified into static information such as road map, public 

transportation routes and operation schedules, and dynamic traffic information such as road traffic 

situation, vehicle real-time position and estimated arrival time.  

Real-time road traffic prediction has been an essential components of advanced, smart 

transportation technologies. It is necessary for network operators and traveler to accurately predict 

short-term traffic conditions and thus save traveling time. In the past decade, the collection of real-

time traffic data was a foremost goal, and now many traffic authorities possess real-time traffic 

data feeds and information warehouses containing extensive traffic data. The next step will be to 

use the big data technologies in transportation to crease new services. 

Road traffic prediction is the first major step in that direction. However not many tools are 

available for future predictive information. It is clearly of interest to instruct traffic controllers on 

how to set signals or various message signs based on expected traffic conditions timely, rather than 

based on a traffic situation soon to be obsolete [103]. From a traveler’s aspect, he/she prefers to 

being given a route guidance information based on the traffic when he/she gets on the road. 
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Interactive user interface for communication  

With the development of smart phones, travelers are able to make more activities through it, 

such as communication with the Internet, detecting roadway geographic information system (GIS) 

information, and connecting vehicles/riders with global positioning system (GPS) data. The 

OMITS has built up interactive user interface for communication through mobile applications and 

the Internet website. The OMITS App will provide drivers with real-time driving directions based 

on the traffic condition and also riders with vehicle current locations and estimate arrival time. 

In addition, the OMITS users are not only able to obtain useful information, but also can 

request specific services. The OMITS member management system also provides social network 

features for user communication and dynamic carpool group forming through the OMITS App. 

For example, using the OMITS-Carpool App, both vehicles and riders can easily send ride offers 

and requests information, respectively. A driver can check the profiles of riders to approve the 

carpooling match. With the aid of data mining and fusion, the system can use the traffic data for 

traveler behavior analysis and traffic prediction, from which an optimal routing direction and 

ridesharing group can be obtained. In addition, after acquiring user’s agreement, the OMITS is 

able to trace a vehicle’s traveling trajectory data, which is an effective way to collect the real-time 

traffic data. As an on-going work, the user interface will connect users through the social network, 

which will be explained in detail in Section 2.3. 

In summary, the OMITS integrates the availability of multiple public transit modes and private 

vehicles to provide optimal transportation service to social network-based local communities as 

well as information service of real-time and future traffic to the riders and the public. The success 

of this system will provide reliable, safe, efficient, economic and fair transit service to the public 

and improve the resilience and sustainability of transportation system with broader impacts on 

gasoline use, greenhouse gas emissions, city parking, transit costs, and traffic congestion relief. 

The OMITS is still under the development and will be demonstrated in New York metropolitan 

area and then extended to other megacities through the collaboration with the industry partner – 

NDJ Sustainable Engineering, LLC. The methodology developed can be also extended to freight 

transportation and goods delivery. 
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Architecture of the OMITS system 

The architecture of the OMITS system consists of the information communication framework 

and the OMITS server performance system which illustrates the main operation system of OMITS. 

They will be introduced respectively.  

Fig. 0-1 illustrates the information communication framework of OMITS. The OMITS server 

collects transportation demands from riders and matches them with the available services. It also 

probes the traffic information of road sections through vehicles and simulates the traffic conditions 

for route direction. The user entities of the OMITS include the follows: 

 Public commuters or riders can obtain the ridesharing service integrated with the public transit 

service at the lowest cost in terms of time or fare. 

 Private car or van owners can provide dynamic carpooling or vanpooling service and receive 

routing service based on traffic situation.  

 General members can access the OMITS database for the real-time roadway traffic condition 

and trip planning.  

 

Fig. 0-1 The information communication framework of the OMITS 

Notice that, although the system integrates multiple existing transit modes, it only provides the 

schedule and location information to the OMITS, so their operation and customers will not be 

affected. The audience of the OMITS system is riders and drivers traveling in city scale, who are 

open for ridesharing services. Integrating other transit modes into the OMITS system provides 

passengers the shortest route using all available public transit modes and ridesharing options. In 

case no ridesharing service available, OMITS can still make the travel plan based on the public 

transit service. Thus it can guarantee the reliability no lower than the public transit system.    
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The OMITS system forms a sustainable information infrastructure for communication within 

and between the mobile/Internet network, the roadway network, and the users’ social network. It 

manipulates the speed gap between different types of the network: information communication 

through cellular phones and the Internet is tremendously higher than that of vehicles on roadway, 

which is much faster than that of the social networking. Using the integrated information 

communication platform of the OMITS system, the time and spatial limits of traditional 

transportation system can be overcome by high speed of information communication and data 

fusion through smart phones and the Internet.  

The OMITS server performs the information communication and transportation management 

through the following three modules as illustrated in Fig. 0-2:  

 

Fig. 0-2 Three modules of the OMITS system for transportation  

operation and management [5]. 

The User Operation System provides the interface for users through smart phone apps or the 

Internet interface. The OMITS App has been developed for iPhone and Android Phone, available 

for free installation.[38] All drivers are required to use OMITS App for the transit service to 

provide real-time location and speed of the vehicles. However, a rider, who does not own a smart 

phone, can still use our Internet interface for transit service. A driver needs to submit a message 

by the OMITS App to the database server in advance. OMITS server will provide ride-matching 

information and give driving direction based on the traffic situation through the app. A rider can 

submit a riding request signal through the OMITS App or the Internet interface at any time. OMITS 
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will find a possible ride plan based on the availability of transit services. When a vehicle is in the 

service, the driver’s OMITS App will keep sending its location and speed to the OMITS server.  

The Routing and Dispatching System, which keeps running in the background, provides the 

optimal route for drivers and matches a driver and riders. Using the data of real-time and historic 

speed on each road section collected by OMITS vehicles, we predict the travel time of the section 

in future through traffic flow analysis and the support vector regression method, which are used 

for short-term and long-term traffic prediction, respectively. The schedule of bus will be 

dynamically updated with the traffic situation. For a driver request, the driving direction will be 

calculated and recommended by the modified Dijkstra’s algorithm using the predicted travel time 

under the first in first out (FIFO) condition. Once the route is found, it will be transferred into an 

available service, which is the same as a public transit service. The overall available service forms 

a network with the temporal and spatial information. When a rider request is received, the 

Dijkstra’s algorithm will be used again to find the best route for the rider, which may cover 

multiple transit modes.  

The Member Management System provides service such as member registration, billing and 

payment, data reporting and complaint handling. Social network among the member will also be 

taken into account, so that carpooling among strangers will be avoided. With the clear record in 

OMITS, no ticket other than the confirmation through the OMITS App is needed at the point of 

boarding. The payment flow within the OMITS users, both drivers and riders, will go through a 

monthly bill. Although, the OMITS’s ultimate goal is to make a ticketless service for multi-modal 

transit, corresponding works are anticipated to make it available in the future.  

GIS data structure for routing and networking in the OMITS system 

The road-net GIS data and routing algorithm are the fundamental components in the OMITS. 

Most of services are based on them. The basic structure of road-net GIS data and the routing 

algorithm method in OMITS are introduced respectively.  

GIS data structure 

A geographic information system (GIS) is a system designed to capture, store, manipulate, 

analyze, manage, and present different spatial or geographical data. In the transportation, the road 

information of GIS is widely used in managing, planning, evaluating, and maintaining 
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transportation systems [104,105]. The OMITS routing and dispatching system is based on this GIS 

road map. A small region of GIS data in Manhattan, New York City was firstly uploaded into the 

OMITS server (Fig. 0-3). To reduce the memory and storage in the OMTIS’s data structure, the 

adjacent list is applied to describe road topological relation. As shown in Fig. 0-3, the structure of 

the GIS road-net has three hierarchies: road-net, lane and node [106]. Each road section’s basic 

information are stored in the lane module, such as lane number and speed limitation on each 

direction. The node module includes position’s data, such as address and zip code.  

 

Fig. 0-3 GIS data in OMITS 

The integrated dynamic routing method  

Within the OMITS system, the existing public transit service can still be handled with the static 

data integrated with traffic prediction data. A feature is to integrate the carpooling service into the 

existing available services. The drive routing and rideshare grouping should be provided under the 

dynamic traffic condition. Given a starting point and the destination, if the speed or travel time on 

each road section is given, the drive direction can be obtained by the Dijkstra’s algorithm, which 

is based on the open shortest path first protocol.[39]  

For example, Fig. 0-4 provides a simple road network with the shortest travel time for each 

road section under free flow condition. A driver starts at A towards F. Using the Dijkstra’s 

algorithm, we can find the shortest path and travel time is A  E  F; T=45+45=90.  
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Fig. 0-4 Simple road network with the shortest travel time for each road section 

However, in actual traffic situation, the travel time in each road section may change 

asynchronously, which still satisfies the FIFO condition, i.e. for two riders, who start at t1 and t2 

(t1<t2) and take T1 and T2 to travel through the same road section, there exists a condition t1 + T1 

<t2 + T2 or (T2  - T1) / (t2 – t1)  > - 1. Through traffic prediction, we can obtain the travel time for 

each road section at a certain starting time. For demonstration, the traffic data for the road network 

in Fig. 0-4 are provided in Table 0-1, which satisfies the FIFO condition. The Dijkstra’s algorithm 

obviously cannot be directly used for dynamic routing. However, under the FIFO condition, a 

minor modification of the Dijkstra’s algorithm will make it applicable to find the shortest path at 

the same complexity level. The main difference between the modified and traditional Dijkstra’s 

algorithm is that the modified algorithm uses dynamical weight (in the OMITS is traveling time 

on each road section) based on transportation prediction. Using the data in Table 0-1 for a driver 

starting at A toward F at 6:00 A.M., the modified Dijkstra’s algorithm in the OMITS system is 

demonstrated step by step. At each step, nodes that are adjacent to the current node are the only 

ones considered, and other nodes are not updated with a weight of infinity as follows: 

1. Assign to every node a tentative travel time value: set it to zero for A and to infinity for B 

to F. Set the initial node A as current node. Create a set of the unvisited nodes from B to F. 

2. Start at the current node A, and update the shortest travel time for all unvisited nodes with 

start time at 6:00 A.M. TA-B = 30; TA-C = ∞; TA-D = 60; TA-E = 45; TA-F = ∞. Choose the 

node B with the shortest time as the current node. Take B from the unvisited node set, 

which is currently C to F. 

3. Start at the current node B, and update the shortest travel time for all nodes with start time 

at 6:30 A.M.: TB-C = 70; TB-D = ∞; TB-E = 30; TB-F = ∞. Only C and E are considered. 

Starting at A, TA-C = 100; TA-D = 60; TA-E = 45; TA-F = ∞. Choose the node D with the 

shortest time as the current node. Take E from the unvisited node set, which is currently C, 
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D, and F. 

4. Start at the current node E, and update the shortest travel time for all nodes with start time 

at 6:45 A.M.: TE-C = 30; TE-D = 45; TE-F = 180. Starting at A, TA-C = 75; TA-D = 60; TA-F = 

225. Choose the node C with the shortest time as the current node. Take D from the 

unvisited node set, which is currently C and F. 

5. Start at the current node D, and update the shortest travel time for all nodes with start time 

at 7:00 A.M.: TD-C = ∞; TD-F = 100. Starting at A, TA-C = 75; TA-F = 180. Choose the node 

C with the shortest time as the current node. Take C from the unvisited node set, which is 

currently F. 

6. Start at the current node C, and update the shortest travel time for all nodes with start time 

at 7:00 A.M.: TF-C =40. Starting at A, TA-F = 115. Finish the calculation.  

Therefore, the path of A  E  C   F provides the shortest travel time of 115 minutes. 

In general, the nodes used in the algorithm are much more than those of the shortest path. 

However, the Dijkstra’s algorithm does not need to go over all notes in the map - once the 

destination node has been marked visited, then stop. The modified Dijkstra’s algorithm exhibits 

the same computational complexity as the traditional one.  

However, if the start time is flexible, the total travel time on the road can be much different. 

For example, if the driver starts at 6:30 A.M., 7:00 A.M., or 7:30 A.M., the shortest paths (travel 

time) can be obtained in the same fashion, which are A  B  C  F (140 min), A  D  F 

(150 min), and A  D  E  C  F (145 min), respectively. Using this method, we can provide 

recommendation for drivers to choose a better start time for traffic control and mitigation.   

Once the route is found for a driver, we list it as an available transit service. Traditional 

transportation assignment can be used to dynamically match riders to private cars and public transit 

vehicles in the uniform fashion. 

 

 

 

Table 0-1 The dynamic travel time for each road section at a specific start time. 
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OMITS application for Carpooling 

The OMITS application design for carpooling has been developed and tested in New York 

City. The system provides an optimized ridesharing and transit service based on spontaneous 

transportation demands and service availability.  

Background of carpooling 

Carpooling can be conceptualized as an arrangement where two or more people, not belonging 

to the same household, share the use of a privately owned car for a trip (or part of a trip), and the 

passengers contribute to the driver’s expenses [107,108]. Carpooling should be clearly 

distinguished from car-sharing. In car-sharing, as in carpooling, the same vehicle is used by several 

different persons but the vehicles are not privately owned. The vehicles usually belong to a car-

sharing company and the persons using this service rent them for the duration of their trip. From 

Time T(A-B;t) T(A-E;t) T(A-D;t) T(B-E;t) T(B-C;t) T(C-E;t) T(C-F;t) T(D-E;t) T(D-F;t) T(E-F;t)

6:00:00 AM 30 45 60 30 60 30 30 45 60 45

6:10:00 AM 30 40 50 30 70 30 30 45 80 60

6:20:00 AM 30 50 40 30 70 30 30 45 80 90

6:30:00 AM 30 60 40 30 70 30 30 45 80 90

6:40:00 AM 30 60 40 30 70 30 30 45 80 180

6:50:00 AM 30 60 40 30 70 30 40 45 80 180

7:00:00 AM 40 90 40 30 70 40 40 45 100 180

7:10:00 AM 40 90 40 40 70 40 40 45 110 180

7:20:00 AM 40 90 40 40 70 40 40 45 110 180

7:30:00 AM 60 100 40 40 70 40 40 45 110 175

7:40:00 AM 60 120 40 40 70 40 40 45 110 170

7:50:00 AM 60 115 40 40 70 40 40 45 110 165

8:00:00 AM 60 115 40 40 70 35 40 45 110 160

8:10:00 AM 60 110 40 40 80 35 40 45 110 155

8:20:00 AM 60 105 40 40 80 35 40 45 110 150

8:30:00 AM 55 100 40 35 80 35 40 45 110 145

8:40:00 AM 55 100 40 35 80 30 40 45 110 140

8:50:00 AM 50 95 40 35 80 30 40 45 110 135

9:00:00 AM 50 140 40 35 90 30 35 45 110 130

9:10:00 AM 45 135 40 30 90 30 35 45 110 125

9:20:00 AM 45 130 40 30 100 30 30 45 110 120

9:30:00 AM 40 130 40 30 100 30 30 45 110 115

9:40:00 AM 30 125 40 30 100 30 30 45 110 110

9:50:00 AM 30 120 40 30 100 30 30 45 100 105

10:00:00 AM 30 115 40 30 100 30 30 45 90 100
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transportation’s aspect, carpooling includes the behaviors of picking up and dropping off rider, 

matching between driver and rider, optimizing route. With respect to formation, carpools can 

develop casually, through intra-household negotiation, between friends and co-workers, or as part 

of a structured travel demand management  initiative[109].  

Road transport, in the European Union, has been estimated to be responsible for 

approximately 71.4% of CO2 emissions, which corresponds to more than 20% of global emissions 

[110]. Private car use accounts for the largest part of kilometers traveled and is considered one of 

the most important contributors to air pollution [111]. Promoting eco-friendly transportation 

modes (such as public transportation, bicycle, walking, or carpooling) is becoming more and more 

frequent. However, even with increasing environmental awareness and concern, many road users 

are still car-dependent, either by choice or constrained by circumstances [112]. One alternative 

route for car dependents is carpooling, which has many advantages. The  carpooling can reduce 

the number of kilometers traveled by 12.5% [110]. As a result, such reduction will reduce 7.7% in 

fuel use, if one person was to be added to each commute [110]. It will also help reduce traffic 

congestion as well as time and money spent on traveling [113]. Furthermore, it is estimated that 

people who carpool, for distances of 48 km for example, could save up to 33% of the monthly 

costs of commuting compared to those who choose to drive alone [114]. Finally, carpooling can 

reduce driver fatigue, and lead to important social benefits by enlarging carpoolers’ social network 

and increasing their satisfaction [115,116].  

Compared with traditional private and public transportation modes, there are three specific 

features of carpool service. Firstly, the service of carpooling is not fixed. The carpooling service 

schedule and route are depending on drivers and riders. As a result, a special designed dynamic 

routing and matching algorithm is required. Secondly, the motivation for a carpooling driver is 

complex and affected by local transportation policies. For example, if the city introduced high-

occupancy vehicle (HOV) lanes in which only vehicles with two or more passengers are allowed 

to use. HOV lane can create strong practical incentives for carpooling by reducing travel time and 

expenses, which should be considered in the carpooling routing and matching service. Thirdly, the 

social network plays an important role in the carpooling service. Since people will feel 

uncomfortable with a totally unknown person in the same vehicle, a reliable and trustable social 

network is required. Unlike normal media social network, such as Facebook and Twitter, the 
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carpooling social network should has more cautious ID authentication and more reliable 

relationship between users. 

OMITS App and web interface 

The development of wireless communications, Internet services, global positioning systems 

(GPS), geographic information systems (GIS), and large-scale database systems creates us an 

exciting opportunity to integrate our transportation system for higher levels of efficiency and 

sustainability [117–119]. The free OMITS App has been developed and published at Apple store 

and Google Play for free downloading. Once it is installed on a smart phone, the information 

communication can be conducted between users and the OMITS server. In the meantime, an 

OMITS web page is also developed, the address is http://ndjse.com/omits.php. 

Using an app of smart phones or web interface, OMITS customers can communicate with the 

OMITS server, detect roadway traffic conditions, and receive driving directions. With the aid of 

data mining and fusion, the system can use the traffic data for traveler behavior analysis and traffic 

prediction, from which the optimal routing direction and ridesharing group can be recommended. 

Data structure and working mechanism of the OMITS system 

For the customized design of carpooling, a data structure has been developed. Fig. 0-5 

illustrates the entity-relationship (ER) diagram of the OMITS system for the design and 

development of its database. Starting at the bottom, the road network is made of RoadSections, 

which are the links on the map including specific speed limit and historic, current and predicted 

travel time data. The link connects two Nodes, which can be either StopNode or ParkSite 

associated with a ZoningGroup to facilitate node grouping. An adjacency list is provided for each 

node, which forms the road network. A Route for RideSharing typically consists of multiple links. 

A member of OMITS may own a PrivateVehicle to serve as an OMITS driver or simply present 

as a rider. FrequentTrips are also reported for each member for easy input of service request. When 

a member demands a RideDemand, it will match with RideSharing and ServiceRoute containing 

the related nodes. Besides PrivateVehicle, AllVehicle also lists the types of PublicVehicle, which 

are owned by different TransitProviders and serve for different ServiceRoute.   

http://ndjse.com/omits.php
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Fig. 0-5 Entity-relationship diagram of the OMITS 

Using the OMITS App in Fig. 0-6 together with the public transit databases, the OMITS 

system integrates carpooling into the public transit systems for dynamic transit services to the 

public. The social network among users has been recorded through membership invitation and 

registration. To match a ride between a driver and riders, their social relationship and route 

information (both service time and location) will be considered, so that friends and colleagues will 
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have more chance to share rides, so as to alleviate the nervousness and hesitation of drivers to 

provide ridesharing service. The OMITS can find a ride for rider requests with a lower cost and 

higher reliability, so that it is a more preferable choice for users. 

 

 

Fig. 0-6 Interface of the OMITS App on smart phones (a) member management, (b new 

service request, (c) service information, (d) rider information for carpooling, and (e) dynamic route 

direction and pick-up sites 

Fig. 0-6(a) shows the OMITS App’s user interface of user profile for member management. 

We can update the profile as needed. “Trip” button is used to request or provide a carpooling 

service.  The user can type departure and destination addresses manually in Fig. 0-6(b). If the user 

is to repeat a frequent route, the most frequent trips are shown in a descent order of trip frequency.  

Each trip item contains the departure time, departure address and destination address as Fig. 0-6(c). 

Once a carpooling service is produced, the driver can see the rider’s information in Fig. 0-6(d) in 

“Ride” button. “Route” button will show the current vehicle location and driving direction to pick-

up and drop-off riders as Fig. 0-6(e). The “Info” button provides some common information for 

public transit providers, OMITS contact and emergency information.  

Social network 

A social network is a relational connection between individuals, including every relationships 

related to the exchange of information such as those among friends or colleagues [120,121]. The 

social network perspective provides a set of methods for analyzing the structure of whole social 
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entities as well as a variety of theories explaining the patterns observed in these structures. Social 

network analytics are useful to a broad range of research enterprises. In social science, these fields 

of study include, but are not limited to anthropology, biology, communication studies, economics, 

geography, information science, organizational studies, social psychology, sociology, and 

sociolinguistics [122]. As above stated, for a user, carpooling is not only a transportation mode, 

but also an important opportunity to extend social benefits by enlarging carpoolers’ social network.  

The social relationship among members is also recorded with primary relationships, including 

“neighbor”, “coworker”, “ride-sharer”, and “stranger” in order. The relationship may change with 

the ridesharing service. For example, once strangers share rides, their relationship is upgraded to 

“ride-sharer”. “Neighbor” and “coworker” means they share close home and work addresses, 

respectively, but their relationship can be overridden by one member for unhappy experience and 

thus be downgraded to “stranger” to avoid future ridesharing. Each member has an adjacency list 

for the relationships with other members, which forms a social network. To improve a social 

network’s reliability and trust, the social network member could be limited into an authentic group, 

such as a school or a company.  

During ridesharing match, the member with a closer relationship will have higher priority to 

get a ridesharing service. In this way, direct or indirect friends can share ride and thus have 

improved ride experience. Each member can invite their friends to become member and associate 

with other members into friend groups, so that we can provide dynamic transit service based on 

the social network. Accordingly,  Dijkstra Algorithm [123] in social network is applied to find out 

the best match between riders and drivers.  

Fig. 0-7 and Table 0-2 is one example of the social network between faculties of School of 

Engineering and Teachers College.  Social relationship network is limited by one person’s working, 

entertainment, and living etc. As a result, the relationship between two different groups is relatively 

weak. In the left circle, the Engineering school faculties know each other very well, but between 

the two groups of people, there is only one direct connection between A and G. This social 

phenomenon limits the amount of the OMITS users. According to the Dijkstra Algorithm, we 

introduce the road-network shortest route concept to social network. For example, In Table 0-2, 

each connection between two persons has a weight. The bigger weight means this kind of 

relationship is harder to extend than the smaller weight. In the OMITS, we apply Dijkstra algorithm 
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in social network to provide the shortest relationship between two persons, and minimize the sum 

of weight values in one carpooling vehicle. As a result, instead of direct relationship between two 

people, the OMITS applies the shortest relationship chain. In this example, the relationship 

connection between D and H is D-E (Coworker), E-A (Coworker), A-G (Neighbor), and G-H 

(Friend). This information of the relationship chain will be showed on smart phone of each rider 

and driver. The improved social relationship network system will reduce the opportunity to be a 

“stranger” between two persons, and also enforce the relationship after each ridesharing service. 

 

Fig. 0-7 Social relationship network sample 

Table 0-2 Weights of Social relationship network at different relationship 

Relationship Weight Symbol 

Neighbor 1  

Coworker 1  

Friend 2  

Ride-sharer 3  

 

Conclusions 

The structure and the main features of the Open-Mode Integrated Transportation System are 

presented in this chapter. The OMITS is designed for improving the traffic condition of roadways 

by increasing ridership of vehicles, and optimizing transportation modes through smart services 

integrating emerging information communication technologies, big data management, social 

networking, and transportation management. A carpooling based OMITS prototype has been 

developed and tested in New York City. It can provide an optimized ridesharing and transit service 

based on spontaneous transportation demands and service availabilities. Actual application and 

implementation of the OMITS is underway through the collaboration with NDJ Sustainable 
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Engineering LLC. The OMITS is far beyond a carpooling system. Using the OMITS App, it 

integrates the carpooling service into the public transit system with the aid of taxi system and 

emergency service system and provides real-time transit service. OMITS aims to find a ride for all 

rider requests with a lower cost and higher confidence. The charge and credit of the carpooling 

riding service will be managed by the system, and no money flows between riders and drivers 

directly, which makes it possible for a fair rule. The member management system provides service 

for drivers to briefly check the information of riders, so as to alleviate the nervousness and 

hesitation of drivers to provide carpooling riding service. OMITS also provides an ideal platform 

for social networking to promote carpooling and improve traveling experience.  

As a core function, the operation of the OMITS relies on the accurate prediction of the traffic 

on the roadway. Although the OMITS App also performs as a probe for vehicle trajectory data 

acquisition, the information is discrete and limited. We have developed alternative methodology 

using unmanned aerial vehicles for collecting detailed and continuous trajectory data of vehicles 

on a road section, which will be introduced in Chapter 3. As key components in optimizing 

traveling routing and matching in the OMITS, traffic simulation and prediction are carried out to 

understand each individual vehicle’s behaviors at the microscopic level and to accurately simulate 

and predict the traffic. Accordingly, the acceleration and lane change execution models as two 

central components of vehicle’s behaviors will be introduced in Chapter 4 and Chapter 5, 

respectively. The influence of incident-induced traffic flow are important for accurate traffic 

simulation and prediction in OMITS. To study such an influence, Chapter 6 will develop a reverse 

lane change model to simulate driver behaviors at a two-way-two-lane road section where one lane 

is blocked by a traffic incident. 
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Vehicle trajectory data collection by UAV 

In this chapter, a vehicle trajectory data collection system based on image data collected by 

UAV is presented. Although, cell phone’s GPS can provide vehicle’s trajectory data in the OMITS, 

however, limited by its precision and users distribution, such data can only be used to indicate 

traffic flow states, such as the average travel time and speed, but cannot be used in traffic 

simulation analysis. As a result, a UAV-based vehicle trajectory data collection method is designed. 

This system uses consecutive frames to generate a vehicle’s dynamic information, such as positions 

and velocities. Four major modules have been developed: image registration, image feature 

extraction, vehicle shape detecting, and vehicle tracking. Three image features have been 

introduced into this system to customize the vehicle and traffic flow and to jointly use them in 

multiple consecutive images to increase the system accuracy of detecting and tracking vehicles. 

This chapter is reproduced from the paper co-authored with Fangliang Chen and Huiming Yin, 

which was being reviewed by Automation in Construction [124]. 

Introduction 

With the ongoing growth of our metropolitan road network, it is indispensable to have a 

comprehensive monitoring system for the complex transportation. However, there are many 

limitations based on the current monitoring systems. Firstly, the range of traditional road traffic 

monitoring is restricted to the sensor’s distributions, such as induction loops, radar sensors and 

traffic cameras. According to the sparse distribution of the current traffic monitory system, there 

are many blind regions on a city road network. In certain cases such as emergency mitigation,  it 

is required to temporarily supervise the detailed traffic situations at the “hotspots”, such as the 

regions of traffic incidents, sources and/or destinations of traffic flow, and the emergency locations 

with damage of ground infrastructure [125], etc. Secondly, most traffic sensors are designed to 
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collect the traffic information on a fixed road section or a limited road length. As a result, it is 

convenient to obtain the traffic data at the lane’s level, including each lane’s average speed, density 

and flow, but it is hard to obtain traffic data at vehicle’s level based on these discretely distributed 

sensors, such as vehicle’s trajectory data.  

The vehicle’s level data is the fundamental data for both intelligent transportation systems 

(ITS) and transportation management [126]. Therefore, a monitor method designed for traffic data 

at vehicle’s level is of significance in transportation engineering. On the other hand, in the research 

of driving behaviors, a detailed and accurate vehicle trajectory data is also necessary. Driving 

behavior models capture drivers’ tactical maneuvering decisions in different traffic conditions, and 

the models are essential components in microscopic traffic simulation systems. Due to the limited 

availability of detailed trajectory data, most models are not validated rigorously[6]. Data 

availability has posed a significant obstacle to the advancement of driving behavior modeling. 

Therefore, a system for detecting and tracking vehicles from UAV can on one hand compensate 

the disadvantage in the existing transportation monitoring system, while on the other hand can also 

fulfill the data requirements in the research of driving behaviors modeling.  

As a useful and powerful aerial robot, UAV plays important roles on data and image 

acquisition. For example, they have been widely used in the research of agriculture, geology, 

hydrology, and cinematography etc. [12–17]. Compared with traditional transportation sensors 

located on the ground or low angle cameras, UAV exhibits many advantages, such as low cost, 

easy to deploy, high mobility, large view scope, uniform scale, etc. UAV can record different 

lengths of road by adjusting flying altitude to fulfill different research requirements. Compared 

with low angle cameras, the video recorded by UAV has less influences on the block of vehicles 

in a lane, and could measure vehicle’s position more accurately from the top view [18]. However, 

UAV is rarely applied in the transportation monitoring. One of the main reasons is the lacking of 

an effective and robust method to detect and track vehicles in the UAV’s image data.  

Usually, the traffic data captured by UAV contains much complex information than those by 

traditional monitoring system. UAV’s videos include not only the traditional data such as the 

average speed, density and traffic flow, but also the each vehicle’s level data, such as vehicle’s 

trajectory data, lane change data and car following data on the road. In addition, the data from a 

frame of UAV’s video contains multiple vehicles and the frame frequency of UAV’s video is very 
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high, thus the data size from the UAV’s video is very large. Moreover, the data from UAV’s video 

contains the fundamental information of transportation research and management, and play an 

important role in several other fields of transportation science and engineering, including safety 

studies and capacity analyses [6,127,128]. Considering such features, the data collection, reduction 

and analysis can be considered as an important component in the big data analysis in transportation. 

It can be extended to other civil engineering applications. 

Compared with traditional traffic surveillance systems, detecting and tracking vehicles 

through the images captured by UAV has specific challenges. First of all, the camera of UAV 

surveillance platform changes frequently because the camera in the UAV may rotate, shift and roll 

during video recording. In addition, sudden shakes might also happen due to wind fluctuations, 

which can cause negative effects in the vehicle tracking. On the other hand, in driver behavior 

research models, such as car following and lane change models, each car’s accurate trajectory data 

is needed. Missing car data and tracking error could affect the accuracy of the model parameters 

settings. Therefore, a high resolution of images is crucial for accurately calculating vehicle speed 

and lateral position of vehicles in the process of vehicle detecting and tracking.   

Overall, detecting and tracking vehicles in traffic by UAV’s videos and photos has been 

attracting increasing attention among transportation research community. However, many 

problems have not been solved yet. Firstly, the accuracy of vehicle recognition is low. Normally, 

the detecting accuracy of the existing technology is lower than 90% [36,38,39,46], and the driver’s 

detailed trajectory data cannot be obtained [47,48]. On the other hand, traffic information, such as 

road, traffic flow and driver behavior features, have not been included in these methods [29,43,49]. 

To the best knowledge of the author, a well-developed vehicle detecting and tracking method for 

actual transportation application has not been developed yet. 

This chapter introduces a method attempting to address these problems. It combines many 

features in different optical methods into an integrated system, which consists of four modules: 

image registration, image feature extraction, vehicle shape detecting, and vehicle tracking. 

Complementary advantages of different optical methods considerably improve the accuracy by 

this method. In addition, vehicle and traffic flow features and the corresponding specifications 

have been implemented in the system. In what follows, Section 3.2 will introduce the experiments 

with the UAV; Section 3.3 will present the methodology of vehicle detection and tracking in traffic. 
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Section 3.4 will demonstrate the numerical results based on the experimental data for the vehicle 

detection and tracking. Finally, some conclusions of this work are provided. 

Experiments  

A UAV traffic monitoring system has been set up to study traffic information, which consists 

of the quadrocopter, camera mount, image transfer system, and camera as shown in Fig. 0-1(a), 

where the camera mount and the camera are enlarged in Fig. 0-1(b).  

 

(a) 

 

(b) 

Fig. 0-1 The UAV traffic monitoring system used in this experiment: (a) the whole set-up 
and (b) the camera mount and camera 

 

The quadrocopter used in the experiments of this paper is the DJI Phantom 2. It includes 

motors, battery, electronic parts, and the connection port for the camera mount. The core control 

part of UAV is the flight control unit, which is a lightweight multi-rotor control platform specially 

designed for this lightweight UAV. The flight control unit combines the main controller (MC), a 

gyro-accelerometer, and a barometric altimeter. The basic information of the machine is listed in 

the Table 0-1.  

The second device is the camera mount. A 3-axis H3-3D gimbal (Fig. 0-1(b)) powdered by 

built-in Inertial Measurement Unit (IMU) and special servo module was applied, which can 

compensate movement of the quadrocopter and provide stable quality visual video during the data 

collection. The camera used in the experiment is a GoPro 3 in silver version. The camera parameter 

settings in the experiments are listed in Table 0-2. 

 

Table 0-1 Parameters of quadrocopter in the experiments 

Parameter Range 
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Operating temperature -10oC ~50oC 

Take-off weight <1000g 

Hovering accuracy (GPS Mode) Vertical: ±0.8m, Horizontal: ±2.5m 

Max yaw angular Velocity 200 o/s 

Max ascent/descent Speed Ascent: 6m/s, Descent: 2m/s 

Max flight velocity 10m/s 

Diagonal distance 350mm 

Weight with battery 800g 

Max flight time without load 25 min 

 

Table 0-2 Camera parameters in experiments 

Parameter Range 

Resolution 1920×1080 

Frequency 30 fps 

Optical zoom 1x 

Horizontal degree of field of view 94.4 

Vertical degree of field of view 55.0 

Diagonal degree of field of view 107.1 

Dimensions 177mm×100mm×100mm 

Weight 590g 

 

The third part of the UAV used in the experiment is the image transfer system. It transmits 

real time video and UAV’s flight data back to the controller. The information displayed on the 

controller’s screen is shown in Fig. 0-2(a). In addition, the more important real-time flight data is 

superimposed on the video. The information includes power voltage, channel, distance between 

aircraft and home points, height, control mode, fail-safe mode, pitch attitude, roll attitude, flight 

velocity, GPS satellite, video input, vertical velocity, attitude line and aircraft nose direction. 

During the test, as the UAV must remain stable in the air, its position has significant influence on 

the results, therefore the height and aircraft nose direction are key to the experiment. In order to 

control the UAV more precisely, reference lines are added on the screen. The video monitor is 

attached with the quadrocopter’s remote controller, and the working image is shown in Fig. 0-2 

(b). 
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(a) 

 

(b) 

Fig. 0-2 Image capture and transfer system: (a) image taken during the experiment and (b) 

the remote controller of quadrocopter and video monitor 

Considering the capability restrictions of image transfer system, the video is stored in the 

camera’s SD card, and only the low-resolution images could be obtained in the monitor during the 

experiment. So the vehicle tracking and detection method cannot be operated in real-time with 

current experiment devices. However, with a more powerful image transfer system, the video 

could directly transfer into a computer. Therefore, the vehicles’ real-time detecting and tracking 

could be possible using the method introduced in this paper. 

Vehicle detection and tracking methodology  

In this section, the whole procedures of the method for vehicle detection and tracking are 

presented. The workflow chart of the system is illustrated in Fig. 0-3, which consists of four major 

modules: image registration, image feature extraction, vehicle shape detecting and vehicle tracking. 

Each part will be elaborated subsequently.  

Two factors of this method are worthy noting. First, three image features are used, including 

edge, optical flow and the local feature point which are elaborated in Section 3.2. These features 

work together to increase the accuracy of vehicle recognition. On the other hand, vehicle detecting 

and vehicle tracking are analyzed as two modules in this method. It is better to make specific 

adjustments based on their different objective. For instance, vehicle detection aims to accurately 

identify each vehicle’s shape in a single frame, while vehicle tracking focuses on each vehicle’s 

motion between consecutive frames. Therefore, each module of the present method is based on the 
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combination of computer vision and transportation. The properties of traffic flow and driver 

behavior have also been taken into account in this method. 

 

Fig. 0-3 Workflow chart for vehicle detection and tracking in a UAV system 

Image registration  

Because of the instability of the UAV flying in the air, the vehicle motion recorded in the 

video is actually the sum of the real motion of the vehicle and that of the camera. In order to obtain 

each vehicle’s trajectory data, the camera motion should be separated and eliminated from the 

vehicle motion in the video. This section describes a sequential and automatic framework aiming 

at the precise registration of a road area. In the computer vision science, these processes of 

transforming different sets of frames into one coordinate system are called as image registration, 

which includes transformation models and matching point selection[129,130]. Three types of 

transformation and corresponding applications are introduced. The methods of matching point 

selection in road environment are also discussed. 

Transformation models 

Normally, the general transformation between two images could be expressed in the following 

equation[131]: 
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𝑋𝑎,𝑝 = 𝑇𝑋𝑏,𝑝 (0.1) 

where 𝑋𝑎,𝑝, 𝑋𝑏,𝑝 are the image coordinates of the point p in the frame a and frame b; T is the 

transformation matrix, which includes the information of rotation matrix from a to b, translation 

vector from a to b, and camera’s intrinsic parameter matrices, etc.  

Because all optical imaging system strongly rely on the weather and illumination conditions 

during the experiment[49], there is no uniform transformation model could be applied for all 

UAV’s videos and all traffic situations, and the matrix T in Eq.(0.1) has different expressions 

correspondingly. Theoretically, a complex T could be more compatible for complex situations, but 

has higher probability to fail, while a simple T could only be used in specific situation, but is 

relatively stable in the image registration [49]. 

For an arbitrary object, the relationship of a fixed point in an image and a reference image is 

following a fundamental matrix [129,132]. However, if considering the road surface in a UAV’s 

video is a planar, and the scene height differences are relatively small compared to the UAV’s 

flight height, the image transformation process could be assumed as a homography transformation 

problem [49]. The homography transformation matrix could be expressed as Eq.(0.2) [49,133]. 

where h1 to h8 are parameters needed to be determined. At least four corresponding points are 

required to determine the homography matrix, while three of them must be non-collinear[133]. 

Fig. 0-4 Two frames in a UAV experiments: (a) the 120st frame, (b) the 1530th frame 

[
𝑥′
𝑦′
1

]＝ [

ℎ1 ℎ2 ℎ3
ℎ4 ℎ5 ℎ6
ℎ7 ℎ8 1

] [
𝑥
𝑦
1
] (0.2) 

  

(a)  (b) 



 

Vehicle trajectory data collection by UAV 

43 

 

Because of the camera mount in a UAV system, some camera movements along some specific 

directions could be well controlled by adjusting the operational parameters. As shown in Fig. 0-4, 

the camera’s rotation along the road lateral direction is very small, and the main camera’s 

movement is on the road lateral direction. In that situation, the lines along the longitudinal direction 

of the road are always parallel and follow the linear transformation requirements. Although the 

lines in the frame are not always parallel on the lateral direction, considering the road length is 

much longer than width in the video, and the vehicle’s width is relatively small, we still can assume 

this is an affine transformation and the transformation model could be expressed by Eq.(0.3) [131]. 

[
𝑥′
𝑦′
1

]＝ [
𝑎1 𝑎2 𝑡𝑥
𝑎3 𝑎4 𝑡𝑦
0 0 1

] [
𝑥
𝑦
1
] (0.3) 

where the 3×3 matrix is the affine transformation matrix. The parameters 𝑎1𝑡𝑜 𝑎4 define scale, 

rotation, and sheering effects of the combination of any linear transforms, and 𝑡𝑥  and 𝑡𝑦  are 

translation parameters on the x and y directions. In the Eq.(0.3), there are 6 parameters needed to 

be determined.  

If the wind during the experiment is very small and the whole UAV system is well optimized, 

the camera mount could isolate the UAV’s movement and accurately maintain the camera always 

vertically facing to the ground (Fig. 0-5). In that situation, the transformation model can be 

considered as a scale-rotation transformation, which can be mathematically expressed in Eq.(0.4) 

[131]. 

  

Fig. 0-5 The camera mount isolate of the quadrocopter 
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[
𝑥′
𝑦′
1

]＝ [
𝑠 ∙ 𝑐𝑜𝑠𝛾 𝑠 ∙ (−𝑠𝑖𝑛𝛾) 𝑡𝑥
𝑠 ∙ 𝑠𝑖𝑛𝛾 𝑠 ∙ 𝑐𝑜𝑠𝛾 𝑡𝑦
0 0 1

] [
𝑥
𝑦
1
] (0.4) 

where the transformation matrix has four unknown parameters. Besides 𝑡𝑥 and 𝑡𝑦, s represents the 

scale changes, and 𝛾  is the rotation angle of camera. Two matching points are required to 

determine the matrix. 

For a real UAV video, the transformation model selection is based on the quality of the video. 

Table 0-3 lists the three most possible image transformation models could be used in the image 

registration. Considering the field test environment and the stability of UAV’s video, the scale- 

rotation matrix has been implemented in our simulation in the following part of this paper.  

Table 0-3 Transformation models in the image registration 

Transformatio
n Model 

Minimum 
matching points 

Requirements 

Homography 4 
The observed road in a plane or the height of the 
observed object is relatively small compare with 

UAV’s altitude. 

Affine 3 
The camera rotation along the road lateral direction 

is small 

Scale-rotation 2 
The camera could always vertically face to the 

ground 

Matching point selection 

Normally, the altitude of the UAV is more than 100 meters, and the region of road is only a 

small part of the whole view scope of UAV’s camera. Therefore, the scene covers a large amount 

of unnecessary information, which might cause errors in the process of image registration [49]. On 

the other hand, repeated patterns are also a severe problem, which could lead to the failure of 

algorithm. The road area of a freeway severely suffers from this problem, because there are several 

similar road elements, such as landmarks and lights. For these reasons, traditional image 

registration methods, such as SIFT-based matching [134] and Kanade–Lucas–Tomasi (KLT) 

based matching [135] will have many difficulties in parameter determination [49].  

To improve the accuracy and robustness of image registration for the UAV’s video, two 

methods are proposed in the matching point selection. First, the road features are selected to 
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calculate the camera motion. To reduce the error caused by the repeated pattern, the elements of 

road could be used as matching points, including road width, road direction angle 𝜃 and lane mark. 

However, the relatively high objects on the road, such as signal boards, are not recommended as 

matching points, because the height of signal board is usually higher than 10 meters, which not 

accurately satisfy the plane assumption of homography transformation that all objects in the image 

should be in the same plane. For example, the two signal boards in Fig. 0-6(b), which have been 

marked in green boxes, are not proper matching points. 

 

  

(a) (b) 

Fig. 0-6 Traffic flow in UVA’s frame: (a) the original UVA’s frame and (b) the BW figure by 
setting the threshold of V=0.35 

 

Furthermore, the color form of the video is recommended to transform into HSV, which 

represents hue, saturation and value. Compared with other color forms, HSV is easy to capture the 

road features, because the road materials are usually selected to absorb light and avoid reflecting 

and lane marks are selected to reflect light clearly. The road area shows much lower value of V 

than others. As a result, by setting a suitable threshold for V, the road information can be easily 

captured. Fig. 0-6(a) illustrates an example of image registration; whereas Fig.6(b) shows the result 

of setting the threshold of V as 0.35, which is set according to the illumination and the camera 

parameters. 

Image feature extraction 

After the image registration, the next step is to extract the image features, including, edge, 

optical flow and local feature point. The image features will be used in the modules of vehicle 

detection and vehicle tracking. In this section, the concepts of the three image features are briefly 
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introduced. Considering the characteristics of traffic flow to be investigated, some specific 

modifications are made in the process of image feature extraction. 

Edge  

Edge detection has been carried out by a set of mathematical methods, which aim at 

identifying points in a digital image at which the image brightness changes sharply or, more 

formally, exhibits discontinuities. The points at which image brightness changes sharply are 

typically organized into a set of curved line segments termed edges [136]. In this method, the 

operator of Prewitt edge detection [130] is applied. Mathematically, the Prewitt operator uses two 

3×3 kernels that are convolved with the original image to calculate approximations of the 

derivatives - one for horizontal changes, and the other for vertical, which could be expressed by 

Eq. (0.5) [130]. 

𝐺𝑥 = [
−1 0 1
−1 0 1
−1 0 1

] ∗ 𝐴 𝑎𝑛𝑑 𝐺𝑦 = [
−1 −1 −1
0 0 0
1 1 1

] ∗ 𝐴 (0.5) 

where * here denotes the 2-dimensional convolution operation; A is an a grayscale digital image, 

which is converted from the original UAV’s video; and 𝐺𝑥 and 𝐺𝑦 are two images which at each 

point contain the horizontal and vertical derivative approximations. 

In this method, we only analyze the direction vertically to the longitudinal direction of the 

road. Therefore, the edge required in the method can be calculated by 

𝐺𝑙𝑎𝑡 = 𝐺𝑥𝑠𝑖𝑛𝜃 + 𝐺𝑦𝑐𝑜𝑠𝜃 (0.6) 

where 𝜃 is the angle from x-coordinate to the road longitudinal direction, the value is obtained in 

the process of image registration in Section 4.3.1.  

Then based on each pixel’s 𝐺𝑙𝑎𝑡(𝑖, 𝑗), it is possible to generate the edge binary image with a 

proper threshold 𝛿, where i and j are the pixel indexes at x-axis and y-axis separately. The value 

of 𝛿 is affected by experimental environments and operational parameters of UAV’s camera. Each 

pixel’s value in the binary image can be calculated by Eq.(0.7) and a frame of the resulted edge is 

shown in the Fig. 0-7.  
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𝐹𝑒𝑑𝑔𝑒(𝑖, 𝑗) = {
1 𝐺𝑙𝑎𝑡(𝑖, 𝑗) ≥ 𝛿

0 𝐺𝑙𝑎𝑡(𝑖, 𝑗) < 𝛿
 (0.7) 

 

Fig. 0-7 Edge feature in the lateral direction of the road 

 

Although Fig. 0-7 only shows the vehicles’ lateral boundary and the vehicle shape is not very 

clear, the vehicle shape could be easily recognized together with the optical flow result. The 

Optical flow will be introduced in the following section. 

Optical flow 

Optical flow is the pattern of apparent motion of objects, surfaces, and edges in a visual scene 

caused by the relative motion between an observer (an eye or a camera) and the scene[137]. For a 

2D with time dimension case a voxel at location (𝑥, 𝑦, 𝑡) with intensity 𝐼(𝑥, 𝑦, 𝑡) will move by ∆𝑥, 

∆𝑦 and ∆𝑡 between the two consecutive image frames, and the following brightness constancy 

constraint. Assuming the movement is small, the image constraint at 𝐼(𝑥, 𝑦, 𝑡) with Taylor series 

can be expressed by Eq.(0.8) [137]. 

𝐼(𝑥 + ∆𝑥, 𝑦 + ∆𝑦, 𝑡 + ∆𝑡) = 𝐼(𝑥, 𝑦, 𝑡) +
𝜕𝐼

𝜕𝑥
∆𝑥 +

𝜕𝐼

𝜕𝑦
∆𝑦 +

𝜕𝐼

𝜕𝑡
∆𝑡 + Ο(∆𝑥2, ∆𝑦2, ∆𝑡2) (0.8) 

Eq.(0.8) can be rewritten into 

𝜕𝐼

𝜕𝑥
𝑉𝑥 +

𝜕𝐼

𝜕𝑦
𝑉𝑦 +

𝜕𝐼

𝜕𝑡
= 0 (0.9) 

where 𝑉𝑥, 𝑉𝑦 are the x and y components of the velocity.  

Eq.(0.9) is known as the optical flow equation [135]. Because there are two unknown variables 

𝑉𝑥 and 𝑉𝑦, an additional equation is required, given by some other constraints. Different optical 

flow methods introduce different extra conditions for that. 
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The Lucas-Kanade operator [135] is applied in this method. It assumes that the flow is 

essentially constant in a local neighborhood of the pixel under consideration, and solves the basic 

optical flow equations for all the pixels in that neighborhood, by using the least squares criterion. 

The optical flow equation for pixel p can be assumed to hold for all pixels within a region Ω 

centered at p. Namely, the local image flow vector (𝑉𝑥, 𝑉𝑦) could be obtained by calculating the 

minimum value of the following weighted item [135]. 

∑ 𝑊2(𝑥)(𝐼𝑥𝑉𝑥 + 𝐼𝑦𝑉𝑦 + 𝐼𝑡)
2

𝑥,𝑦∈Ω

 (0.10) 

where W is an 𝑛 × 𝑛  diagonal matrix containing the weights 𝑊𝑖𝑖 = 𝜔𝑖  to be assigned to the 

equation of pixel 𝑞𝑖. Usually more weight to the pixels that are closer to the central pixel p. The 

Lucas–Kanade method obtains a compromise solution by the least squares criterion [135]: 

𝐴𝑇𝑊2𝐴𝑉 = 𝐴𝑇𝑊2𝑏 (0.11) 

where 𝐴 = (Δ𝐼(𝑞1),… , Δ𝐼(𝑞𝑛))
𝑇 , 𝑊 = 𝑑𝑖𝑎𝑔(W(𝑞1),… ,W(𝑞𝑛)) , 𝑏 = −(

∂𝐼(𝑞1)

𝜕𝑡
, … ,

∂𝐼(𝑞𝑛)

𝜕𝑡
)𝑇  and 

V is obtained as Eq.(0.12) [135]: 

𝑉 = (𝐴𝑇𝑊2𝐴)−1𝐴𝑇𝑊2𝑏 

[
𝑉𝑥
𝑉𝑦
] = [

∑ 𝐼𝑥(𝑞𝑖)
2

𝑖
∑ 𝐼𝑥(𝑞𝑖)𝐼𝑦(𝑞𝑖)

𝑖

∑ 𝐼𝑦(𝑞𝑖)𝐼𝑥(𝑞𝑖)
𝑖

∑ 𝐼𝑦(𝑞𝑖)
2

𝑖

]

−1

[

−∑ 𝐼𝑥(𝑞𝑖)𝐼𝑡(𝑞𝑖)
𝑖

−∑ 𝐼𝑦(𝑞𝑖)𝐼𝑡(𝑞𝑖)
𝑖

] 
(0.12) 

Each vehicle’s speed includes two directions: longitudinal and lateral. The latter is equal to 

zero unless the driver wants to make a lane change. In that case, the lateral speed should be still 

very small comparing with the longitudinal speed. In the UAV’s video, most movements in the 

lateral direction belong to the camera motion. To minimize the errors, only the vehicle’s velocity 

along the road longitudinal direction is considered, and which can be expressed by 

𝑉𝑙𝑜𝑛 = 𝑉𝑥𝑐𝑜𝑠𝜃 + 𝑉𝑦𝑠𝑖𝑛𝜃 (0.13) 

Although it is possible to obtain each pixel’s velocity in Eq.(0.13), because of the instability 

of the optical flow at pixel level it is hard to directly obtain each vehicle’s speed accurately from 
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the result of optical flow [138]. Therefore, in this method, the optical flow is used to detect the 

shape of each vehicle, and the value of 𝑉𝑙𝑜𝑛 will transfer into binary value according to a proper 

threshold in Eq.(0.14). Fig. 0-8 is the final binary figure for one frame. 

𝐹𝑂𝐹(𝑖, 𝑗) = {
1 𝑉𝑙𝑜𝑛(𝑖, 𝑗) ≥ 𝜏 𝑎𝑛𝑑 𝑉𝑙𝑜𝑛 ≤ 𝜎

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (0.14) 

where 𝜏 and 𝜎 are the maximum and minimum rational speeds, which relate to the UAV’s altitude 

and the stability after the image registration. Higher altitude leads to smaller 𝜏 and 𝜎, while the 

lower stability requires bigger 𝜎 to eliminate the camera motion. 

 

(a) 

 

(b) 

Fig. 0-8 Optical flow in the longitudinal direction of the road. (a) The original grayscale 
frame; (b) The optical flow result. 

Local feature point 

Scale-invariant feature transform (SIFT) is an algorithm in computer vision to detect and 

describe local features in images. The algorithm was published by David Lowe in 1999 [139]. 

SIFT has been widely used in many applications, including object recognition, image stitching, 

3D modeling, gesture recognition, video tracking, individual identification of wildlife and match 

moving [32]. SIFT is selected as the feature detector and matching method in the present system 

due to its advantages over other methods. The local feature points are invariant to image scaling, 

translation, and rotation, and partially invariant to illumination changes and affine or 3D projection 

[140]. The stability of local feature could compensate the negative effects caused by the movement 

and vibration of the UAV’s camera in the air. Furthermore, because each vehicle in the video will 

change its position as proceeding forward, from the perspective of the camera the angle of a vehicle 

changes accordingly. This situation is illustrated in Fig. 0-9, in which the image of a vehicle has a 
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transparent change as it proceeds. The obvious angle change of a vehicle in the video is challenging 

to the vehicle tracking accuracy. However, SIFT local feature points are immune to image rotation 

and remain invariant in this situation. Also, the UAV’s camera setting could slightly change during 

recording video, such as brightness and white balance. As SIFT doesn’t rely on the absolute values 

of brightness and colors, it can handle these differences in the process of matching.  

 

Fig. 0-9 Different relevant angles between vehicle and UAV 

 

In conclusion, three image features are used in the method, which includes edge, optical flow 

and local feature point. The input, required orientation, calculation range and applications of each 

feature are summarized in Table 0-4. 

 

Table 0-4 The summary of three types of image features 

Features Input Orientation Range Application 

Edge One frame 
Vertical to the 

road longitudinal 
direction 

On the vehicle 
shape detection 

region 

Vehicle shape 
detection 

Optical flow 
Consecutive 
frames 

Parallel to the road 
longitudinal 
direction 

All the road region 

Vehicle shape 
detection and 

vehicle 
tracking 

Local feature 
point 

Consecutive 
frames 

No direction 
Inside detected 
shape of each 

vehicle 

Vehicle 
tracking 
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Vehicle shape detection 

In this module, the method detects the boundary of vehicle appeared in vehicle shape detection 

region. And to solve the potential problems in vehicle shape detection, both features of optical 

flow and edge are used.    

Vehicle shape detection region 

Considering the vehicle is a rigid body, each vehicle’s shape will not change in the following 

processors after determined. As a result, vehicle shape detection can be conducted in a region of 

interest, which is called as vehicle shape detection region in this method.  

There are two requirements for the vehicle shape detection. The first is that the length of the 

region should be longer than the longest vehicle during the experiment; whereas the second is that 

the vehicle shape detection region should be an area where vehicles prefer to stay in the center of 

the lane in the shape detection region when they do not intend to change lanes. In this method, the 

features of image edge are used to refine the result of vehicle shape. A region of a vehicle edge 

with less lane mark interrupted could increase the accuracy of vehicle shape detecting. As shown 

in Fig. 0-10, the left side part of red line is the vehicle shape detection region in this test, we choose 

the left (upstream) 300 pixels width as shape detection region. 

Vehicle shape detection with optical flow and edge 

From the image feature result of optical flow obtained in Section 3.2.2, it is possible to identify 

the rough vehicle shape information. However, the result of optical flow has some potential errors 

in the process of vehicle shape recognition. 

Firstly, the similar brightness inside a vehicle implies that the matrix A in Eq.(0.11) is singular, 

where A is defined as the difference of intensity around the subject point. When pixels intensity 

are similar insider a vehicle’s region, the matrix A will be close to zeros and singular. The velocity 

at this point, 𝑉 = (𝐴𝑇𝑊2𝐴)−1𝐴𝑇𝑊2𝑏 , is considered as zero [138]. Consequently, when the 

middle area of a long vehicle has few recognized features from the top view, the optical flow 

method could recognize the long vehicle as two separated parts. Thus it is possible that one vehicle 

will be recognized as two short vehicles. Another error is when two vehicles are close to each 

other, in which case the optical result can’t accurately identify the boundaries of the two close 

vehicles. For example, two cars move on two adjacent lanes with a similar speed, and the distance 
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between the two vehicles is short. Due to the vehicle shadow and the camera angle, the gap 

between two vehicles is invisible in the result of optical flow. This method will mistakenly 

recognize two cars as one. These two optical flow potential errors are shown in top in Fig. 0-11(b).  

 

 

Fig. 0-10 The result of vehicle shape detection 

 

In order to quantify the two potential errors in optical flow, the edge feature (Fig. 0-11(c)) is 

used as a supplement to the optical flow method. The pseudo code of the framework is listed in 

Table 0-5. The code from line 4 to 6 can solve the first potential error, and that from line 7 to 8 

can solve the second potential error. The result of vehicle shape detection is shown in Fig. 0-11(d). 

After one vehicle shape is confirmed, the system will move to the next step of vehicle tracking. 

 

  

(a) (b) 
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(c) (d) 

Fig. 0-11(a) The original figure; (b) the optical flow result; (c) the edge feature result; (d) 
the final detection result. 

 

Table 0-5 Framework of the Vehicle shape detection with optical flow and edge 

0 Input: optical flow feature in road longitudinal direction and edge feature in road lateral 
direction 

1 For i = first frame to last image 

2    Recognize vehicle shape set {Bj} based on result of optical flow in each frame  

3    For j = all vehicle shape Bj  

4       For k= all vehicle shape Bk close to Bj, where Bk ∈  {Bj} 

5          If Bj and Bk share two continuous edge lines 

6             Link the areas of Bj and Bk as one vehicle. 

7       If the width of Bj is bigger than the threshold λ (in the calculation λ = 4m) 

8          Separate Bj according to the result of edge, and recalculate the vehicle shapes 

9 Output: the confirmed vehicle shape with a unique ID 

Vehicle tracking 

To improve the accuracy and decrease the error rate, both features of local feature point and 

optical flow are used in the vehicle tracking module. Occlusion is also considered in this method. 

The workflow of vehicle tracking is illustrated in Fig. 0-12. The local feature points are matched 

in two consecutive frames in each vehicle shape, and the matched points are selected in vehicle 

tracking. There are some traffic signs or bridge that may block a vehicle’s shape. To avoid these 

occlusion’s negative effects, this method will check each matched local feature point, and identify 

the occlusion point. Then the recognized occlusion local feature point will be stored into a database, 

which will be helpful to recognize the occlusion point in the following steps. Because the matched 
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local feature points are not reliable in the process of vehicle tracking, as a backup method, optical 

flow could also help to track vehicle. The verification of each vehicle’s tracking result will be 

demonstrated. 

Update speed with matched local feature points 

In the step of vehicle tracking, we use the matched local feature points to detect the movement 

of the vehicle in consecutive frames. As shown in Fig. 0-13(a), the blue local feature points belong 

to the frame at time n, and the red local feature points belong to the frame at time 𝑛 + ∆𝑡, where 

∆𝑡 is the time between two consecutive frames. The matched local feature pair is considered as the 

same point on the vehicle. As a result, the distance between the matched local feature pairs is 

considered as the distance of vehicle movement during ∆𝑡. In Fig. 0-13(b), two consecutive frames 

are shown in cyan-red figure.  
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Fig. 0-12 Workflow of vehicle tracking 

 

 

(a) (b) 

Fig. 0-13 (a) The demonstration of vehicle tracking based on matched local feature points. 
(b) one example to track vehicle with matched local feature points. 

Occlusion with traffic signs 

In some situations, part of the vehicle will be occluded by the traffic signs in the video. Then 

the matched local feature points on the vehicle will be clustered into two groups. One group 

remains moving in the original speed and the other group is static, because these matched local 

feature points are from the traffic signs. Several steps are taken to solve this problem. In the first 

place, these matched local feature points of the traffic signs are removed and the matched local 

feature points left are used to track the vehicle. If no matched local feature points are left, the 

vehicle’s previous speed would be used to track the vehicle. Then, the matched local feature points 

of the occlusion will be stored in the occlusion point database. If the same occlusion point appears 

in the following frames, the computer will easily recognize it and eliminate the negative influences 

of the occlusion point directly. 

 

Track vehicle through optical flow 

As is known, the SIFT method is a powerful tool in the research of feature point. However, in 

the process of finding the matched local feature points, there exist many restrictions and 

requirements [32,141]. If the resolution of the image is not enough or the altitude of UAV is too 

high, the pixels for each vehicle will be fairly limited. As a consequence, it will be difficult to 

identify matched local feature points in the region of detected vehicle shape. Thus, it is impossible 
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to track vehicle based on SIFT method. To deal with such problem, the optical flow will be 

included in vehicle tracking.  

As shown in Table 6, the vehicle optical flow results at time t+Δt are demonstrated as black 

block, the blue box is the vehicle position at time t, and the dashed box is the estimated vehicle 

position at time t+Δt. By the rule, each vehicle shape at time t is marked with 9 points (Table 0-6). 

There are 5 points on both longitudinal and lateral directions. In the longitudinal direction, if one 

optical flow block covers 3 of the 5 points, this block is considered as part of the car and this 

optical flow block could be used in tracking this vehicle. The same rule is applied in the lateral 

direction. If the vehicle speed is low or the video frequency is high, one optical flow block will be 

considered as part of the car only when it covers at least 4 of the 5 longitudinal points.  

Table 0-6 The rule of vehicle tracking based on optical flow 

Original situation Adjustment result 

  

  

This is a relatively conservative rule to avoid the failures in the vehicle tracking process. 

However, because only the optical flow block occupied 3 of the 5 points could be used in vehicle 

tracking, the vehicle trajectory result is not very smooth compare with compare with updating 

speed with local feature points. Considering optical flow is only a backup method in vehicle 

tracking process and to avoid tracking failure, this rule is reasonable. 

Vehicle speed validation 

In order to test whether the tracking results are reasonable, each vehicle movement is required 

to satisfy certain basic criteria. If the acceleration value of a vehicle is larger than the threshold, 

the vehicle tracking result is considered as a failure. In this situation, previous step’s speed will be 

used. The vehicle movement limitations used are based on the parameters of the Gipps car 
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following model. The maximum acceleration is 6 𝑚/𝑠2  and the maximum deceleration is 

−7 𝑚/𝑠2  [142].  

Results and discussions 

To demonstrate the present vehicle detecting and tracking system, field tests were conducted 

and the modeling results are compared with the actual observations. The location of the field tests 

was selected as the north part of the 5th Ring Road in Beijing, China. The testing road has two 

direction traffic flows, which is an arterial road and the traffic flow is large. The side stretching 

from west to east has four lanes with an additional merging lane and a shoulder lane. The other 

side of the road has four lanes with a shoulder lane. This road section includes complex traffic 

marks on the lane, such as the number of speed limit and direction sign. Nearby the merging lane, 

there is a traffic signal board. The image of the experiment road is shown in Fig. 0-14. 

  

Fig. 0-14 The location of the field test (altitude is 150m) 

From 2014 Dec to 2015 May, the road was monitored by 66 times and the total videos length 

is over 850 minutes. Limited by the battery capacity, each test was about 13 minutes. Excepting 

the time of taking off, landing and adjustment, the length of each valuable video on vehicle 

detecting and tracking is about 10 minutes. Considering the conditions of traffic flow, weather and 

sunshine, the tests were chosen at the morning time from 6:30 a.m. - 7:20 a.m. 

Considering its convenience and portability, a MacBook Pro laptop was selected in the tests. 

The processor is 2.7 GHz Intel Core i7, memory is 16 GB 1600 MHz DDR3, Graphics is Intel HD 
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graphics 4000 1536MB. The method is programed in MATLAB. The basic image feature 

extraction methods used in the program are listed in the following Table 0-7. 

Table 0-7 The main image feature extraction method applied in the code 

Image feature Method Code 

Edge Prewitt edge 
detection 

MATLAB 

Optical flow Lucas-Kanade 
operator 

MATLAB 

Local feature point SIFT VLFeat [143] 

 

The running time depends on the traffic situation of the observed road section and the frame 

frequency of the video. Considering the road section length is 228 meters (UAV’s altitude is 120m), 

about 25 vehicles on each frame (only consider on direction traffic flow); and video frame 

frequency is 30 Hz, and the resolution is 1920×1080. In such conditions, a 10 min UAV video 

requires 142 minutes of the image process, which equals to 0.47 second/ frame. 

Vehicle detection results 

For the evaluation of the vehicle detection and tracking algorithms, the values for correctness, 

completeness and quality are calculated for different scenes from several campaigns. They are 

defined in Eq.(0.15-(0.17) from the Reference [39], with true positives being the number of 

vehicles detected, false positives the number of non-vehicle detections and false negatives the 

number of vehicles missed.  

𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠 =
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 (0.15) 

𝐶𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑛𝑒𝑠𝑠 =
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑒𝑡𝑖𝑣𝑒𝑠
 (0.16) 

𝑄𝑢𝑎𝑙𝑖𝑡𝑦 =
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑒𝑡𝑖𝑣𝑒𝑠 + 𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 (0.17) 

The vehicle detection results are listed in Table 8 and are validated manually. It is worthy to 

note that through the camera horizontal degree of field of view is 94.4 degree (Table 0-2), however, 

after the correcting the image deformation, the observed road section length will be reduced. From 
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the Table 0-8, the results of correctness are all 100% at different altitude, which means every 

vehicle recognized is correct. Because each detected vehicle needs to be verified by optical flow 

and lateral edge. In transportation research, the correctness is more important than completeness 

in vehicle shape detection, because one false positive failure (consider a non-vehicle as a vehicle) 

will directly cause the failure of vehicle tracking in the following steps, since vehicle tracking is 

depending on the vehicle detecting result. Furthermore, this false positive detected “vehicle” (this 

isn’t a vehicle in the video) is like a “ghost” vehicle, and will generate unpredictable errors, which 

could cause difficulties in the traffic flow analysis. 

There are two main reasons that may cause false negative failures. On one hand, when vehicle 

is crossing the lane mark in the vehicle shape detection region, the lane mark will have negative 

effects in vehicle detecting. Especially in vehicle lateral edge figure, the computer cannot tell the 

vehicle shape with lane mark edge. On the other hand, if a vehicle shape is very different from the 

typical vehicle, it will cause false negative failure. For this reason, a predefined vehicle width 

threshold is set in the vehicle shape detecting. If vehicle is over that limitation, the vehicle will not 

be recognized. For example, in the 120 m-altitude video, the vehicle recognized width limitation 

is 30 pixels to 45 pixels.  

Table 0-8 Vehicle detection results 

UAV altitude (m)/ 

Road section length(m) 

100/ 

190 

120/ 

228 

150/ 

285 

Vehicle average speed (m/s) 12.4 11.2 12.0 

True positives 1999 1877 1520 

False positives 0 0 0 

False Negatives 2 3 61 

Correctness 100% 100% 100% 

Completeness 99.9% 99.8% 96.1 % 

Quality 99.9% 99.8% 96.1% 

 

Overall, vehicle detecting could provide acceptable accuracy when the UAV's altitude within 

the range of 100 m-120 m. But when the UAV’s altitude increases to 150 m, the accuracy decreases 

to 96.1%. Because each vehicle’s occupied pixels in video is reduced (in 150m-altitude video, 

each vehicle occupies only about 150 pixels), correspondingly the optical flow and lateral edge are 
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not accurate enough for vehicle detection. Theoretically, a higher resolution camera could increase 

the accuracy of detection results in higher altitude.  

Vehicle tracking results 

Because this method separate the vehicle detection and tracking into two different processes, 

the vehicle tracking results will be demonstrated individually. However, there’s no exact method 

or standard to evaluate the result of vehicle tracking. Indirectly, the concept of “lost 

vehicle”[79,81,144] is introduced in macroscopic traffic simulation, which is defined as a vehicle 

moving out of the lane, or superimposed on another one, or staying in a position for an irrationally 

long time. The number of “lost vehicles” can be an indicator to evaluate the vehicle tracking 

algorithms. The results of vehicle tracking at different altitudes are listed in Table 0-9. Vehicle 

tracking accuracy will decrease when the UAV altitude increase. But the presented method could 

still generally keep a higher accuracy in tracking each vehicle from 100 m – 150 m altitude.  

Table 0-9 Vehicle tracking results 

UAV altitude (m)/ 

Road section length (m) 

100/ 

190 

120/ 

228 

150/ 

285 

Number of vehicles  1999 1877 1520 

Number of “lost vehicle” 0 11 32 

Error  0% 0.6% 2.1% 

 

For each vehicle tracking result, both vehicle longitudinal and lateral positions are recorded 

in an equal time interval sequence. Fig. 0-15 is a typical vehicle tracking results. This vehicle 

moves from the second lane to the third lane and takes about 20 seconds through the research 

region (200 m). It is clear that during the lane change the vehicle decreases speed for a proper gap 

to enter. The average speed at the second lane is about 14 m/s, and the average speed at destination 

lane (third lane) is about 12 m/s. However, when gathering vehicle positions, whatever the 

technique used, the observed points happen to be dispersed in the neighborhoods of the actual 

points and the path drawn on the observed positions inevitably fluctuates around the true path 

followed by the vehicle [145]. Therefore there are two types of limitations of the raw experiment 

results. Firstly, the vehicle’s trajectory position and speed vibrate greatly, and two consecutive 

frames have great differences (Fig. 0-15). Secondly, the measurement error is more obvious in the 
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vehicle lateral direction. Comparing vehicle’s longitudinal speed, the vehicle’s lateral speed is 

relatively very small. As shown in Fig. 0-15 (b), the maximum lateral speed is only 10% of the 

maximum longitudinal speed, which means that the same measurement error will occupy higher 

percentage in vehicle lateral speed. On the other hand, vehicle lateral position is hard to predict. A 

driver may change lateral speed and direction at any time, which means that it is hard to set a 

limitation to eliminate unreasonable lateral movement.  

In general, the raw vehicle trajectory data could describe vehicle’s main behavior, such as 

speed change, lane change, etc. However the raw trajectory data still has some limitations and 

disadvantages for microscopic transportation research with higher accuracy requirements. A 

proper assessment and optimize method for raw vehicle trajectory data is thus highly demanded in 

the transportation analysis. 

  

(a) (b) 
 

 

Fig. 0-15 A typical vehicle trajectory data; (a) vehicle position trajectory data;(b) vehicle 
speed trajectory data 

Conclusions and discussions 

A UAV-based vehicle detecting and tracking system has been presented with many 

advantages in both traffic monitoring system and driver behavior research. The method extracts 

vehicle trajectory data from the UAV’s video at different altitudes with different view scopes. 

Three significant features of the method have been demonstrated:  

 Three image features, including edge, optical flow and local feature point, work jointly in this 

method to detect and track vehicles in a UAV’s video. Compared with traditional single image 

feature methods, the presented method considerably improve the recognition accuracy and the 

system robustness.  
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 This method is specifically designed for vehicle detection and tracking. Based on the analysis 

of road, traffic flow and driver behavior characteristics, some adjustments, such as 

transforming image’s color form into HSV to obtain road features, extracting longitudinal 

direction feature of Optical flow for vehicle detection, vehicle shape detection region and 

checking vehicle speed based on the Gipps acceleration model have been introduced in the 

model to further improve efficiency and accuracy.  

 The vehicle detection and tracking results based on the present method showed that 

considerable improvement of the detecting accuracy has been reached. Three road section 

lengths 190 m, 228 m and 285 m, were studied, all the test results are very reliable, and the 

vehicle detection error is lower than 3.9% and vehicle tracking error is lower than 2.1%.” 

The presented method provides a convenient and reliable way to acquire each vehicle’s 

information. The trajectory data could be used in most transportation research and traffic data 

analysis. The research demonstrates a high potential of this system to be used in actual traffic 

monitoring in dense metropolitan areas or emergency mitigation cases. Nevertheless, as a novel 

equipment emerging in traffic monitoring system, there still exist certain limitations of applying 

UAV in vehicle detecting and tracking: 

 UAV’s behavior is sensitive to the testing environment. Based on the field experiences, the 

video vibration increases as the wind velocity increases. As a consequence, it might cause the 

image registration failure[49]. Additionally, the UAV might not properly work in bad weather 

conditions, such as foggy or snowy conditions.  

 The UAV’s continuous working time is limited by its battery capacity. As a traffic-monitoring 

device, the short continuous working time is not able to provide enough consecutive data for a 

long-term monitoring of a load section. The UAV used in this test is only 15 minutes. To the 

authors’ knowledge, UAV as a traffic-monitoring device is still in research level, but has not 

been widely used in city road today. 

 The shadow will have negative effects on vehicle tracking and detecting accuracy. Intensive 

research is required to effectively address this issue in the computer vision[146].  

 In macroscopic transportation analysis, a longer road section is required [147]. However it is 
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hard to extend the observation scope by increasing a UAV’s altitude while keeping enough 

resolutions for each vehicle. Multiple UAVs are eventually needed. 

 With the advance of technology, the UAV’s stability and endurance might be improved 

considerably in the near future, thus the effect of weather conditions and battery capacity 

limitations can be overcome. To address the shadow problem, the infrared waveband camera 

might be an alternative way, where each vehicle can be detected and tracked by extracting its 

engine’s heat. In order to extend the observation scope, a multiple-UAV system could be 

applied.  
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An open mechanics-based acceleration model 

Traffic simulation and prediction are the key components in optimizing traveling routing and 

matching in the OMITS. In order to accurately simulate and predict the traffic, one needs to 

understand each individual vehicle’s behaviors at the microscopic level, since traffic phenomena 

are the accumulation of relevant vehicle’s behaviors. In the following, two central components of 

vehicle’s behaviors, acceleration and lane change execution, will be introduced in Chapter 4 and 

Chapter 5, respectively. In this Chapter, an open mechanics-based acceleration model is 

developed to consider longitudinal motion of vehicles on a road for microscopic traffic simulation. 

Five general factors, say (1) subject vehicle’s speed, (2) acceleration sensitivity, (3) safety 

consideration, (4) relative speed sensitivity, and (5) gap reducing desire, are identified to simulate 

driver behavior on the roadway. By introducing feeling gap, multilane acceleration behavior is 

included in the presented model.  These factors describe a driver’s preferences and interactions 

between vehicles, and each of them may function as a trigger to change vehicle’s speed. Inspired 

by the similarity of vehicle interactions and particle interactions, a mechanical system with force 

elements is introduced to quantify the vehicle acceleration. Based on Newton’s second law of 

motion, the subject vehicle’s longitudinal behavior can be simulated by the present open 

mechanics-based acceleration model. This chapter is reproduced from the paper co-authored with 

Fangliang Chen and Huiming Yin [148]. 

Introduction 

A vehicle acceleration model describes the longitudinal behavior of vehicles on the road [50]. 

It is an essential component in the microscopic traffic simulation and plays an important role in 

transportation science and engineering, including safety studies and capacity analysis [21,22,51–

54]. Over the past decades, as a fundamental research topic in transportation, a large number of 



 

An open mechanics-based acceleration model 

65 

 

vehicle acceleration models have been developed to describe vehicle longitudinal behaviors in 

different traffic conditions. Some of them have already been applied in commercial software for 

microscopic traffic simulations, which have been serving as basic tools in design of advanced 

vehicle control, safety systems and intelligent transportation systems [149].  

The optimal velocity (OV) model, introduced by Bando et al. [150] has received considerable 

attention in the acceleration behavior researches. OV model assumes that each vehicle has an 

optimal velocity, and that a driver seeks to minimize the difference between the desired measures 

and the actual states[50]. The OV model can describe many characteristics of real traffic flow such 

as the stop-and-go traffic and the evolution of traffic congestion[151]. In order to overcome the 

shortage of OV model that may lead to impractical high acceleration and unrealistic deceleration , 

Helbing and Tilch [152] developed a generalized force (GF) model  by considering negative 

velocity difference on the basis of OV model. Both OV and GF models cannot explain the instance 

that if the leading car is much faster, then the car will not brake, even if its headway is smaller than 

the safe distance pointed out by Treiber et al.[63], so Jiang et al. [153] put forward full velocity 

difference (FVD) model by considering both negative and positive velocity difference, which can 

give a better description of starting process than OV and GF models [154] . 

These classical models are very charming for their simplicity, because they can simulate most 

macroscopic level traffic phenomena. However, it is well known that the each driver’s acceleration 

behavior on the way is different and complex, which may be affected by various factors. An ideal 

acceleration model is expected to be able to reflect a driver’s behavior at different situations, such 

as different traffic situations, driver characteristics (ages, genders, health states, temper and 

perception) and even specific behaviors during driving, like distraction, fatigue, talking in phone. 

Although a large number of acceleration models have been developed over the past few decades, 

two obvious limitations are often exhibited in the current models. Firstly, many of them were 

developed in a rigid form by only considering certain factors, such as the Gazis-Herman-Rothery 

(GHR) model [55,56] and the Gipps model [53], while other relevant or emerging factors is not 

able to be accounted for or integrated. As a result, driver’s psychological behaviors driver behavior 

[65–73,75] are usually ignored. 

Furthermore, most acceleration theories are developed to model the motion of vehicles 

following each other on a single lane without any overtaking. It is based on the assumption each 
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driver reacts in some specific fashion to a stimulus from the vehicle ahead of him in the same lane 

[153]. However, real-world traffic usually contains multilane system and lane change phenomena. 

In multilane and lane-changing available traffic systems, as is well-known, it's not possible to 

control drivers' driving behavior and for the sake of better driving conditions drivers can hardly 

run on a fixed lane without lane-changing. Thus, to study real traffic, single-lane models should 

be extended to lane-changeable multilane models. Most of the researches are based on cellular 

automaton model [155–157] and energy method [154], but they are not adaptable to lane change 

process very well [10,54,76]. As a result, most lane change models have to introduce specific 

parameters and formulas to describe vehicle’s longitudinal behaviors in the lane change process 

[77,78].  

To overcome those limitations in the existing acceleration models, a vehicle acceleration 

model based on a mechanical system is developed. The remainder of this chapter is organized as 

follows: Section 4.2 will introduce the proposed open mechanics-based acceleration model, 

including five main factors, feeling gap in multilane acceleration, governing equation and relative 

parameter studies. Section 4.3 will present the information of field experiment and parameter 

selection. Based on the present acceleration model, a microscopic simulation program will be 

developed with MATLAB in Section 4.4. Finally the conclusions will be presented in Section 4.5. 

Open mechanics-based acceleration model  

The structure of the present acceleration model is shown in Fig.0-1. The traffic conditions are 

the inputs of the model, which includes the leading and subject vehicles’ states, their relative speed 

and distance, and local traffic rules, etc. The traffic conditions can be described by five general 

factors, say subject vehicle’s speed and acceleration sensitivity, safety consideration, relative 

speed sensitivity, and gap reducing desire, which will change the driver behavior on the road. Each 

of them are treated as force elements and synthesized in to a mechanical system. Based on 

Newton’s second law of motion, the subject vehicle’s governing equation of longitudinal motion 

can be simulated by this open mechanics-based acceleration model. By introducing the feeling gap, 

the factor of multilane acceleration behavior is also included in the presented model. 
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Fig.0-1 Structure of the present acceleration model 

Vehicle acceleration factors  

There exist many factors, which might affect a driver’s longitudinal behaviors[158–160]. It 

is very challenging to integrate all of them into a single model. Based on the existing acceleration 

models, five factors are taken into account, including subject vehicle’ speed and acceleration 

sensitivity, safety consideration, relative speed sensitivity, and gap reducing desire. These factors 

describe the driver’s preferences and interactions between vehicles, and each of them may function 

as a trigger to change the vehicle’s speed. To describe the traffic states, the traffic condition at time 

t is the input of the model, and can be expressed as [𝑥𝑥
𝑡 , 𝑣𝑠

𝑡 , 𝑎𝑠
𝑡, 𝑥𝑙

𝑡, 𝑣𝑙
𝑡, 𝑎𝑙

𝑡], representing subject 

vehicle position, speed and acceleration, and leading vehicle position, speed and acceleration at 

time t, respectively. In the following, we will model each of the five factors with a force element. 

Subject vehicle’s speed 

Normally, a driver has a target speed 𝑣𝑜  on a road. The value of 𝑣𝑜  represents a driver’s 

personal preferences of the speed, and it is affected by many factors, such as road speed limitation, 

vehicle condition and driver’s time schedule [53,160]. If the current speed 𝑣𝑠
𝑡 is lower than 𝑣𝑜, the 

driver may prefer to increase speed; while if current speed is higher than 𝑣𝑜, the driver may tend 

to decrease speed correspondingly. This concept of subject vehicle’s speed has been introduced in 

the desired measures models [50,55,61,161]. The subject vehicle’s speed impact in this model is 

expressed in Eq.(0.1). 

 𝐹1 = −𝛼′ (𝑣𝑠
𝑡 − 𝑣𝑜) (0.1) 
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where 𝑣0 is the subject driver’s target speed. 𝛼′ is a parameter reflecting a driver’s desire to reach 

the target speed. A larger 𝛼′ means that this driver has a strong and strict requirement of speed, 

while a smaller 𝛼′ means that this driver does not really mind the vehicle speed. The force in Eq. 

(0.1) can be simulated by a dashpot with a reference speed at 𝑣𝑜 and damping coefficient 𝛼′, which 

is illustrated in Fig. 0-3 later. 

Acceleration sensitivity 

Usually, a cautious driver prefers to a smooth driving speed and tries to avoid a sudden 

acceleration or deceleration. Such driver’s preferences could be defined as the acceleration 

sensitive factors. The concept of acceleration sensitivity has been presented in some speed 

difference models[82,162]. It is noteworthy that some literatures has proved that the acceleration 

and deceleration are not completely symmetric for a driver [163,164]. The asymmetric feature will 

be caused by the safety consideration factor in this model. In this model the acceleration sensitivity 

impact can be expressed in Eq.(0.2). 

 𝐹2 = −𝛽′𝑎𝑠
𝑡 (0.2) 

where 𝛽′ is the parameter for a driver reflecting the attitude with vehicle speed. A larger 𝛽′ 

indicates that this driver has a strong motivation to drive smoothly; a smaller 𝛽′ means that this 

driver is used to the speed change. The force in Eq.(0.2) can be simulated by a mass 𝛽′ moving at 

an acceleration −𝑎𝑠
𝑡, which is also illustrated in Fig. 0-3 later.  

Safety consideration 

When the gap to the leading vehicle is small, a driver will try to increase the gap with the 

leading vehicle for a safety consideration. Such impact has been demonstrated in many existing 

acceleration models. For example, in the collision avoidance models, the safety factor was 

considered by introducing a buffering distance to avoid crash at the most dangerous scenarios 

[50,53,161]. In the safety distance models, the safety factor was introduced as a minimum safety 

distance that a driver seeks to keep [50,59]. Actually, the concept of safety consideration is not 

simply stated as “the larger the gap, the safer the feeling of the driver”. In fact, a driver can obtain 

safety feeling from following a leading vehicle with a target gap, such as maintaining visual 

contacts with a leading vehicle can assist driver’s decision making [165], and leading vehicle can 



 

An open mechanics-based acceleration model 

69 

 

help the driver of the subject vehicle to control the vehicle at a stable speed [166,167]. As a result, 

a target distance will be introduced for the safety reasons, which means that the driver of subject 

vehicle seeks to minimize the difference between the target distance and the actual distance 

[62,168]. When the actual distance is smaller than the target distance, a compressive force will be 

induced to increase the distance, and vice versa.    

Based on the above observation, we can introduce the Lennard-Jones potential to describe the 

safety consideration factor. The Lennard-Jones potential is a model that approximates the 

interaction between a pair of neutral atoms or molecules [169], which is expressed in Eq. (0.3): 

 𝑉𝐿𝐽 = 4𝜉[(
𝜎

𝑟
)12 − (

𝜎

𝑟
)6] (0.3) 

where 𝑉𝐿𝐽 is the Lennard-Jones potential; 𝜉 is the depth of the potential well; σ is the finite distance 

at which the inter-particle potential is zero, r is the distance between the two particles. The 

Lennard--Jones force 𝐹𝐿𝐽 between two molecules is given Eq (0.4), which is the derivative of Eq. 

(0.3).  

 𝐹𝐿𝐽 = −24𝜉[2
𝜎12

𝑟13
−
𝜎6

𝑟7
]  (0.4) 

The shapes of the Lennard-Jones potential and force are shown in Fig. 0-2. 𝑟𝑚 = 2𝜎 is the 

distance that the potential reaches its minimum and the interaction force is 0 (Fig. 0-2(b)).  

  

Fig. 0-2 The Lennard-Jones potential and force. (a) Potential, (b) Force 

 

The Lennard-Jones potential and force were developed for three dimensional cases of 

molecule/atom interactions. When the distance is smaller than the target distance, rapidly 

(a
) 

(b
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increasing compressive force will be induced, which is much higher than the realistic situation of 

one-dimensional vehicle interactions on the roadway. As the first step for simulation, the potential 

of safety 𝑉𝑆𝐶 is assumed as Eq. (0.5).  

 𝑉𝑆𝐶 = 4𝜆𝛿′[(
𝜎

𝑥𝑙
𝑡 − 𝑥𝑠

𝑡)
2 − (

𝜎

𝑥𝑙
𝑡 − 𝑥𝑠

𝑡)
1] (0.5) 

where 𝛿′ is a parameter reflecting a driver’s safety considerations. A larger 𝛿′ means a driver is 

defensive, and would like to make more effort to maintain the gap with the leading vehicle. Here 

𝜆 is a cut-off parameter indicating a vehicle’s following state, which is defined as 

 𝜆 = {
1 𝑤ℎ𝑒𝑛  𝑔 ≤ 2𝑔0
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (0.6) 

where 𝑔0 is the length of the following gap in a uniform flow. Based on the Gipps model[53], the 

𝑔0 could be expressed in Eq.(0.7).  

where b is the most severe braking that the subject vehicle wishes to undertake; �̂� is an estimation 

of the severe braking that the leading vehicle wishes to undertake estimated by subject driver; and 

𝜏 is a reaction time for all drivers in the Gipps model. 

The following three factors, including the safety consideration, relative speed sensitivity, and gap 

reducing desire are affected by the gap between the subject vehicle and the leading vehicle. If the 

gap is too large, these three factors are negligible. In this model, the but-off of the gap is considered 

as 2𝑔0.  

By differentiating Eq. (0.5), the safety consideration force 𝐹3 can be mathematically expressed in 

Eq.(0.8) 

 𝐹3 = −4𝜆𝛿′[2
𝜎2

(𝑥𝑙
𝑡 − 𝑥𝑠

𝑡)3
−

𝜎

(𝑥𝑙
𝑡 − 𝑥𝑠

𝑡)2
] 

 

(0.8) 

 𝑔0 = (
𝑏 − �̂�

2𝑏�̂�
) (𝑣𝑠

𝑡)2 +
3

2
𝜏𝑣𝑠

𝑡 (0.7) 
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Similarly to 𝑟𝑚 in the Lennard-Jones force, 𝑔0 is defined as the gap that safety consideration force 

is zero in the acceleration model. Substituting the relationship into Eq. (0.8), one can identify 𝑟𝑚 =

2𝜎, so that 𝜎 = 𝑔0/2. Thus, the safety consideration force can be written as 

 𝐹3 = −2𝜆𝛿′[
𝑔0

2

(𝑥𝑙
𝑡 − 𝑥𝑠

𝑡)3
−

𝑔0
(𝑥𝑙

𝑡 − 𝑥𝑠
𝑡)2
] (0.9) 

The value of 𝑔0 is mathematically expressed in Eq.(0.7). 

Relative speed sensitivity 

Generally, drivers on the roadway may follow each other to maintain same speed as possible. 

When the leading vehicle increases speed, the subject vehicle prefers to follow up. This factor has 

also been introduced in the speed difference models[57,158]. Such factor can be mathematically 

expressed in Eq.(0.10) in this model.  

 𝐹4 = 𝜆휀′ (𝑣𝑙
𝑡 − 𝑣𝑠

𝑡) (0.10) 

where 휀′ is a driver parameter reflecting a driver’s desire to avoid gap changing. A larger 휀′ means 

that a driver has a strong will to keep a steady gap with leading vehicle and prefers to keep the 

same speed with the leading vehicle. The force in Eq.(0.10) can be simulated by a dashpot with a 

reference speed at 𝑣𝑙
𝑡, damping coefficient 휀′, and a cut-off distance 2𝑔0, which is illustrated in 

Fig. 0-3 later.  

Gap reducing desire 

In a real traffic situation, a driver’s acceleration behavior is not only affected by the leading 

vehicle at the same lane, but also influenced by the vehicles at the adjacent lanes. According to the 

lane change researches, in a heavy traffic flow, a driver will try to reduce the gap with the leading 

vehicle to avoid a new lane change vehicle moving in front of the subject vehicle [82,87,170,171]. 

Similarly, the lane change vehicle desires to get advantages in lane change by reducing the gap 

with the leading vehicle [81,93,172]. In this model, the gap reducing desire will be simplified as 

Eq. (0.11). 

 𝐹5 = 𝜇𝜆𝛾′ (𝑥𝑙
𝑡 − 𝑙𝑙 − 𝑥𝑠

𝑡)  (0.11) 
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where 𝑙𝑙 is the length of the leading vehicle, 𝛾′ is a parameter representing driver’s wish to reduce 

the gap. A larger 𝛾′ means that this driver has strong will to reduce gap with the leading vehicle. 

𝜇 is a cut-off parameter indicating the gap reducing state, which is defined as 

 𝜇 = {
1 𝑔𝑎𝑝 𝑟𝑒𝑑𝑢𝑐𝑖𝑛𝑔 𝑖𝑠 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (0.12) 

Here the force in Eq.  (0.11) can be simulated by a spring with a reference length at 𝑙𝑙, spring 

coefficient 𝛾′, and a cut-off distance 2𝑔0, which is illustrated in Fig. 0-3 with the other four cases 

together. Therefore, the five factors can be simultaneously taken into account for simulating 

driver’s acceleration behavior.   

 

Fig. 0-3 The force elements to simulate the 5 factors in the open mechanics-based 
acceleration model 

 

Feeling gap in multilane acceleration behavior 

In a real traffic situation, lane change behaviors are very common phenomena in a multilane 

road sections. During a lane change process, one vehicle might follow another vehicle in a different 

lane. For example, as shown in Fig. 0-4 (a), vehicle S plans to make a lane change, where vehicle 
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S considers vehicle L as the leading vehicle. Since the lateral offset w, vehicle S will have different 

acceleration behaviors compare with single-lane behaviors.  

 

(a) 

 

(b) 

Fig. 0-4 Multilane acceleration behavior in a lane change scenario. (a) The original multilane 

acceleration situation, (b) The equivalent scenario of the multilane acceleration situation for 

driver S 

To model driver’s behavior in a multilane situation, the concept of feeling gap is introduced, 

which includes both longitudinal gap and lateral offset. Multilane acceleration behaviors for a 

driver is a complex process in reality, which is usually affected by traffic rules, vehicle states, 

driving courtesy and driver’s characteristic. However, it is hard to accurately quantify these 

influences in a multilane acceleration behavior. To circumvent this problem, a “feeling gap” is 

introduced to describe multilane acceleration behavior, which is defined as a driver’s feeling gap 

on a real physical one and directs a driver’s driving acceleration behaviors. The “feeling gap” can 

reflects a driver’s personal experiences and preferences during a multilane car following process. 

Generally, a driver has different feelings with certain lateral offset w and longitudinal distance l 

during a multilane acceleration process (Fig. 0-4 (a)). In this respect, a parameter 휁 is introduced 

to describe such a difference, which is defined as an equivalent longitudinal rate with respect to a 

unit lateral offset. 

If w and l are the lateral offset and longitudinal gap between leading vehicle and following 

vehicle. The equivalent gap based on the “feeling gap” can be expressed in Eq. 4.13 



 

An open mechanics-based acceleration model 

74 

 

 𝐹𝐺 = 휁 ∗ 𝑤 + 𝑙 (0.13)  

where 𝐹𝐺  is the equivalent gap between two vehicles in different lanes; l and w are the real 

longitudinal and lateral offset between leading and following vehicles. As a result, Fig. 0-4 (b) is 

equivalent scenario of the multilane situation shown in Fig. 0-4 (a). In a normal one lane car 

following scenario, since the lateral offset w is close to zero, the “feeling gap” is equal to the 

longitudinal gap with leading vehicle. 

Governing equation in the mechanical system 

As mentioned in Section 4.2.1, the five factors are treated as force elements of a mechanical 

system. Actually, the open mechanics-based acceleration modeling method is general and is open 

to any new factors, which can be added into the model as a force element. Based on Newton’s 

second law of motion, the governing equation of the subject vehicle’s longitudinal behavior can 

be described as: 

 ∑𝐹𝑖

5

𝑖=1

= 𝑚𝑎𝑠 (0.14) 

where m is a parameter, which can be calibrated by the driver’s behavior, although it is originally 

corresponding to the inertia in the Newton’s second law of motion. By substituting Eqs. (4-1) - (4-

2), (4-9) - (4-11) and (4-13) in Eq. (4-14), one obtains 

𝑎𝑠 (1 +
𝛽′

𝑚
) + 𝑣𝑠 (

𝛼′ + 𝜆휀′

𝑚
) + 𝑥𝑠𝜆𝜇

𝛾′

𝑚
+ 2𝜆 [

𝑔0
2

((𝑥𝑙
𝑡 − 𝑥𝑠

𝑡 − 𝑙𝑙) + 𝑤 ∙ 휁)
3
−

𝑔0

((𝑥𝑙
𝑡 − 𝑥𝑠

𝑡 − 𝑙𝑙) + 𝑤 ∙ 휁)
2
]
𝛿′

𝑚

+ [−
𝛼′

𝑚
𝑣0 − 𝜇𝜆

𝛾′

𝑚
((𝑥𝑙 − 𝑙𝑙) + 𝑤 ∙ 휁)  − 𝜆

휀′

𝑚
𝑣𝑙]  = 0 

(0.15) 

To get rid of the parameter m in the governing equation, parameters 𝛼 = 𝛼′/𝑚 , 𝛽 =

𝛽′/𝑚, 𝛾 = 𝛾′/𝑚, 𝛿 = 𝛿′/𝑚, 휀 = 휀′/𝑚 are introduced. Thus, the final governing equation of the 

subject vehicle can be simplified as  

𝑎𝑠(1 + 𝛽) + 𝑣𝑠(𝛼 + 𝜆휀) + 𝑥𝑠𝜆𝜇𝛾 + 2𝜆 [
𝑔0

2

((𝑥𝑙
𝑡 − 𝑥𝑠

𝑡 − 𝑙𝑙) + 𝑤 ∙ 휁)
3
−

𝑔0

((𝑥𝑙
𝑡 − 𝑥𝑠

𝑡 − 𝑙𝑙) + 𝑤 ∙ 휁)
2
] 𝛿

+ [−𝛼𝑣0 − 𝜇𝜆𝛾((𝑥𝑙 − 𝑙𝑙) + 𝑤 ∙ 휁)  − 𝜆휀𝑣𝑙] = 0 

(0.16) 
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which is an ordinary differential equations (ODE) of 𝑥𝑠, 𝑣𝑠 = �̇�𝑠 and 𝑎𝑠 = �̈�𝑠  that can be 

numerically solved with the iterative method. The initial values of 𝑥𝑠, 𝑣𝑠, 𝑎𝑠 can be chosen as 

𝑥𝑠
𝑡 , 𝑣𝑠

𝑡 , 𝑎𝑠
𝑡.  

Parametric analysis 

As shown in the governing equation, six parameters α, β, γ, δ, ε 𝑎𝑛𝑑 휁, simultaneously affect 

the vehicle’s acceleration behavior. It is necessary to analyze each parameter’s influence. To this 

end, three typical scenarios in real traffic situations are studied in this section to illustrate effects 

of these five parameters.  

Free-flow scenario 

In a free-flow scenario, without the interactions with other vehicles, the subject vehicle will 

finally reach a driver’s optimal speed. Different 𝛼 reflect different speed impacts for a driver. 

When 𝛼 is relatively larger, say 𝛼 = 0.35, a driver has a strong speed desire (the solid line in Fig. 

0-5). It takes less than 18 seconds to reach the target speed (25 m/s) from the static state. When 

𝛼 is relatively small, say 𝛼 = 0.15, the driver is not sensitive with speed impact, such as a loaded 

truck or bus driver (the dotted line in Fig.3). It takes more than 35 seconds to reach the same 

optimal speed. Furthermore, the speed shape of the vehicle also matches with real vehicle’s 

behavior: at a lower speed, the acceleration is large, while when the driver closes to the optimal 

speed, the acceleration also decreases. In the simulation shown in Fig. 0-5, the other parameters 

are 𝜆 = 0, 𝜇 = 0, 𝛽 = 1.25, 𝑣0 = 25, 𝑣𝑆(𝑡 = 0) = 0. 

 

Fig. 0-5 The impact of parameter α in free-flow scenario 
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Gap increase scenario 

In the car following state, when a new vehicle moves in front of the subject vehicle from an 

adjacent lane, if the new gap is relative small, the subject vehicle will try to increase the gap to the 

leading vehicle. Such a scenario is considered as the gap increasing. Here, the initial gap is selected 

as 35 m, and the initial subject vehicle speed is 20 m/s for this scenario. 

Different 𝛿 represents different driver’s safety considerations. When 𝛿 is relatively larger, say 

𝛿 = 50, the driver is very cautious (solid lines in Fig. 0-6). When a new vehicle moves in, this 

driver will try to slow down the speed and keep a longer safety gap. As a consequence, the new 

gap will be extended from 30 m to about 44 m. On the other hand, when 𝛿 is relatively small, say 

𝛿 = 30 m, the driver will have a relatively weak safety desire (dotted lines in Fig. 0-6). The driver 

will not be sensitive with the gap reducing, and following the leading vehicle with a smaller gap. 

In the simulation shown in Fig. 0-6, the other parameters are  𝜆 = 1, 𝜇 = 0, 𝛼 = 0.25, 𝛽 =

1.25, 𝛾 = 0.1, 휀 = 0.2, 𝑣0 = 25, 𝑣𝑠(𝑡 = 0) = 20, 𝑣𝑙 = 20. Because the subject vehicle wants to 

increase the gap, the value of 𝜇 is 0, which means that the impact of gap reducing desire are not 

considered in the simulation.  

  

Fig. 0-6 The impact of parameter δ in a gap increase scenario. (a) Subject vehicle speed; and 
(b) Gap length. 

The parameter 휀 reflects the difference of speed change sensitivity with the leading vehicle. 

When 휀 is relatively larger, say 휀 = 0.3, a driver has a strong desire to keep the same speed with 

the leading vehicle and avoid the gap changing with the leading vehicle (solid lines in Fig. 0-7). 

Although all of the three cases convert to gap length about 34 m, the processes are different. When 

휀 is larger, the subject vehicle can reach the stable state with less oscillation at both speed and gap. 

As shown in Fig. 0-7, the speed change sensitivity factor plays the damping’s function in the 
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mechanical system. In the simulation shown in Fig. 0-7, the other parameters are 𝜆 = 1, 𝜇 = 0, 𝛼 =

0.25, 𝛽 = 1.25, 𝛾 = 0.1, 𝛿 = 40, 𝑣0 = 25, 𝑣𝑠(𝑡 = 0) = 20, 𝑣𝑙 = 20. 

  

Fig. 0-7 The impact of parameter ε in a gap increase scenario:  (a) Subject vehicle speed; 
and (b) Gap length. 

Gap decrease scenario  

In the car following state, when a leading vehicle moves to an adjacent lane, the subject 

vehicle will try to reduce the gap to a new leading vehicle. Such a scenario is considered as the 

gap decreasing. Here, the initial gap is selected as 95 m and the initial speed of the subject vehicle 

is 20 m/s for this scenario. 

Different values of 𝛾  reflect different gap reducing impacts. When 𝛾 is relatively larger, 

say 𝛾 = 0.15, a driver will have a strong desire to reduce the gap with the leading vehicle (the 

solid lines in Fig. 0-8). Generally, to reduce this gap, a driver will prefer to take a larger 

acceleration to reduce the gap quickly, and keep a smaller gap. As shown in Fig. 0-8, a larger 𝛾 

will also increase the frequencies of both speed and gap oscillations. This feature can explain the 

phenomenon that when a driver wants to reduce the gap with the leading vehicle, the driver’s 

behavior is more active[20]. In the simulation shown in Fig. 0-8, the other parameters are 𝜆 =

1, 𝜇 = 1, 𝛼 = 0.25, 𝛽 = 1.25, 휀 = 0.1, 𝛿 = 40, 𝑣0 = 25, 𝑣𝑠(𝑡 = 0) = 20, 𝑣𝑙 = 20.  
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Fig. 0-8 The impact of parameter γ in a gap decrease scenario. (a) Subject vehicle speed; 
and (b) Gap length 

Generally, a driver prefers to a smooth driving speed while tries to avoid a sudden acceleration 

or deceleration. Different values of 𝛽  reflect different acceleration sensitivities. When 𝛽 is 

relatively larger, say 𝛽 = 2, a driver will have a strong preference to drive smoothly (solid line in 

Fig. 0-9). There are two features for the driver with a larger 𝛽. The first one is that the frequencies 

of both speed and gap oscillations are lower. The second one is that the speed changing is smoother. 

In the simulation shown in Fig. 0-9, the other parameters are 𝜆 = 1, 𝜇 = 1, 𝛼 = 0.25, 𝛾 = 0.1, 휀 =

0.2, 𝛿 = 40, 𝑣0 = 25, 𝑣𝑠(𝑡 = 0) = 20, 𝑣𝑙 = 20. 

  

Fig. 0-9 The impact of parameter β in a gap decrease scenario. (a) Subject vehicle speed; 
and (b) Gap length 
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In the car following state, when a testing vehicle moves to an adjacent lane, the testing driver 

will consider the leading vehicle on the target lane as the leading vehicle. Such scenario is 

considered as the multilane car following scenario (Fig. 0-10). Here, the initial lateral offset w with 
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vehicle L is selected as 3.5 m and the initial longitudinal distance l with vehicle L is 40 m. The 

speed of vehicle L is 20 m/s, and the initial speed of vehicle S is 20 m/s. Lateral speed of vehicle 

S is selected as 0.5 m/s. Vehicle S starts to make a lateral movement from the beginning of the 

simulation. 

 

 

 

Fig. 0-10 Lane change scenario 

Different values of 휁 reflect S driver’s different feeling of lateral offset. When 휁 is relatively larger, 

say 휁 = 5, a driver considers that the lateral distance with leading vehicle on the target lane is 

equivalent a longer longitudinal gap (the dotted lines in Fig. 0-11). During a lane change, the driver 

usually prefers to increase speed before entering the target lane. When 휁 is relatively small, say 휁 =

1, a driver consider the lateral offset is equivalent a shorter longitudinal gap (the solid lines in Fig. 

0-11), the driver prefers to decrease speed before entering a target lane. In the simulation shown 

in Fig. 0-11, the other parameters are  𝜆 = 1, 𝜇 = 1, 𝛼 = 0.25, 𝛽 = 1.25, 휀 = 0.1, 𝛿 = 40, 𝑣0 =

25, 𝑣𝑠(𝑡 = 0) = 20, 𝑣𝑙 = 20.  

 

Fig. 0-11 The impact of parameter 휁 in a lane change scenario 
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Field experiments and parameter calibration 

Since the parameters in the present model describe the driver’s detailed acceleration behaviors, 

macroscopic traffic data cannot be used to calibrate such parameters. As a result, to collect detail 

driver behaviors, an integrated data collection system is designed.  

Experiment design 

The testing vehicle is a 2009 Highlander, Toyota SUV, which is equipped with three devices 

including a camera, a handheld LIDAR rangefinder and ECU data collection system. All the 

testing devices are shown in Fig. 0-12. 

Fig. 0-12 (a) is a LIDAR rangefinder. It is handheld by a researcher in the testing vehicle and 

provides measured distances from the device to the leading vehicle, with the testing error less than 

0.5 m. The real gap between the subject vehicle and the leading vehicle is the measured distance 

subtracting the distance d (shown in Fig. 0-12 (c)), where d is the length from the bumper of the 

subject vehicle to LIDAR rangefinder. During the test, one researcher needs to target the LIDAR 

rangefinder at the rear part of the leading car. The data can only be acquired manually and the 

maximum frequency is about 1 Hz. Fig. 0-12 (b) is a video camera, which is fixed on the top of 

the test vehicle and captures the subject vehicle’s front side states. The video data could be used 

to qualitatively analyze the driver’s acceleration behaviors. Fig. 0-12 (e) is an ECU data collecting 

system. In automotive electronics, electronic control unit (ECU) is a generic term for any 

embedded system that controls the electrical system and subsystems in a motor vehicle. It is an 

effective way to capture a vehicle’s states and a driver’s real-time operations in ECU. The ECU 

data will be obtained by a CAN bus and displayed in a laptop. As shown Fig. 0-12 (e), the CAN 

bus has an USB-adapter to link with a PC on one side and a port which can be connected to the 

On-Board Diagnostics (OBD) adapter of the test vehicle on the other side. The position of OBD 

adapter is marked with red circle. 

http://en.wikipedia.org/wiki/Automotive_industry
http://en.wikipedia.org/wiki/Motor_vehicle
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Fig. 0-12 Data collection system. (a) Handhold LIDAR rangefinder, (b) Video camera, (c) 
Testing vehicle, (d) CAN bus and (e) ECU data collecting system 

 

Two researchers and a testing driver participated in the field test. One sat at the passenger seat 

at the first row to collect the vehicle ECU data, and to instruct the testing driver. The other one sat 

at the center seat of second row and operated the LIDAR rangefinder. Two different types of road 

environments were studied: an urban arterial road (speed limit is 80 km/h, no pedestrians, no 

intersections) and an urban distributed road (speed limit is 55 km/h, with intersections, less traffic 

flow). The urban arterial road was selected for the gap increasing and gap reducing scenarios, 

while the urban distributed road was selected for free-flow scenario without influence from the 

leading vehicle. Five free-flow scenarios and six gap changing scenarios were analyzed in field 

test data. The whole test time was about 40 mins. In the first 15 mins, the driver drove the testing 

vehicle on the road without any instruction to get familiar with the vehicle and the testing devices. 

Thereafter, test data were collected by the ECU and LIDAR data collection systems. The collected 

test data include the vehicle speed data from ECU and the data of gaps with leading vehicle from 

LIDAR.  
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Parameters calibration  

Considering the free-flow scenario includes only two parameters 𝛼 and 𝛽  (𝜆 = 0) in the 

governing equation, the parameter selection starts from free-flow cases. After 𝛼 and 𝛽  are 

obtained, the parameters 𝛾, 𝛿 and 휀 will be determined from the gap increase and decrease cases. 

 

Fig. 0-13 Simulation and measured data in free-flow scenario 

In the free-flow case, the driver’s optimal speed is selected as the road speed limit, i.e., 𝑣0 =

15𝑚/𝑠 (55 km/h). The vehicle was running from a stop status to the optimal speed. A typical 

testing result is shown in Fig. 0-13 with the solid line, where the subject vehicle’s speed increases 

from 0 to 15𝑚/𝑠. The subject vehicle’s acceleration is decreasing as its speed increases. Note that 

there is a slight pause during the acceleration at about 8 second. Such a pause might result from 

the transmission changing gears. By fitting the simulation results with the case introduced above 

based on the five field test results, parameters 𝛼 and  𝛽 are determined as 𝛼 = 0.25, 𝛽 = 1.25. 

The simulation result is shown in Fig. 0-13 with the dotted line. Overall, the simulation results 

well match the field test results. 

After 𝛼 and 𝛽  are determined, the parameters 𝛾, 𝛿 and 휀  will be obtained from the gap 

increase and decrease cases. The increasing gap case starts at the moment that the testing vehicle 

changes to the adjacent lane with a short gap to the leading vehicle in the target lane. Then the 

testing driver tries to extend the gap until a stable speed and gap to the leading vehicle is reached. 

A typical testing result is shown in Fig. 0-14 with the solid line. At the first 2 seconds, the testing 

vehicle decreases speed in order to extend the gap to the leading vehicle, thereafter the testing 

vehicle smoothly increases its speed to follow the new leading vehicle.  The simulation results are 

presented in Fig. 0-14 with dotted lines. By fitting the simulation results with the case introduced 
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above based on the field test result, parameters  휀 = 0.2, 𝛿 = 40 are determined as  휀 = 0.2, 𝛿 =

40. The simulation result is shown in solid line in Fig. 0-14. 

 

 

Fig. 0-14 Simulation and measured data in gap increases scenario 

When a leading vehicle moves to an adjacent lane, the testing vehicle (the following vehicle) 

will adjust speed with the new leading vehicle on target lane. A typical testing result is shown in 

Fig. 0-15 with solid line. The lateral offset is 3.6 m, lateral movement finishes at 4th second. From 

beginning to 3rd second, the subject vehicle increases its speed to catch up the new leading vehicle. 

Then the testing vehicle will adjust its speed to follow the new leading vehicle in the same lane. 

Note that from the 6th to 18th second, subject vehicle shows a speed oscillation around 18 m/s. 

The simulation results are presented in Fig. 0-15 with dotted lines. By fitting the simulation results 

with the case introduced above based on the field test result, parameters 𝛾 and  휁 are determined 

as  𝛾 = 0.1, 휁 = 4.1. The simulation result is shown in solid line in Fig. 0-15. The parameter based 

on the testing driver’s acceleration behaviors are selected as  𝛼 = 0.25, 𝛽 = 1.25, 휀 = 0.1, 𝛿 =

40, 𝛾 = 0.1, 휁 = 4.1. 
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Fig. 0-15 Simulation and measured data in gap decreases scenario 

Simulation  

To demonstrate and validate the present model, a microscopic simulation program is 

developed with the MATLAB. The simulation structure system and the results will be discussed 

in this section.   

Simulation results at different traffic situation   

The open mechanics-based acceleration model is developed with the MATLAB. Each vehicle 

is considered as an individual object in the model. The model’s parameters are used from the field 

test results: 𝛼 = 0.25, 𝛽 = 1.25, 𝛾 = 0.1, 휀 = 0.2, 𝛿 = 40, 𝑣0 = 22 m/s. 

A screenshot of the simulation platform is shown in Fig. 0-16. In this study, a one-lane road 

with traffic direction from left to right is considered. The road with a length of 2 km is divided into 

four sections with 500 m for each section for better illustrations. To get rid of the initial setting 

effects, the first 30-min data are not recorded. The simulation time is 30 min with an interval of 

1/3 sec. Based on the initial set, if the gap is longer than the predefined generation gap, a new 

vehicle is generated at the beginning of the lane. By adjusting the generation gaps, different traffic 

conditions can be simulated. The simulation results are shown in Table 0-1. 
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Fig. 0-16 A screen shot of simulation result 

 

Table 0-1 Simulation results at different traffic conditions 

Generation gap  (m) 10 15 30 45 60 90 120 180 

Traffic Flow 
(vehicle/hour) 

432 656 1368 1296 929 684 540 480 

Average traffic density  
(vehicle/km) 

62.5 45.5 35.2 31.2 10.4 6.6 6.2 5.3 

As shown in Table 4-1, when the average density increases from 62.5 vehicle/km to 35.2 

vehicle/km, the traffic flow increases from 432 vehicle/hr. to 1368 vehicle/hr. When the average 

density is lower than 31.2 vehicle/km, the traffic flow decreases as the average traffic density 

decreases. The maximum traffic flow is about 1368 vehicle/hour happened at 35.2 vehicle/km. 

The test results shown in Table 0-1 shows that the traffic flow tendency is reasonable and the 

capability of the simulation road is also within a realistic region. 

Shockwaves in simulation result 

Shockwaves in traffic flow are observed in real traffic situations especially in congestion and 

queueing scenarios [173–176]. On the urban freeway, shockwave can be recognized as a 

transition from a flowing, speedy state to a congested, standstill state. It is an important phenomena 

in the traffic acceleration behavior analyses [177–180].  

To simulate the shockwave phenomena, a loop road is programed in the MATLAB. A small 

scale experiment is tested in the simulation, and the simulation results are recorded in Video.1. In 

the simulation, the shockwave happens at about 100th sec, and the position of shockwave moves 

along the road in the following simulation time. 
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Video. 1 Simulation result of shockwave generation in a loop road 

The shockwave phenomenon in the traffic flow is sensitive with traffic flow density [179]. 

Usually, when the traffic flow density is relatively high, such phenomenon appears. A larger scale 

simulation with 2000 m long loop road is simulated at different initial traffic flow densities, and 

the results are shown in Fig. 0-17. The shockwaves are obvious when the initial traffic flow density 

is 33 vehicle/km (Fig. 0-17 (a)); when the traffic flow density is 29 vehicle/km (Fig. 0-17 (b)), the 

shockwave phenomena is still be observed, but the intensity is much less; but when the traffic flow 

density is lower to 24 vehicle/km (Fig. 0-17 (c)), each vehicle is able to maintain a stable speed 

and the interaction between vehicles is relatively weak. As a result, the shockwave is not shown 

in the simulation results. In general, the present open mechanics-based acceleration model can 

simulate the generation process of traffic flow shockwaves and simulate different intensities of 

shockwaves in different traffic situations. 
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Fig. 0-17 Loop road car-following simulation results at different traffic flow densities  

(a) 33 vehicle/km, (b) 29 vehicle/km, (c) (b) 24 vehicle/km 

Conclusions and Summary 

In this study, an open mechanics-based vehicle acceleration model is presented to consider 

longitudinal behaviors of vehicles on a road for the microscopic traffic simulation. Five important 

factors are taken into account, including subject vehicle’s speed and acceleration sensitivity, safety 

consideration, relative speed sensitivity, and gap reducing desire. Each of these factors can 

describe the driver’s preferences and interactions between vehicles, and each of them can function 

as a trigger to change the vehicle’s behaviors. A mechanical system with force elements is 

introduced to quantify the vehicle motions. Based on Newton’s second law of motion, the subject 

vehicle’s governing equation of longitudinal behavior is derived in this open mechanics-based 

acceleration model. To demonstrate and validate the proposed model, a microscopic simulation 

program is developed with the MATLAB. The simulation results showed that the traffic flow and 

the road capacity are reasonable and can fit realistic conditions. In addition, traffic shockwaves 

were observed. 

(c) 

(b
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Comparing with traditional acceleration model, five significant characteristics of this open 

mechanics-based acceleration model have been demonstrated:  

 The open mechanics-based acceleration modeling method is general and is open to any 

new factors, which can be added into the model as a force element.  

 Five fundamental factors, which could influence driver’s acceleration behavior, are 

simultaneously considered in the model. Each of them reflects a driver’s preference during 

car following scenarios. 

 Model parameters can be calibrated based on a special designed individual vehicle data 

collection system, including LIDAR rangefinder, video camera and ECU data collection. 

 The parameter calibration of the presented model is based on the vehicle’s dynamical 

behaviors, as a result, the model can accurately capture a driver’s dynamical driving 

behavior in car following scenarios. 

 The presented model is adapted with both single lane and multilane car following scenarios.  

Although the simulation results demonstrate the high potential of the present model to be used 

in the driver’s behavior analysis and microscopic traffic analysis, the following limitations and 

future work are suggested: 

 Vehicle acceleration behavior is very complex. To understand and accurately predict 

vehicle behaviors, more factors may be considered besides the present five general factors. 

 Compared with other methods, this model requires higher computational cost in simulation 

because the governing equation can only be numerically solved.    

 To accurately calibrate the parameters used in the model, more tests need to be conducted 

for different traffic patterns, geographic regions, and cultures.  
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A driver decision-based lane change execution model 

In this chapter, a driver decision-based lane change execution model is developed to describe 

the leading vehicle and the subject vehicle’s behavior in a lane change process. A lane change 

execution can be analyzed as a driver’s decision making process, which consists of four main steps, 

including desire point setting, priority decision-making, corresponding actions and achievement 

of consensus analysis. This chapter is reproduced from the paper co-authored with Fangliang 

Chen and Huiming Yin [181]. 

Introduction 

Lane changing behaviors have fundamental impacts on microscopic characteristics of traffic 

flows due to the interference effect they have on surrounding vehicles [19,79]. It is also an 

important component of driving behavior to meet driver’s tactical and operational maneuvering 

decision in different traffic situations [6]. A reasonable and adaptable lane change model has 

significant meaning in study of driver behaviors, driving safety, capacity analysis and traffic 

predictions, etc. 

Generally, a lane change simulation often consists of two main steps: the target lane and gap 

selection and lane change execution [19]. The first step mimics a driver’s thought before making 

lane change, which includes a lane change request and target lane and gap selection. The second 

step simulates the lane change operational process, such as changing speed and lane change 

selection. Driver’s decisions, safety considerations, lane change priorities and courtesies are the 

main research topics in the study of execution of lane change. In general, the process of lane change 

selection has been well developed in the literature [21]. Different lane change selection theories 

and models can be applied for different driver features in different traffic situations [80,81]. 

However, compared with the studies on lane change selection, the investigation on lane change 
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execution is limited in literature. The present study mainly focuses on the lane change execution 

model. 

A lane change process is actually a behavior such that the subject vehicle wants to get the lag 

vehicle’s permission to break into the original order in the target lane and take the lag vehicle’s 

original position. In this sense, the lane change is a serious of interactions between subject and lag 

vehicle. Although a large amount of lane change models have been introduced as stated above 

over the decades, most existing models considered the lag vehicles as certain parameters, but 

ignored the interactions between subject and lag vehicles. Furthermore, during a lane change 

process, a vehicle’s lateral position will keep changing, which will play an important role in the 

whole lane change process. However, such lateral position effects were mostly ignored in existing 

lane change execution models. To overcome these limitations in the current models and better 

reflect the communication and interaction among vehicles during a lane changing process, a new 

lane change model is highly demanded. To this end, a driver decision-based lane change execution 

model has been developed in this study. The remainder of this study is organized as follows: 

Section 5.2 will introduce the proposed driver decision-based lane change model and describe in 

detail the four main procedures. Section 5.3 will discuss the information of parameter 

determinations. Based on the present lane change execution model and modified acceleration 

model, a microscopic simulation program will be developed with MATLAB. Several cases will be 

simulated and discussed in Section 5.4 and the conclusions will be presented in Section 5.5. 

Driver decision-based lane change model 

Generally, four types of vehicles will be involved in a lane change process as shown in Fig. 

0-1: a subject vehicle (S) plans to move from its current lane to the target lane and wants to replace 

the original order of the lag vehicle (L) in the target lane. These two vehicles will be constrained 

by the two leading vehicle: a leading vehicle at target lane (Lt) and a leading vehicle at the current 

lane (Lc).  
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Fig. 0-1 Notations of the lead, lag and subject vehicles during a lane change 

According to game theoretic analysis and the merging-giveaway interaction model [95], the 

lane change can be recognized as a game between vehicle S and vehicle L. In other words, these 

two vehicles can be considered as two competitors to obtain the road right to directly follow Lt in 

the target lane. According to the studies presented in [16, 17], vehicle S and vehicle L have to 

choose an option from strategies 𝑃𝑆 and 𝑃𝐿 separately in a lane change [95,182] 

 𝑃𝑆 = {𝑚𝑒𝑟𝑔𝑒, 𝑝𝑎𝑠𝑠} and 𝑃𝐿 = {𝑔𝑖𝑣𝑒𝑎𝑤𝑎𝑦, 𝑑𝑜 𝑛𝑜𝑡 𝑔𝑖𝑣𝑒𝑎𝑤𝑎𝑦} (0.1) 

where 𝑃𝑆 and 𝑃𝐿 are the options chosen by vehicles S and L during a lane change, respectively. 

Considering that there is only one vehicle is able to directly follow Lt at one time,  they might 

eventually have a collision during a lane change if vehicle S chooses “merge” and vehicle L choose 

“do not giveaway”. To avoid such a situation, their decisions must satisfy certain achievement of 

consensus in a lane change. 

Based on such interpretation of a lane change, a driver decision-based lane change execution 

is introduced. According to the decision-making concept [183–185], four main steps are 

constructed in the lane change execution procedure in the present model by following the structure 

of Delphi method [186–188], which include the desire point setting, priority decision-making, 

corresponding actions and achievement of consensus analysis. Each part will be introduced in this 

section. The structure of the method is shown in Fig. 0-2. Generally speaking, vehicle L and S will 

not exchange their decisions and thoughts during a lane change process [95]. Accordingly, vehicle 

L and S are considered in this analysis to individually follow the four steps shown in Fig. 0-2. 

Subsequently, they will have their own desire point positions, decision-makings, corresponding 

actions and achievement of consensus.  
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Fig. 0-2 Structure of driver decision-based lane change execution model 

Desire point setting 

Generally, a lane change process is the lateral movement of vehicle S toward the target lane 

[189,190]. To complete this process, a desire point [19], alternatively named as the converge point 

[182], collision point [95] or conflict point [191], is usually predefined as shown in Fig. 3, through 

which vehicle S enters into vehicle L’s route. 

 

 

Fig. 0-3 Interpretation of lane change 

To simplify the analysis, it is assumed that vehicle L will not take any lateral movement during 

a lane change. Therefore, the desire point is located in the AC line, and the lateral distance between 

vehicle S and the desire point is w (Fig. 0-3). The longitudinal distance between vehicle S and the 

desire point is defined as 𝑑∗. It is worth noting that 𝑑∗ is the longitudinal distance from vehicle S 

to the desire point; ∗∈ {𝐿, 𝑆} reflects different point of views from different vehicles, i.e., 

𝑑𝐿 represents the longitudinal distance from vehicle S to the desire point based on vehicle L's 

decision while 𝑑𝑆 represents the longitudinal distance from vehicle S to the desire point based on 
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vehicle S's decision. In the following, all the terms with the superscript * are defined in this way. 

The length of 𝑑∗ should be longer than two restricted distance 𝑑𝑣
∗  and 𝑑𝑠𝑐

∗ :  

 𝑑∗ ≥ max (𝑑𝑣
∗ , 𝑑𝑠𝑐

∗ ) (0.2) 

where, 𝑑𝑣
∗  and  𝑑𝑠𝑐

∗  are the shortest longitudinal distances restricted by vehicle S’s lateral and 

longitudinal speed and safety considerations, respectively. 

Lateral and longitudinal speed of Vehicle S  

Vehicle lateral speed is a vehicle’s speed along the vertical direction during a lane change 

process. A nonzero lateral speed will be generated when a vehicle starts to move toward a target 

lane. If vehicle S plans to cross line AC, 𝑑𝑣
∗  will be affected by vehicle S’s lateral and longitudinal 

speed: a vehicle with a higher lateral speed requires a shorter 𝑑𝑣
∗ , and a vehicle with a higher 

longitudinal speed requires a longer 𝑑𝑣
∗ . Mathematically, the length of 𝑑𝑣

∗  can be expressed in terms 

of vehicle S’s lateral and longitudinal speed in Eq. (2). 

 𝑑𝑣
∗ =

𝑤

𝑣𝑙𝑎𝑡_𝑆
∗  

𝑣𝑙𝑜𝑛_𝑆 (0.3) 

where 𝑣𝑙𝑜𝑛𝑆(𝑡) is the longitudinal speed of vehicle S in the lane change process; 𝑣𝑙𝑎𝑡_𝑆 
∗ is an 

estimated average lateral speed of vehicle S, which can be assumed as constant values [172,192]; 

w is the lateral distance between vehicle S and the desire point (Fig. 0-3). 

Safety considerations  

As shown in Fig. 0-4, the longitudinal distance from the desire point to vehicle L can be 

considered as a “buffering distance” for vehicle L to adjust its speed and follow vehicle S with a 

safety gap. If vehicle S is slower than vehicle L, a “buffering distance” will be required for vehicle 

L and S to avoid collisions. To illustrate such safety considerations, an extreme case is considered. 

As shown in Fig. 0-4, where vehicle S arrives at the desire point (represented by S’ at the moment), 

and vehicle L at position L’, vehicle L and S have the same speed 𝑣𝑃𝑀𝑃 and the gap between them 

is 0. In this case, the relationship between vehicle L and vehicle S can be mathematically expressed 

in Eqs. (0.4) and (4). Eq. (3) describes the motion of vehicle S with an increasing speed from 𝑣𝑙𝑜𝑛_𝑆 

to 𝑣𝑃𝑀𝑃. Eq. (4) describes the motion of vehicle L with a decreasing speed from 𝑣𝑙𝑜𝑛_𝐿 to 𝑣𝑃𝑀𝑃. 
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Fig. 0-4 The most dangerous situation considered in desire point setting 
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(𝑣𝑃𝑀𝑃 )
2 − (𝑣𝑙𝑜𝑛_𝑆)

2

2𝑎max_𝑆
∗ = 𝑑𝑠𝑐

∗

(𝑣𝑙𝑜𝑛_𝐿)
2 − (𝑣𝑃𝑀𝑃 )

2

2𝑑𝑚𝑎𝑥_𝐿
∗ = 𝑔 + 𝑑𝑠𝑐

∗

 

(0.4) 

(0.5) 

where 𝑣𝑙𝑜𝑛_𝐿 is the current longitudinal speed of vehicle L; 𝑣𝑙𝑜𝑛_𝑆 the current longitudinal speed 

of vehicle S; 𝑎max_𝑆
∗  is the maximum estimated acceleration of vehicle S that will be applied in the 

lane change process, and the value is different for vehicle S and vehicle L; 𝑑𝑚𝑎𝑥_𝐿
∗  is the maximum 

deceleration vehicle L will apply; 𝑣𝑃𝑀𝑃  is the final speed of vehicle S and vehicle L, when vehicle 

S reaches the desire point; 𝑔𝑚𝑖𝑛
∗  is the minimum acceptable gap for vehicle L when vehicle S reach 

the desire point, the value is different for vehicle S and vehicle L; 𝑑𝑠𝑐
∗ is the shortest longitudinal 

distance from vehicle S to the desire point. 

By substituting Eq. (0.5) into Eq. (0.4), 𝑑𝑠𝑐
∗  can be expressed in Eq. (0.6). It is considered as 

a safe scenario when 𝑣𝑙𝑜𝑛_𝐿 ≤ 𝑣𝑙𝑜𝑛_𝑆,  therefore 𝑙𝑚𝑖𝑛
∗  is defined as 0. 

 𝑑𝑠𝑐
∗ = {

(𝑣𝑙𝑜𝑛_𝐿)
2 − (𝑣𝑙𝑜𝑛_𝑆)

2
− 2𝑑max _𝐿

∗ ∙ 𝑔

2(𝑎max_𝑆
∗ + 𝑑𝑚𝑎𝑥_𝐿

∗ )
𝑖𝑓 𝑣𝑙𝑜𝑛_𝐿 > 𝑣𝑙𝑜𝑛_𝑆

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (0.6) 

Eq.(0.6) describes the safety considerations of driver S and driver L respectively based on 

their personal driving behaviors and experiences. Although some parameters are introduced to 

describe the same driving aspect, they have different meanings for vehicle S and L: 

 𝑑𝑚𝑎𝑥_𝐿
∗  is the maximum estimated deceleration of vehicle L in the process of a lane change. 

Because driver L can directly control the behavior of vehicle L, the value of 𝑑𝑚𝑎𝑥_𝐿
𝐿  will be 
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totally dependent on driver L’s decision. However, for driver S, 𝑑𝑚𝑎𝑥_𝐿
𝑆   is an estimated 

parameter and cannot be directly controlled. An egoistic or a risk-prone S driver might believe 

vehicle L will definitely slow down to cooperate in the process of a lane change, which means 

that a larger value of 𝑑𝑚𝑎𝑥_𝐿
𝑆  is estimated in Eq.(0.6). In contrast, a prudent S driver might not 

want to take risk the safety issues on other vehicle’s cooperation. In this sense, a smaller 𝑑𝑚𝑎𝑥_𝐿
𝑆  

is considered in Eq.(0.6). 

 𝑎max_𝑆
∗  is the estimated maximum acceleration for vehicle S in the process of lane change, 

which has different meanings for vehicle L and vehicle S. Driver S can directly control the 

behavior of its vehicle, therefore the value of 𝑎max_𝑆
𝑆  is fully depending on driver S’s desire 

and vehicle S’s capability. However, 𝑎max_𝑆
𝐿  is a predicted value for vehicle L. A risk-averse L 

driver always estimates a small 𝑎max_𝑆
∗ . 

There are two features needed to be clarified about the desire point position. Firstly, the desire 

point is a virtual expected point before an actual lane change happens. The position of the desire 

point doesn’t require a clear space in the road. Secondly, it is an estimated position, while the real 

merge point may vary as the speed of vehicle S and traffic condition change.  

Priority decision-making 

After the desire point is determined, both vehicle S and vehicle L will decide that who will 

have the priority to firstly arrive at the desire point based on their priority decisions. To express a 

driver’s characteristics and preference in a priority decision-making, a “feeling distance” is 

introduced in driver’s priority decisions.  

Feeling distance 

The priority decision-making process for a driver is a very complex process in reality, which 

is usually affected by traffic rules, vehicle states, driving courtesy and even driver’s characteristic. 

However, it is hard to quantify these influences in a lane change execution process. To circumvent 

this problem, a “feeling distance” is introduced in this model, which is defined as a driver’s feeling 

distance on a real physical one and directs a driver’s driving behaviors. Compared with a real 

distance, the “feeling distance” reflects a driver’s personal experiences and preferences during a 

lane change process.  
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Based on a direction of two measured points, it is possible to classify a distance into two 

categories: longitudinal and lateral distances. Generally, a driver has different feelings with certain 

lateral distance and longitudinal distance during a lane change process, where a lateral distance 

generates a longer “feeling distance” comparing with longitudinal distance. In this respect, a 

parameter SELR (Subject vehicle Equivalent Lateral Rate) is introduced to describe such a 

difference, which is defined as an equivalent longitudinal distance with respect to a unit lateral 

distance. Specifically, the value of SELR*, ∗∈ {𝑆, 𝐿} reflects a driver's different "feel distance" of 

w shown in Fig. (2), i.e., 𝑆𝐸𝐿𝑅𝐿 and 𝑆𝐸𝐿𝑅𝑆 represents the equivalent lateral rate of subject vehicle 

to the desire point based on vehicle L and vehicle S's decision, respectively.  

Priority decision-making  

As a “competition” to reach the desire point between vehicle S and vehicle L, the most 

straightforward criterion for the priority decision is that, based on current states, the vehicle that is 

able to reach the desire point prior to the other one has the priority. By introducing the feeling 

distance, the priority decision-making can be mathematically expressed in Eq.(0.7), where 1 means 

that vehicle L has priority and 0 means vehicle S has priority. 

 𝑃𝑟𝑖𝑜𝑟𝑖𝑡𝑦 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

{
 

     1         
𝑆𝐸𝐿𝑅∗ ∙ 𝑤 + 𝑑∗

𝑣𝑙𝑜𝑛_𝑆
≥
𝑑∗ + 𝑔 + 𝑙S 
𝑣𝑙𝑜𝑛_𝐿

  

 
 

0
      

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (0.7) 

where 𝑆𝐸𝐿𝑅∗ ∙ 𝑤 is the feeling distance of the lateral distance from current position to the desire 

point. 

A small SELRS denotes that a driver is very confident of his skill to change the lane and thus 

tends to take risky behaviors in a lane change. In contrast, a large SELRS indicates that a driver is 

very cautious and keeps a higher safety level for vehicle S in a lane change. Correspondingly, 

SELRL is considered as an expectation for other subject vehicles. A small SELRL means that a 

driver thinks the competitor is very aggressive and risky as vehicle S, while a large SELRL means 

the driver thinks the competitor is a courtesy driver as vehicle S.  

Generally, a driver’s characteristics can be qualitatively classified into four types as listed in 

Table 0-1. A driver with a large SELRS and a large SELRL (Type 1) is considered as a rational 
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driver, which is also applied to a driver with a small SELRS and a small SELRL (Type 4). Their 

difference is that the type 1 driver prefers to give the priority to vehicle S during a lane change, 

leading to a higher lane change rate from a macroscopic view. While the type 4 driver prefers to 

give priority to vehicle L, leading to a lower lane change rate from a macroscopic view. With a 

small 𝑆𝐸𝐿𝑅𝑆 and a large 𝑆𝐸𝐿𝑅𝐿, the type 3 driver is a kind of egoistic driver because he/she, as a 

subject vehicle, always believes that vehicle L is supposed to accept the lane change request; while 

as a lag vehicle, he/she always rejects other vehicle’s lane change request. In contrast to an egoistic 

driver, the type 4 driver with a larger 𝑆𝐸𝐿𝑅𝑆 and a small 𝑆𝐸𝐿𝑅𝐿 is considered as an extremely 

cautious driver. 

Table 0-1 Driver’s characteristics based on SELRS and SELRL 

 Large 𝐒𝐄𝐋𝐑𝐒 Small 𝐒𝐄𝐋𝐑𝐒 

Large 𝐒𝐄𝐋𝐑𝐋 
Type1: Rational driver and 
bias to decide priority to S 

driver 
Type 2: Egoistic driver 

Small 𝐒𝐄𝐋𝐑𝐋 
Type 3: Extremely serious 

driver 

Type 4: Rational driver and 
bias to decide priority to L 

driver 

 

Vehicle corresponding actions based on priority decision 

After the priority decisions are determined, vehicle S and vehicle L will take corresponding 

actions based on their decisions. In this section, the behaviors of vehicle S and vehicle L will be 

introduced respectively. At the second part, a interpretation of mandatory lane change (MLC) and 

discretionary lane change (DLC) will be discussed.  

Actions of vehicle S and vehicle L based on priority decision 

After a priority decision is made by vehicle S, two different behaviors might exist based on 

its priority decisions, which are illustrated in Fig. 0-5. The dotted lines indicate vehicle S’s 

considered leading vehicles, and the solid arrow presents vehicle S’s moving direction. As shown 

in Fig. 0-5, when vehicle S has priority, vehicle S will consider Lc & Lt as its leading vehicles, 

and move toward to the target lane. If vehicle S doesn’t has priority, it will give up the current lane 

change plan, and consider Lc as leading vehicle. If vehicle S wants to make a DLC, it will go back 
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to the center of current lane. However, if vehicle S wants to make a MLC, vehicle S will still stay 

at the current lateral position, and wait for the next chance to finish the MLC. 

 

 

(a) 

 

(b) 

Fig. 0-5 vehicle S’s corresponding behaviors. (a) Vehicle S has priority. (b) Vehicle S doesn’t has 

priority 

 

After a priority decision is made by vehicle L, two different behaviors might exist based on 

its priority decisions, which are shown in Fig. 0-6. When vehicle L has the priority, it will consider 

Lt as its leading vehicle, and ignore vehicle S’s lane change request. In such situation, vehicle L 

usually increases its speed to reduce the gap to Lt. While, if vehicle L doesn’t have the priority, it 

will accept vehicle S’s lane change request and consider vehicle S as leading vehicle. To keep a 

proper gap for the new entering vehicle S, vehicle L will slow down to extend the gap between 

vehicle L and Lt.   
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(a) 

 

(b) 

Fig. 0-6 vehicle L’s corresponding behaviors. (a) Vehicle L has priority. (b) Vehicle L doesn’t 

has priority 

The interpretation of MLC and DLC 

Generally, a lane change is often classified as either MLC or DLC [85]. MLC is performed 

when a driver must leave the current lane, such as getting to an exit. DLC is performed in order to 

improve driving conditions, such as entering a high-speed lane. To guarantee the MLC lane change 

successful rate, most exiting lane change execution model set more “aggressive” criteria for MLC. 

For example, In gap acceptance model the length of the critical gap for MLC[9-10,19-20] is shorter 

than DLC. It means that a driver needs to take more risks to perform a MLC. Although such 

assumptions can obtain a reasonable successful rate of MLC in simulation, it is not that reasonable 

to represent a real lane change maneuver.   

In this model, no matter vehicle S makes a MLC or DLC, it will follow the same criteria in 

the steps of desire point setting and priority decision making. The only difference is that the 

corresponding actions after vehicle S doesn’t have priority (Fig. 0-5(b)): If vehicle S makes a DLC, 

it will go back to its original road center, and if vehicle S wants to make a MLC, it will not go back 

to the original lane center but rather stay in the current lateral position. In general, when vehicle S 

doesn’t have priority in a MLC, it will have more advantages to finish the MLC lane change in the 
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next chance. According to the priority decision criterion (Eq.(0.7)), a shorter lateral distance w to 

the target lane will have more chances to gain a priority at next chance and finish the MLC. 

Achievement of consensus 

Because a lane change requires a cooperation between vehicle S and vehicle L, one vehicle’s 

decision cannot determine the result of a lane change. For example, even vehicle S believes that 

vehicle S has the priority, it does not mean that vehicle L will have the same priority decision and 

make a cooperation for vehicle S. To simulate such phenomena, the achievement of consensus is 

introduced.  

If the two vehicles arrive at the achievement of consensus, the lane change will be confirmed. 

If vehicle S and L have a conflicting priority decisions, the lane change will not be confirmed, and 

the two vehicles have to repeat the three steps: desire point setting, priority decision-making and 

corresponding actions in the next time interval. The consensus and conflicts based on vehicle S 

and vehicle L’s priority decisions are listed in Table 0-2.  

Table 0-2 Consensus and conflicts based on priority decision of vehicle S and L 

 
Driver S: 

Vehicle S has priority 

Driver S: 

Vehicle L has priority 

Driver L: 

Vehicle L has 
priority 

Vehicle S and vehicle L have 
conflicts: they will repeat the 

procedures, including desire point 
setting, priority decision and 

corresponding action in the next 
time interval. 

Vehicle S and vehicle L achieved 
consensus: Vehicle S gives up the lane 
change request. The lane change is 

confirmed. 

Driver L: 

Vehicle S has 
priority 

Vehicle S and vehicle L achieved 
consensus: Vehicle S successfully 
obtains the right to complete the 
lane change request. The lane 

change is confirmed 

Vehicle S and vehicle L achieved 
consensus: Vehicle S give up the lane 
change request. The lane change is 

confirmed. 

 

In this present lane change execution model, “the lane change is confirmed” means that 

vehicle S and L have arrived at a consensus on a lane change, and the competition between vehicle 

S and L is finished. After that, vehicle L and S will complete the rest lane change process. 
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If vehicle L and vehicle S in the conflicting situation in Table 0-2, they have to repeat the 

procedures, including desire point setting, priority decision and corresponding action in the next time 

interval. Generally, after several tries, one of the vehicles will change its priority decision. In this 

sense, the present lane change execution model is able to describe the dynamical interaction and 

competition process between vehicle S and L in a lane change process. 

Parameter determinations 

In the driver decision-based lane change model, the parameter SELR is introduced to describe 

the different “feeling distance” between lateral and longitudinal distances in a priority decision 

process. The value of 𝑆𝐸𝐿𝑅∗  will be discussed in the first part. Considering lane change is a 

complex procedure, it is impossible to cover all driver’s details and all situations on the road. A 

rational lane change execution model can keep a balance between the realistic and a programmable 

consideration. The rational approximate approaches applied in the simulation are introduced in the 

second part.  

Determination of SELR 

Considering that the gap acceptance model has been widely used in the real traffic situations, 

and that the parameters have been calibrated in different field tests, the value of 𝑆𝐸𝐿𝑅∗ will be 

selected based on the data of gap acceptance model. Although 𝑆𝐸𝐿𝑅∗ includes SELRS and SELRL, 

considering the difference between them is small for a normal driver (type 1 and type 3 in Table 

0-1), the difference can be neglected. 

Generally, the gap acceptance model is developed to evaluate the gap in a lane change 

execution process: if the adjacent gap is longer than a critical gap, the lane change execution is 

acceptable; otherwise, it is unacceptable. In most gap acceptance models[80], an adjacent gap is 

further separated into the lag and lead gap (Fig. 0-7). To merge into an adjacent lane, a gap is 

acceptable only when both the lead and lag gaps are larger than the minimum acceptable ones, 

which are termed as the lead and lag critical gaps respectively [77]. 
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Fig. 0-7 The lag gap and lead gap in a lane change scenario 

Based on the gap acceptance model, the critical gaps for a driver at time t are assumed to have 

the following general expression: 

 𝐺𝑐𝑟,𝑔(𝑡) = exp (𝑋𝑔(𝑡)𝛽′𝑔 + 𝛼′𝑔𝜉 + 𝜖𝑔(𝑡)) (0.8) 

where 𝑔 ∈ {𝑙𝑒𝑎𝑑, 𝑙𝑎𝑔}, 𝜉 is a specific random term which is constant for a given driver, 𝜖𝑔(𝑡) is a 

generic random term. 𝑋𝑔(𝑡) is a set of parameters of gap in the adjacent lane, 𝛼′𝑔 and 𝛽′𝑔 are 

contents. In the gap acceptance models [6,7,11], 𝑋𝑔 is considered as a function of the relative 

speed ∆𝑣𝑔(𝑡) of the vehicle S with respect to the vehicle L in the target lane, which can be 

expressed in Eq. (0.9): 

 𝑋𝑔(𝑡)𝛽′𝑔 = 𝛾′𝑔  + 𝛿′𝑔∆𝑣𝑔(𝑡)  (0.9) 

where 𝛾′𝑔  and 𝛿′𝑔  are constants which are determined by field test, whose values applied in 

different studies are summarized in Table 3. 

Table 0-3 Parameters of gap acceptance models 

Study 𝛾′𝑙𝑒𝑎𝑑 

𝛿′𝑙𝑒𝑎𝑑 

𝛾′𝑙𝑎𝑔 

𝛿′𝑙𝑎𝑔 Averag

e speed 

𝑣𝑎 

(m/s) 

If leading 

vehicle  

faster 

If leading 

vehicle  

slower 

If lag 

vehicle  

faster 

If lag 

vehicle  

slower 

Interstate 93 at the Central 

Artery, Bistin [80] 
0.665 -0.412 1.69 0.172 0.177 16.9 

I-395 Southbound in 

Arlington,VA [7] 
1.353 -2.700 -0.231 1.429 0.471 15.6 
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Interstate 395 (I-395) 

Southbound in Arlington, 

Virginia [194] 

1.54 -6.21 -0.130 1.43 0.640 15.75 

Lankershim Boulevard 

[195] 
2.38 -0.0221 1.44 0.263 12.4 

Lankershim Boulevard 

[196] 
2.31 -0.0482 1.51 0.0314 10.32 

 

The random terms 𝜖𝑔(𝑡)  and 𝛼′𝑔𝜉  are used to describe each driver’s behavior in the 

observation. Considering in this study, only the average relationship between critical gap and 

relative speed is required, then from a statistical point of view, the random terms 𝜖𝑔(𝑡) and 

𝛼′𝑔𝜉 can be neglected. Thus, the critical gap can be simplified as: 

 𝐺𝑐𝑟,𝑔(𝑡) = exp (𝛾′𝑔  + 𝛿′𝑔 ∆𝑣𝑔(𝑡) ) (0.10) 

According to the definition of critical gap, it is assumed that when the lag-gap equals to the 

critical one (Fig. 0-7), vehicles L and S will have the same priority to reach their own desire points. 

In such a case, vehicles L and S will satisfy the following relationship based on Eq. (0.7): 

 
𝐸𝐿𝑅𝑆∗ ∗ 𝑤 + 𝑑∗

𝑣𝑙𝑜𝑛_𝑆
=
𝑑∗ + 𝐺𝑐𝑟,𝑔 + 𝑙S 

𝑣𝑙𝑜𝑛_𝐿
 (0.11) 

Generally, 𝑆𝐸𝐿𝑅∗ is related to vehicle S’s speed, it is assumed in this study as a quadratic 

function of the longitudinal speed of vehicle S, i.e., 𝑆𝐸𝐿𝑅∗ = 𝑎(𝑣𝑙𝑜𝑛_𝑆)
2
+ 𝑏𝑣𝑙𝑜𝑛_𝑆 + 𝑐, where a, 

b and c are the constants to be calibrated by comparing with existing gap acceptance models. Since 

the lateral distance w, vehicle S’s lateral speed 𝑣𝑙𝑎𝑡_𝑆
∗  and vehicle L’s longitudinal speed 𝑣𝑙𝑜𝑛_𝐿 are 

not included in the gap acceptance models, they are selected as w = 1.8m [197], 𝑣𝑙𝑎𝑡_𝑆
∗ = 0.5 𝑚/𝑠 

for general cases [198,199], while 𝑣𝑙𝑜𝑛_𝐿 is considered as an average speed 𝑣𝑎 taken from the gap 

acceptance models listed in Table 0-3. To conduct the regression analysis, the value of 𝑣𝑙𝑜𝑛𝑆  is 

selected in the range of [0.7𝑣𝑎, 2𝑣𝑎]. The position of desire point is based on vehicle S’s lateral 

speed limitation, thus 𝑑∗  can be determined as 
𝑤

𝑣𝑙𝑎𝑡_𝑆
∗  

𝑣𝑙𝑜𝑛_𝑆 . Therefore, the regression analysis 
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equation to determine 𝑆𝐸𝐿𝑅∗ can be shown in Eq. (0.12), and the regression results are provided 

in Table 4.  

[𝑤𝑣𝑙𝑜𝑛_𝐿𝑎 +
𝑤

𝑣𝑙𝑎𝑡_𝑆
∗ (𝑣𝑙𝑜𝑛_𝐿 − 1)] 𝑣𝑙𝑜𝑛_𝑆 + 𝑐𝑤𝑣𝑙𝑜𝑛_𝐿

1

𝑣𝑙𝑜𝑛_𝑆
+ (𝑏𝑤𝑣𝑙𝑜𝑛_𝐿 − 𝑙𝑠)

= 𝐺𝑐𝑟,𝑙𝑎𝑔 

(0.12) 

 

Table 0-4 Parameters selection based on the gap acceptance 

Study 
Fitting parameter sum of the 

squared 
errors 

R-square 

Root mean 
square 
deviation 

 a b c 

Interstate 93 at the 
Central Artery, 
Bistin[80] 

0.126
4 

-1.442 11.2 0.02196 0.9999 0.01784 

I-395 Southbound 
in Arlington,VA[7] 

0.153
7 

-2.224 21.44 3.29 0.9931 0.1912 

Interstate 395 (I-
395) Southbound 
in Arlington, 
Virginia[194] 

0.147
0 

-1.933 18.09 2.52 0.9943 0.1712 

Lankershim 
Boulevard[195] 

0.178
4 

-1.396 8.557 0.568 0.9991 0.0761 

Lankershim 
Boulevard [196] 

0.195 -0.536 
0.448
6 

0.0018 0.9996 0.0043 

 

As shown in Table 5-4, the large values of R-square and the small values of the sum of the 

squared errors and root square deviation demonstrate that the assumption of 𝑆𝐸𝐿𝑅∗ is acceptable, 

with which the simulation results based on the present decision-based lane change execution model 

agree well with those provided by the gap acceptance models.  

Approximation of other factors 

A lane changing in reality is a complex process. It will be very hard to cover a driver’s 

performance and traffic situations. Considering this, a rational lane change execution model shall 
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keep a balance between the realistic and a programmable consideration. Fig. 0-8 (a) and (b) 

illustrate a typical lane change procedures in a real situation and a simplified case, respectively. In 

order to better reflect the real situation while keeping the simulation in a rational realm, three 

assumptions are made in this lane change execution model:  

 

 

Fig. 0-8 Timelines at real situation and simulation model  

 

 The first one is the exclusion of the pre-Lane-Change (pre-LC) behaviors. In a real lane change 

scenario, vehicle S will take some actions before lane change, such as turning on the signal 

light, or making a slight lateral movement toward the lane mark, etc., which can be considered 

as the pre-LC behaviors and be a part of a lane change process. However, considering that the 

factors influencing the pre-LC behaviors are hard to be quantified, they are ignored in this LC 

execution model as most gap acceptance model did [7,76,200]. 
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 The second one is that the process of setting desire point for both drivers S and L are at the 

same time. Theoretically, driver L is passive in a lane change process, and not able to realize 

the lane change until vehicle S has started lateral movement. As a result, drive L usually starts 

to set the desire point and makes priority decision a little later than driver S does. However, 

considering that such a time period is very short and unstable, this time difference is neglected. 

As a result, vehicle S and vehicle L will start to set desire point at the same time in this model.  

 The third assumption is that the observation frequencies for drivers L and S are constants. 

Theoretically, whenever driver S observes vehicle L through the side mirror, it can be 

considered as a priority decision-making. In this sense, the decision-making frequency for 

driver S is the frequency to view side mirror. However, driver L‘s observation is continuous 

through the front view. Thus, vehicle L is able to update its priority decision simultaneously. 

To unify the drivers’ observation frequency, the decision-making frequencies in this model are 

considered as 1 Hz and 3 Hz for vehicles L and S, respectively.  

Simulation  

A microscopic simulation program has been developed in MATLAB to fulfill the present lane 

change execution model. The structure of the simulation system is introduced in Section 5.1. The 

simulation results of different scenario will be illustrated in Section 5.2.   

Simulation structure  

The structure of the simulation program is shown in Fig. 0-9, where the traffic rule, road data 

and vehicle generation are the three main inputs of the simulation system. Each vehicle will be 

calculated in the following steps, vehicle logical position updating, lane change request analysis, 

desire point setting, priority decision making, vehicle lateral and longitudinal behaviors updating, 

etc. In each simulation step, each vehicle obtains its surrounding traffic information through the 

observation module, which is constrained by the vehicle’s view scope and frequency. The 

simulation results in each step are stored in the vehicle lane change statistics module, which 

consists of static data and time serious data in order to increase the simulation speed and reduce 

its storage space requirement.  
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Fig. 0-9 Lane change model structure 

 

In this simulation, a set of parameters is assigned to each vehicle to represent different features 

of different vehicles and different drivers. The vehicle’s parameters and corresponding 

descriptions are listed in Table 0-5, which are classified into three categories, including vehicle 

size, lane change parameters and acceleration behavior’s parameters. The lane selection process is 

the decision to consider a lane change and the lane choice for a driver [6]. In this model, the lane 

selection process based on Simulation of Intelligent Transport Systems (SITRAS) [81,93] is 

applied. If a vehicle perceives that the driving conditions in a target lane are better than its current 

lane over a critical value CV, a lane change request is triggered. The critical value CV can be a 

speed advantage or travel time advantage [81]. In this model, the travel time advantage is selected. 

 

Table 0-5 Each vehicle’s static parameters 
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Category Parameter Description 
Value in 

experiment 

Vehicle size 
s Vehicle length N(6.5,0.3) 

ss Vehicle width 2 

Lane change 
parameters 

vlat
S  Driver’s lateral speed N(0.5,0.05) 

dmax_L
L   

The estimated maximum deceleration 
for vehicle L in vehicle L’s view  

N(-3.5,0.1) 

dmax_L
S   

The estimated maximum deceleration 
for vehicle L in vehicle S’s view 

N(-3,0.1) 

amax_S
L   

The estimated maximum acceleration 
for vehicle S in vehicle L’s view 

N(3,0.1) 

amax_S
S  

The estimated maximum acceleration 
for vehicle S in vehicle S’s view 

N(3,0.1) 

a Parameter of ELRS∗ 0.1264 

b Parameter of ELRS∗ -1.442 

c Parameter of ELRS∗ 11.2 

k1 SELRS = k1(a(vlonS)
2
+ bvlonS + c) N(1,0.2) 

k2 SELRL = k2(a(vlonS)
2
+ bvlonS + c) N(1,0.2) 

CV 
Critical value for triggering a lane 

change (second) 
N(15,3) 

Acceleration 

behavior 
parameters 

v0 Optimal longitudinal speed N(30,2) 

α Subject vehicle’s speed parameter N(0.25,0.02) 

β Acceleration sensitivity parameter N(1.25,0.1) 

γ Gap-reducing desire parameter N(0.1,0.01) 

δ Safety-consideration parameter N(60,5) 

ε Relative speed sensitivity parameter N(0.2,0.01) 

 ζ equivalent longitudinal rate N(4,1.5) 

 

A screenshot of the simulation platform is shown in Fig. 0-10. In this study, a four-lane road 

with traffic direction from left to right is considered. To enlarge the simulation length, the road is 

separated into several 500-meter sections for better illustration. The basic road information, such 

as lane number and lane width, can be adjusted for specific applications. The road at the left side 

with blue vertical lines is the buffering zone, where vehicles are not allowed to make lane changes. 

The buffering zone is designed to minimize the effects of initial parameter setting, such as vehicle 

intimal speed. The green vehicles represent those who have a left lane change intention, and blue 
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ones represent those with right lane change wish. The red slope line is the link between vehicle S 

and its desire point. 

 

Fig. 0-10 A screen shot of simulation result 

To facilitate the developed lane change execution model for engineers to operate, a graphic 

user interface (GUI) has been further developed as shown in Fig. 0-11. There are four main 

modules, in this GUI, including simulation control, lane change analysis, vehicle data and 

illustration modules. Through this interface, users can read, analysis and edit each vehicle’s 

parameters during the simulation. 

 

Fig. 0-11 The screen shot of user control interface 

Simulation results 

In order to present the feasibilities and advantages of the driver decision-based lane change 

execution model, a series of traffic cases are simulated.  

Lane change simulation at different traffic situations 

In this study, a 1000-meter four-lane road is considered. The first 300 meters are considered 

as a buffer zone. The simulation time is 20 minutes for each case, and the data starts to be recorded 

at the 5th minute. The generation gap is used to simulate different traffic situations. In this 
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simulation, if the gap is longer than the predefined generation gap at each lane, a new vehicle is 

generated. To simulate the speed differences among different lanes, a 25% larger gap is generated 

at the third and fourth lanes, which are considered as fast speed lanes. The simulation results are 

summarized in Table 0-6, where the first generation gap is for the first two lanes (slow lanes) while 

the second value is for the third and fourth lanes (fast lanes); vehicle number denotes the generated 

vehicles in whole simulation (15 minutes). 

Table 0-6 Lane change simulation results at different generation gaps 

Generation gap (m) 
105/ 

140 

90/ 

120 

75/ 

100 

60/ 

80 

45/ 

60 

30/ 

40 

15/ 

20 

vehicle number 249 282 327 387 481 649 930 

Average speed (m/s) 28.3 27.8 25.2 24.7 23.1 19.0 12.8 

left LC 3 5 7 11 21 57 68 

right LC 3 2 5 12 21 28 28 

LC requests per 
vehicle in 1 km 

0.034 0.036 0.066 0.122 0.220 0.381 2.120 

LC per vehicle in 1 km 0.034 0.036 0.052 0.085 0.125 0.187 0.148 

 

The simulation results show reasonable values at different traffic situations, which is shown 

in Fig. 0-12. When the generation gap decrease, the LC requests increase, since vehicles cannot 

reach their expected speed and will try to improve traffic environment by lane change. When the 

generation gap ranges from 140 m to 40 m, the lane change rate increases as traffic density 

increases. However, when the generation gap further reduces from 40 to 20 m, the lane change 

rate becomes decreasing as majority of lane changes requests is rejected.   



 

A driver decision-based lane change execution model 

111 

 

 

Fig. 0-12 Lane change number per vehicle simulation and field test results at different traffic 

situation 

To verify the present lane change model, the simulation results are compared with the 

vehicle’s lane change data obtained in a field test. Unmanned Aerial Vehicle (UAV) was applied 

to capture the lane change data in the field test. The details of the UAV experiment can be found 

in the authors’ recent study [124], which is briefly summarized in Section 6. The image of the 

experiment road is shown in Fig. 0-13. The test field was selected is the Derenwu No.1 Bridge on 

the S12 highway in China. The UAV altitude is 150 m and the road section length in the video is 

about 300 m. The traffic flow at the bottom four lanes was selected. Because of the UAV’s battery 

limitation, the duration of the experiment video is about 9 minutes. The field test results are 

summarized in Table0-7, which is also compared with the simulation results as shown in Fig. 0-12. 

 

Fig. 0-13 The experiment location (altitude is 150 m) 
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Table0-7 Lane change data from UAV 

 Test1 Test2 Test3 Test4 

Road section length (m) 300 300 300 300 

Time (min) 9 9 9 9 

Vehicle 313 365 405 440 

LC number 6 9 13 16 

LC number per vehicle in 1 km 0.044 0.055 0.068 0.076 

 

In general, the simulation results based on the present model are reasonable and agree well 

with the real traffic situations at different traffic densities. For the higher traffic flow density, no 

field test result is available, as UAV is not allowed to operate in the center city by local law.  

Dynamical lane change execution process  

According to the present lane change model, the lane change execution between vehicle S and 

L is a dynamical process. Currently, none of existing gap acceptance model is able to capture such 

a dynamic process. However, the present model can simulate it. In this section, such a process is 

investigated by the present model by considering two typical scenarios. 

In the first scenarios, vehicle S wants to make a lane change. However, both vehicle S and L 

believe that they have the priority at the beginning. After a while, vehicle L changes its mind and 

slow down to cooperate vehicle S’s lane change request. In this scenario, vehicle L’s longitudinal 

speed data in the real traffic is collected, which is shown in Fig. 0-1(a). At the first 3 seconds, 

vehicle L has the priority and increases its speed to reduce the gap to its leading vehicle. After that, 

vehicle L realizes that it might not have the priority, and then slows down to maintain a longer gap 

to vehicle S. Such a lane change dynamical process has been successfully captured by the present 

lane change model, which is shown in Fig. 0-14(b). 
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(a) (b) 

Fig. 0-14 Vehicle L longitudinal speed changes in a dynamical lane change process. (a) field 

test data, (b) simulation data 

In the second scenario, Vehicle S wants to make a lane change. However, both vehicle S and 

L believe that they have priority at the beginning, but after a while, vehicle S changes its minds 

and turns back to its original lane at the lateral direction. In such scenario, vehicle S’s lateral 

movement is collected, which is shown in Fig. 0-15(a). At the first 8 secs, vehicle S has priority 

and moves toward to the target lane. After that, vehicle S doesn’t have priority, and moves back 

to its original lane. Such a lane change dynamical process has been successfully captured by the 

present lane change model, which is shown in Fig. 0-15(b). Because the lateral speed is considered 

as constant speed in the calculation, the lateral position curve is composed with straight lines.  

  
(a) (b) 

Fig. 0-15 Vehicle S lateral position changes in a dynamical lane change process. (a) field test 

data, (b) simulation data 

In this study, two typical dynamical lane change scenarios are presented to support that the 

lane change decision is a dynamical process. In addition, such dynamical lane change process can 

be simulated in the present model.   

Simulation of MLC and DLC  

Generally, a lane changes is often classified as either MLC or DLC. MLC is performed when 

a driver must leave the current lane, while DLC is performed to improve the driving conditions. 

In gap acceptance models, the critical gap in MLC [9-10,19-20] is smaller than that in DLC, which 

indicates that a driver needs to take more risks to perform a MLC.  
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However, in this model, the MLC and DLC follow the same criteria in a lane change execution 

process. The only difference between MLC and DLC is the following actions of vehicle S when it 

doesn’t have the priority. If vehicle S makes a DLC to the target lane, it will go back to its original 

road center. However, if vehicle S wants to make a MLC to the target lane, it will try to maintain 

its lateral position. 

To directly observe vehicle's lateral behaviors during MLCs, a lane mark recognition 

experiment has been conducted, which is a component of the individual vehicle data collection 

system. As shown in Fig. 0-16(a), the camera marked in the red circle was placed at the rare-side 

part of the vehicle body. The camera is able to capture the lane mark and the tires at the same time 

(Fig. 0-16 (b)). In Fig. 0-16 (b), the red dotted line is the recognized lane mark at the current frame, 

the two green dotted lines in Fig. 0-16 (b) are the distance between the front tire and lane mark 

and the distance between rear tire and lane mark, respectively. The number shows the measured 

distances in the unit of pixels. For example, in Fig. 0-16 (b), the distance from the lane mark to the 

front and rear tires are 62 pixels and 216 pixels, respectively. 

In this experiment, the testing vehicle was required to make MLCs. Two records of the MLCs 

trajectory data are shown in Fig. 0-16. In the first one, the target lane was free, and thus the vehicle 

was able to successfully move to the target lane. However, in the second MLC test, there was a 

truck in the target lane (Fig. 0-16 (b)). The testing driver had to slow down and enter the gap behind 

the truck. Fig. 0-17 shows the collected data of distances from the vehicle tires to the lane mark 

during the two MLCs. It shows that the second lane change has a pause at the lateral distance 

within the period from 4 sec to 8 sec, in which the testing vehicle was maintained at its lateral 

position (about 60 pixels in Fig. 0-17 (a), and about 18 pixels in Fig. 0-17 (b). 
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(a) (b) 

Fig. 0-16 Lane mark recognition experiment. (a) The camera position on the test vehicle, and 

(b) the results of lane mark recognition of a frame 

 

  

(a) (b) 

Fig. 0-17 Lane mark recognition results. (a)Distance between lane mark and front tire, and (b) 

distance between lane mark and rare tire 

The field test result shown in Fig. 0-17 is a typical example to illuminate the applied 

assumption, i.e., when a lane change fails, the vehicle in the MLC will stay at its current lateral 

position and wait for a next opportunity. 

To prove the present simulation method can get a reasonable MLCs success rate, a simplified 

contrast test for the MLC and DLC was designed. The first group consider that all lane change are 

MLC, the other group consider that all lane change are DLC. The simulation duration is 20 minutes. 
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Generation gap is 75/100. The experiment results are shown in Table 0-8. The results show that at 

the first attempt, MLCs and MLCs have almost same lane change success rate. However, in the 

second attempt, almost all MLCs can obtain the opportunity to finish lane change. Therefore, the 

present simulation of MLC and DLC is able to get a reasonable MLC success rate in simulation. 

Therefore, the proposed interpretation of MLC and DLC is rational.  

Table 0-8 Lane change success rate on MLC and DLC 

Group 
number 

MLC 

(success times/all requests) 

DLC 

(success times / all 
requests) Attempt 1 Attempt 2 Attempt 3 

1 110/154 43/44 1/1 107/150  

2 114/142 28/28 - 111/130 

3 103/134 31/31 - 94/120 

Observation limitation simulation 

In a complex traffic situation a driver will possibly overlook some vehicles around due to the 

blind spot and human errors. For example, during a lane change process, vehicle S needs to observe 

multiple vehicles simultaneously. As illustrated in Fig. 0-18, during a lane change, execution, 

vehicle S is considering vehicles Lt, Lc, L, and vehicles S1 and S2 simultaneously. As previously 

stated, each vehicle obtains its surrounding traffic information through the observation module, 

which is limited by the vehicle’s view scope and frequency. Thus, it is possible that vehicle S 

might miss some vehicles during this process in a real situation. By adjusting the setting of 

observation module, the present model is able to simulate such observation limitations. To this 

end, a blind spot assistant system (BSAS) experiment is designed in this simulation. 

 

Fig. 0-18 The vehicles required to be observed by driver S 

Theoretically, the BSAS can reduce human errors in the blind spot observation during a lane 

change. To quantify the influence of BSAS, two simulations are designed. In the first one, each 
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driver is able to perfectly observe nearby traffic situations with the help of BSAS. In the second 

case, it is assumed that 5% vehicles are not able to fully observe the lane change vehicles targeting 

the same gap (assume vehicle S will overlook vehicle S1 and S2 in Fig. 0-18). In this simulation, 

the simulation duration time is about 2 hours, and the generation gap is set as 75/100. The 

simulation results are listed in Table 0-9. Based on the two simulations, the BSAS can improve 

the driving safety by about 0.063% to 0.16% per vehicle per Km. Notes that such a BSAS 

simulation is only an example to exhibit the ability of the model in quantitative evaluating the 

effects of safety improving devices. 

Table 0-9 Traffic crash rate with and without BSAS 

Group 
number 

With BSA 

(Accident per vehicle) 

Without BSA 

(Accident per vehicle) 

1 0/3954 2/3200 (0.063%) 

2 0/3304 6/3694 (0.16%) 

3 0/2966 3/3612(0.083%) 

Conclusions 

A proposed lane change execution model has been developed in this chapter to describe the 

leading and subject vehicle’s behaviors in a lane change process. A lane change execution can be 

considered as a driver’s decision making process, which contains four main steps, including desire 

point setting, priority decision-making, corresponding actions and achievement of consensus 

analysis. The simulation results agree well with the field test results at different traffic scenarios. 

Compared with traditional lane change simulations, the present model has the following four 

significant characteristics:  

 The proposed lane change execution model is based on driver’s decision. Each Driver’s lane 

change execution process is based on driver’s personal criteria and judgments.  

 In addition to the longitudinal dimension, one more dimension, the lateral dimension, has been 

accounted for by introducing the concept of a feeling distance. 

 This model is able to describe dynamical lane change execution process.  

 A more reasonable simulation and interpretation of the MLC and DLC is fulfilled. 
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Although the simulation results demonstrate the high potential of the present model in the 

driver behavior analysis and microscopic traffic analysis, the following factors may need to be 

considered in our future work to further improve the model: 

 Driver decisions in a lane change are very complex. Besides the lateral and longitudinal 

distances, many factors may influence a driver’s feeling distance, such as lane mark, vehicle 

size and view scope etc. To better reflect the driver decisions in a real lane change process, 

those factors might need to be considered. 

 To accurately calibrate the parameters used in the model, more tests need to be conducted for 

different traffic situations, geographic regions, and cultures. 

 

 

 

 

 

 

 

 

 

Reverse lane change simulation 

The information on incident-induced traffic flow, such as reduced road capability, waiting 

time, and queue length estimation etc., is important for accurate traffic simulation and prediction 

in OMITS, as it will provide the OMITS with optimized routing and navigating services for users. 

However, very few efforts have been found in the literature to obtain such information by 

microscopic traffic simulations. This chapter proposes a reverse lane change model to simulate 

driver behaviors during a reverse lane change process at a two-way-two-lane road section where 
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one lane is blocked by a traffic incident. In this model, the road nearby the incident location is 

divided into different regions for subject and lag vehicles’ prospective to fulfill their lane change 

requirements. By introducing the concept of passing section’s direction, the present reverse lane 

change model is classified into two scenarios: (1) the passing section’s direction is the same as 

target lane, and (2) the passing section’s direction is inverse to the target lane. Correspondingly, 

two passing section’s impact factors are introduced to describe a driver’s different decision 

making criteria for the two situations. Finally, a microscopic simulation program is developed 

with the MATLAB, to demonstrate and validate the present model. Three different groups of 

passing section’s impact factors are simulated.  

Introduction 

Traffic congestion can be broadly classified as recurrent or non-recurrent based on its relation 

with daily variation of traffic demand [25]. The recurrent congestion is mainly caused by the 

unbalance between traffic demand and road network capacity. The non-recurrent traffic congestion 

mainly results from traffic incidents such as accidents, vehicle breakdowns or any other scenarios 

that impedes the normal traffic flow. According to Federal Highway Administration (FHWA), 

approximately 60% of the delays are caused by non-recurrent incidents, such as stalled vehicle, 

highway debris, and collisions [201,202]. Comparing with the recurrent traffic congestion, the 

non-recurrent traffic congestion has more effects on the short time traffic prediction and also 

residents’ daily lives as well. As an important component of traffic flow, the incident-induced 

traffic greatly affects travel time prediction and incident management [203,204].  Therefore, it is 

necessary and important to quantify incident negative effects, such as road capability reducing and 

travel time delaying. 

Currently, modeling incident-induced lane traffic maneuvers remains challenging in the field 

of traffic flow theory [204]. Various issues caused by lane-blocking incidents have resulted in 

many difficulties in traffic control and management [205–207]. Compared with incident-free 

situation, the traffic flow blocked by an incident decreases the road capacity and thus generates 

unusual queue lengths and delays in the upstream of the incident location. From driver behavior’s 

point of view, the effects of rubbernecking and driving pressure in trying to pass an incident site 

will also increase the complexity in incident traffic analysis [208,209]. In addition, subsequent 
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lane changes may further generate other traffic phenomena, such as secondary accidents and 

spillback events [210]. Therefore, understanding a driver’s behavior in an incident-induced traffic 

scenario and further modeling such phenomenon have significant meaning in advancing traffic 

control and management. 

Microscopic traffic behavior modeling has gained increasing recognition for its ability to 

accurately reproduce incident-induced lane traffic dynamics, particularly in simulating the lane 

changing behavior during incident-induced lane traffic jams [211,212]. Janowsky and Lebowitz 

[213] applied the asymmetrical simple exclusion process  by using a unique transition probability 

to characterize incident-induced traffic jams on a one-dimensional lattice. Nagatani [214] extended 

this asymmetrical simple exclusion model for two-lane highway incident cases. Kurata and 

Nagatani [215] employed an optimal velocity model to generate a two-lane traffic model in which 

the symmetrical lane-changing rules were adopted to investigate incident-induced traffic 

congestion. Kerner et al. [216] proposed parameter-rich microscopic models to investigate spatial-

temporal traffic congestion patterns of highway bottlenecks, and discussed the effects of lane 

changes on the structure of highway bottlenecks and moving traffic jams. This was followed by 

the development of a cellular automation (CA)-based traffic model by Zhu et al. [217], in which 

the symmetrical and asymmetrical lane-changing rules proposed by Chowdhury et al. [218] were 

utilized to improve the model’s ability to characterize incident-affected lane changing. Sheu [204] 

modeled inter-lane and intra-lane traffic maneuvers in lanes arterial lane blocking incidents, where 

the effects of lane blocking incidents on lane traffic behavior, including car-following and lane 

change behaviors were investigated. Some driver behavior studies, which did not focus on incident 

cases, are able to simulate simple incident-induced traffic scenarios [79,82,85]. 

When an incident happens on a multiple-lane road, the traffic flow has to make a lane change 

to pass the incident position (Fig. 0-1 (a)). In such a scenerio, a driver will make a lane change at 

the upstream of the incident position and may make DLC after passing the incident. Such a traffic 

incident passing has been modeled in the literature [104,219,220]. 
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(a) 

 

(b) 

Fig. 0-1 Two types of traffic incident scenarios; (a) an incident happened on a multiple-lanes 

road, and (b) an incident happened on a two-lane-two-way road 

When an incident happens on a two-lane-two-way road and blocks one of the lanes, vehicles 

have to temporarily use the reverse lane to pass the incident, which is a very common phenomenon 

in the distribution roads as shown in Fig. 0-1 (b). Such type of incident is not limited to an accident, 

any objects that block the road, such as a temporarily stopped vehicle, can be considered as an 

incident. Differently from the incident in a multiple-lane-flow as shown in Fig. 0-1 (a), to pass an 

incident in a two-lane-two-way traffic flow, vehicles have to share a lane section as highlighted in 

Fig. 0-1 (b), which is defined as a “passing section” in this study. A vehicle in the incident lane 

has to make two consecutive lane changes to pass the incident. This two consecutive lane changes 

are named as reverse lane change. Since a driver has to make more interactions with other vehicles 

in the reverse lane to obtain the priority to use the passing section, the reverse lane change shown 

in Fig. 0-1 (b) is different with a conventional lane change or the one shown in  Fig. 0-1 (a). To 

the authors’ knowledge, no relevant driver behavior analysis or microscopic simulation method 

has been developed yet to simulate such a reverse lane change. In this chapter, based on the 

analysis on driver behavior [148], and the basic concepte of driver decision-based lane execution 

change model [181], a proposed reverse lane change model is introduced.  

The remainder of this chapter is organized as follows. Section 6.2 will clarify the research 

scope of the reverse lane change model. In Section 6.3, the road around the incident location will 

be classified into different regions to better understand a vehicle’s behavior in a reverse lane 

change. Section 6.4 will introduce the driver-decision making model designed for the reverse lane 

change process. Parameter selections and data collections will be discussed in Section 6.5. Based 

on the present reverse lane change model, a microscopic simulation program will be developed 
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with MATLAB. Several cases will be simulated and discussed in Section 6.6. Finally, conclusions 

will be provided in Section 6.7. 

System specification 

Similarly to a conventional multiple-lane change scenario, four vehicles will be involved in a 

reverse lane change process as illustrated in Fig. 0-2. A reverse lane change subject vehicle (S) 

plans to make a lane change to the passing section. The lag vehicle (L) in the opposite lane has to 

share the passing section with vehicle S. To be consistent with a conventional lane change scenario, 

the lane with incident is named as the current lane and the opposite is named as target lane; the 

leading vehicles of S and L are Lc and Lt, respectively. 

 

Fig. 0-2 Notations of the vehicles during a reverse lane change 

By following the driver decision-based lane change model, the concept of “competition” 

between vehicle S and L is applied in this reverse lane change scenario to obtain the priority to 

pass the passing section. The status of leading vehicles Lc and Lt are considered as parameters 

affecting the interactions between vehicle S and L. In addition, three basic assumptions are 

proposed to facilitate the reverse lane change process: 

 There is no traffic management or instruction nearby the incident position, which means that 

the behavior of vehicles L and S will based on their own decisions. The clearance of this traffic 

regulation is trying to understand and simulate driver’s behavior at the incident location. 

 Only one vehicle queue in one direction is allowed to occupy the passing section at a time. The 

scenario of two vehicles with direct direction drive on the passing section at the same time 

shown in Fig. 0-3 (a) will not be considered in this study. In Fig. 0-3, the black boxes denote 

the incident position; the white boxes represent moving vehicles; arrows indicate a vehicle’s 

driving directions. 

 Each vehicle will follow their original order in a reverse lane change, which means that the 

vehicles’ order in a lane (S following Lc and L follow Lt) will not change. The cases shown in 
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Fig. 0-3 (b) that vehicle A passes its original leading vehicle B during a reverse lane change 

will not be considered in this simulation. 

  

(a) (b) 

Fig. 0-3 Excluded scenarios in this study. (a) Two vehicles at the “passing section”; and (b) 

Vehicle order change during a reverse lane change.  

Region analysis for Vehicle S and L 

In a reverse lane change, the road nearby the incident location can be separated into different 

regions to fulfill the lane change of vehicle S. In this section, different road regions for vehicle S 

and L are introduced respectively.  

Regions for vehicle S 

From the vehicle S’s perspective, the road section near an incident location can be classified 

into six different regions, including irrelevant region, competition region, wide-view region, 

dilemma region, passing section and Minimum turning back region. Where vehicle S will perform 

differently. Fig. 0-4 illustrates such six different regions for vehicle S.  

 

Fig. 0-4 Region analysis for vehicle S 
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Irrelevant region 

As shown in Fig. 0-4, there are two irrelevant regions for vehicle S. The first one is located at 

the upstream of incident location and the second one is at the downstream. Vehicle S will not take 

any specific actions in these two irrelevant regions. In the upstream irrelevant region, since there 

is a large gap between vehicle S and the incident location, vehicle S needs a closer distance to 

confirm the incident location and obtain more detailed information before taking subsequent 

actions. While in the downstream irrelevant region, after vehicle S passed the incident location 

and turned back to the current lane, vehicle S completes its lane change process and will not take 

further actions related to the incident.  

Competition region  

In the competition region, vehicle S will set the desire points, make priority decisions, take 

corresponding actions, and judge consensus with vehicle L. The details will be described in Section 

6.4.  

Wide-view region 

As shown in Fig. 0-4, the wide-view region is located in the target lane and next to the 

competition region. There are two reasons that motivate vehicle S shifting from the competition 

region to the wide-view region: (1) to obtain a larger view scope. Since only the target lane can be 

used to pass the incident, vehicle S will try to obtain more traffic information in the target lane. As 

the driving direction of vehicle S is different from those in the target lane, a much wider view 

scope will be required for vehicle S than that in a conventional lane change. As shown in Fig. 0-5,, 

vehicle S will possess a wider view scope on the target lane in the wide-view region than it will 

have in the competition region; and (2) vehicle S will have more advantage in the priority decision-

making. From vehicle S’s point of view, shifting from the competition region to the wide-view 

region is an initial step to obtain the priority to enter the passing section. More detailed descriptions 

of the corresponding actions in this region will be discussed in Section 6.4.  
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Fig. 0-5  View scope difference between wide-view and competition regions 

Dilemma region 

As shown in Fig. 0-4, the dilemma region is located between the incident location and the 

competition region. Generally, vehicle S will not enter into such a region in a reverse lane change 

for two considerations. Firstly, it will be hard for vehicle S to make a lane change to the passing 

section if it hits into the dilemma region. Usually, a minimum distance is required for vehicle S to 

make a smooth lane change. Thus if vehicle S is not able to obtain the priority to enter the passing 

section, it will stop at the right end of competition region rather than hit into the dilemma region. 

Secondly, vehicle S will try to maintain a proper distance to the incident location for safety 

considerations as an incident may involves unexpected dangers. 

Passing section 

As shown in Fig. 0-4, the passing section is located beside the incident location. In this section, 

only vehicles in one direction can occupy the passing section at one time, which also means that 

when one side of vehicle has entered the region, the opposite vehicles have to wait outside of the 

passing section. The left and right sides of the passing section are determined by the length of 

dilemma region and the minimum turning back region, respectively. 

Minimum turning back region 

As shown in Fig. 0-4, the minimum turning back region is located next to the incident location. 

When vehicle S passed the incident location, it will turn back to the current lane to avoid any 

collision from the target lane traffic flow. The length of the minimum turning back region depends 

on the size and its steering system of vehicle S.   
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Regions for vehicle L  

Since vehicle L in the target lane has to share the passing section with the vehicles in the 

current lane, it will consider the interruption from vehicles in the current lane. Based on vehicle 

L’s actions in a reverse lane change process, the road in the target lane can also be separated into 

different regions corresponding to those in the current lane for vehicle S. According to this 

definition, vehicle L will continuously pass the irrelevant region, competition region, passing 

section and irrelevant region in a reverse lane change, which is shown in Fig. 0-6, 

 

Fig. 0-6 Region analysis for vehicle L 

Compared with the different regions that vehicle S needs to drive through in order to pass an 

incident, there is no turning back region and dilemma region for vehicle L, as it does not need to 

make a lateral movement. Since vehicle L can easily observe the current lane’s information, no 

wide-view region is necessary for vehicle L either. However, because the passing section is the 

intersection part for both vehicle S and L, the passing section for L and S is located the same 

position.  

Driver decision-based execution model for a reverse lane change 

Both vehicle S and L in their competition region will try to obtain the priority to enter the 

passing section. Based on the driver decision-based lane change execution model [181], vehicle L 

and S will also follow the four steps: desire point setting, priority decision-making, corresponding 

actions and achievement of consensus (Fig. 0-7). Each step has been specifically designed for a 

reverse lane change scenario. 
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Fig. 0-7 Structure of driver decision-based lane change execution model 

Desire point setting 

Similar to a desire point in a conventional lane change, the Desire Point (DP) in the reverse 

lane change is an estimated intersection point that vehicle S and L will drive through to pass the 

incident. Before arriving at their individual DPs, there is no overlap between vehicles L and S’s 

trajectories. When they arrive at their DPs (may not at the same time), vehicle L and S have to 

decide that who has the priority to use the overlapped road section. As previously stated, the 

passing section belongs to an overlapped region. Fig. 0-8 shows that vehicle S and L’s DPs are 

located at the left and right sides of the passing section. To simplify the analysis, it is assumed that 

vehicle L will not take any lateral movement during a lane change. Thus, the desire point of vehicle 

L is located in its extend line side boundary. It is assumed that the lateral distance between vehicle 

S and the desire point is w (Fig. 0-8). 

In a reverse lane change process, the positions of DP are affected by vehicle S’s speed. At a 

higher longitudinal speed, vehicle S needs a longer longitudinal distance to finish the two 

consecutive lane changes.  In other words, the distance between vehicle S’s DP and the passing 

section’s left edge needs to be longer as vehicle S’s speed increases.  Similarly, the distance 

between vehicle L’s DP and the passing section’s right edge needs to be longer as vehicle S’s 

speed increases (Fig. 0-8). 
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Fig. 0-8 Desire points in a reverse lane change scenario 

It is worth noting that 𝐷𝑃𝑆
∗ is the desire point from vehicle S; ∗∈ {𝐿, 𝑆} reflects different point 

of views from different vehicles, i.e., 𝐷𝑃𝑆
𝐿  represents the desire point of vehicle S based on vehicle 

L's decision while 𝐷𝑃𝑆
𝑆 represents the desire point of vehicle S based on vehicle S's decision. In 

the following, all the terms with the superscript * are defined in this way. 

Since the passing section is the shortest overlapped region of the routes of vehicle S and L, 

assuming that when vehicle S’s speed is zero, the longitudinal position of the 𝐷𝑃𝐿
∗  for a vehicle L 

is located at the right side of the passing section, and the longitudinal position of 𝐷𝑃𝑆
∗ for vehicle 

S is located at the left side of the passing section. Thus the longitudinal distance 𝑑𝑆
∗ between 𝐷𝑃𝑆

∗ 

and vehicle S is expressed in Eq. (6.1), and the longitudinal distance 𝑑𝐿
∗  between 𝐷𝑃𝐿

∗ and vehicle 

L is expressed in Eq. (6.2).  

 𝑑𝑆
∗ = −𝑥𝑆 − (

𝑤

𝑣𝑙𝑎𝑡_𝑆
∗ ∙ 𝑣𝑙𝑜𝑛_𝑆 + 𝑑𝑑

∗ ) (0.1) 

 

 𝑑𝐿
∗ = 𝑥𝐿 − (

𝑤

𝑣𝑙𝑎𝑡_𝑆
∗ ∙ 𝑣𝑙𝑜𝑛𝑆 + 𝑑𝑡

∗) − 𝑑𝑖 (0.2) 

where, 𝑑𝑆
∗ is the longitudinal distance between vehicle S and its DP. 𝑥𝑆 is the longitudinal positon 

of vehicle S, w is the lateral distance between vehicle S and its desire point. 𝑣𝑙𝑎𝑡_𝑆
∗  is the expected 

lateral speed of vehicle S. 𝑣𝑙𝑜𝑛_𝑆 is the longitudinal speed of vehicle S,  𝑑𝑑
∗  is the expected length 
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of dilemma region,  𝑑𝐿
∗  is the longitudinal distance between vehicle L and its DP. 𝑥𝐿  is the 

longitudinal positon of vehicle L, 𝑑𝑡
∗ is the length of minimum turning back region. 

To describe the relationship between vehicle S and DP at the lateral direction, w is defined as 

negative when vehicle S passed the DP’s lateral position; while before vehicle S reaches its DP’s 

lateral position, w is defined as positive. 

 

Priority decision with different passing section directions 

After their desire points are determined, both vehicle S and vehicle L need to decide that who 

will have the priority to firstly arrive at their own desire points and pass the passing section. By 

introducing the concept of passing section’s direction, the reverse lane change is classified into 

two situations. Correspondingly, two priority decision rules are presented for different directions 

of the passing section. A special interaction between vehicle S and L is discussed. 

Direction of passing section 

As only one direction traffic flow is allowed to pass the passing section at one time, the passing 

section’s direction is thus defined as vehicles driving directions, which is illustrated in Fig. 0-9.If 

the passing section’s direction is the same as target lane (Fig. 0-9(a)), vehicle S has to break the 

current traffic flow before entering the passing section. When the passing section’s direction is 

same with current lane’s direction, vehicle L has to break current traffic flow before entering the 

passing section, but vehicle S just follows its leading vehicle to enter the passing section. 

 

(a) 
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(b) 

Fig. 0-9 Two situations based on the passing section’s direction.  

Priority decision criteria 

Compared with the conventional lane change, there are two criteria for priority decision. One 

is designed for the situation that the passing section’s direction is the same to the target lane’s 

direction, and the other one is applied for the situation that the passing section’s direction is the 

same with the current lane’s direction.  

In the first situation (shown in the Fig. 0-9 (a)), the traffic flow in the passing section is from 

the right to the left in the target lane. In such a case, since vehicle S has to break the original traffic 

flow in the target lane before entering the passing section, while vehicle L only needs to maintain 

the original traffic flow and follow its leading vehicle to entering passing section, vehicle L has 

more advantages than vehicle S in the priority decision. To describe such advantage for vehicle L, 

a parameter r1 is introduced. Accordingly, the priority decision making criterion can be 

mathematically expressed in Eq. (6.3), where priority decision is 1 means that vehicle L has 

priority and verse vise. 

 𝑃𝑟𝑖𝑜𝑟𝑖𝑡𝑦 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

{
 

     1         
𝑟1 ∙ (𝑆𝐸𝐿𝑅∗ ∙ 𝑤 + 𝑑𝑆

∗)

𝑣𝑙𝑜𝑛_𝑆
≥

𝑑𝐿
∗

𝑣𝑙𝑜𝑛_𝐿

  

 
 

0
      

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (0.3) 

where 𝑆𝐸𝐿𝑅∗ is Equivalent Lateral Rate of vehicle S. r1 is a parameter representing that the 

passing section’s direction is the same as that in the target lane. w is the lateral distance between 

vehicle S and its desire point. 𝑑𝑆
∗  is the longitudinal distance between vehicle S and its desire point. 
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𝑑𝐿
∗  is the longitudinal distance between vehicle L and its desire point. 𝑣𝑙𝑜𝑛_𝑆  and 𝑣𝑙𝑜𝑛_𝐿  are 

longitudinal speed  of vehicle S and L respectively. 

Similarly, when the direction of pass section is the same as current lane (shown in Fig. 0-9 

(b)), the priority decision making criterion can be expressed in Eq. (6.4).  

 𝑃𝑟𝑖𝑜𝑟𝑖𝑡𝑦 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

{
 

     1         
𝑟2 ∙ (𝑆𝐸𝐿𝑅∗ ∙ 𝑤 + 𝑑𝑆

∗)

𝑣𝑙𝑜𝑛_𝑆
≥

𝑑𝐿
∗

𝑣𝑙𝑜𝑛_𝐿

  

 
 

0
      

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (0.4) 

where r2 is a parameter representing that the passing section’s direction is the same as that in the 

current lane. 

Notes that r1 and r2 are two parameters affecting the priority decision during a reverse lane 

change. From driver S’s perspective, a larger value of r1 reflects two disadvantages of vehicle S 

in the priority decision. The first one is that vehicle S does not have the road right on the target 

lane, and the second one is that vehicle S has to break the original traffic flow. Therefore, when r1 

is large, vehicle has less chance to obtain the priority to enter the passing section. Similarly, while 

the parameter r2 includes one advantage and one disadvantage in the priority decision. The 

advantage is that vehicle S only follows its leading vehicle to pass the incident, and doesn’t need 

to break the original traffic flow. The disadvantage is that vehicle S doesn’t have the road right on 

the target lane. When r2 is large, vehicle has less chance to obtain the priority to enter the passing 

section. 

Different combination of r1 and r2 can describe different situations in a reverse lane change 

process. If a vehicle is sensitive with the passing section’s direction, r1 will be large and r2 will be 

small, which means that the vehicle has strong wish to keep the original traffic flow and try to 

avoid to break it, and vise verse. 

Corresponding actions 

After the priority decisions are determined, vehicle S and vehicle L will take corresponding 

actions based on their decisions. In this section, the behaviors of vehicle S and vehicle L will be 

introduced respectively.  
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After a priority decision is made by vehicle S, two different behaviors might exist based on 

its priority decisions, which are illustrated in Fig. 0-10. The dotted lines indicate vehicle S’s 

considered leading vehicles, and red line indicate a stop sign for vehicle S. As shown in Fig. 0-10, 

when vehicle S has the priority, it will consider Lc as its leading vehicle, and has the priority to 

enter the passing section. If vehicle S doesn’t have the priority, it will give up the current lane 

change plan and stop before the red line.  

 

(a) 

 

(b) 

Fig. 0-10 Vehicle S’s corresponding behaviors.(a) Vehicle S has priority, (b) Vehicle S 

doesn’t has priority 

 

(a) 
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(b) 

Fig. 0-11 Vehicle L’s corresponding behaviors. (a) Vehicle L has priority, (b) Vehicle L 

doesn’t has priority 

 

After a priority decision is made by vehicle L, two different behaviors might exist based on 

its priority decisions, which are shown in Fig. 0-11. When vehicle L has priority, it will consider 

Lt as its leading vehicle. While, if vehicle L doesn’t have priority, it will plan to stop before the 

𝐷𝑃𝐿
𝐿 point and wait for another opportunity to enter the pasting section.   

 

Achievement of consensus 

If two vehicles arrive at certain achievement of consensus, the lane change will be confirmed. 

If vehicle S and L have a conflicting priority decisions, the lane change will not be confirmed, and 

the two vehicle have to repeat the previous steps: desire point setting, priority decision-making 

and corresponding actions subsequently. The consensus and conflicts based on vehicle S and 

vehicle L’s priority decisions are listed in Table 0-1. 

Table 0-1 Consentaneous and conflicting situations based on priority decision of vehicle S and L 

 
Driver S: 

Vehicle S has priority 

Driver S: 

Vehicle L has priority 

Driver L: 

Vehicle L 
has 

priority 

Vehicle S and vehicle L have 
conflicts: they will repeat the 

procedures, including desire point 
setting, priority decision and 

corresponding action in the next 
time interval. 

Vehicle S and vehicle L achieved 
consensus: Vehicle L will firstly 

enter the passing section. The lane 
change is confirmed. 
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Driver L: 

Vehicle S 
has 

priority 

Vehicle S and vehicle L achieved 
consensus: Vehicle S will firstly 

enter the passing section. The lane 
change is confirmed 

Vehicle S and vehicle L achieved 
consensus: Vehicle S gives up the 
lane change. They will repeat the 
procedures, including desire point 
setting, priority decision and 

corresponding action in the next 
time interval. 

Parameter selection and data collection 

To describe a driver’s behavior in a reverse lane change process, the concepts of competition 

region, passing section, dilemma region and minimum turning back region have been introduced.  

A vehicle in different regions might have different behaviors during a reverse lane change process. 

The critical lengths, including 𝑑𝑐
𝑆, 𝑑𝑑

∗ , 𝑑𝑡
∗ and 𝑑𝑐

𝐿 (Fig. 0-12), are important in the simulation. If the 

distance between vehicle S and the incident location is smaller than 𝑑𝑐
𝑆, vehicle S will start to 

consider the competition with vehicle in the target lane. If the distance between vehicle L and 

incident location is smaller than 𝑑𝑐
𝐿 , vehicle L may start to consider the competition with the 

current lane vehicle. The values of  𝑑𝑡
∗  and 𝑑𝑑

∗   determine the length of passing section, where 

vehicle S and L will not enter it until a priority is obtained.  

 

Fig. 0-12 Important parameter in reverse lane change 

Parameter selection and approximate approach 

It is hard to directly obtain the four critical lengths as they describe a driver’s thoughts during 

a reverse lane change. An approximation of each parameter will be discussed in this section. Firstly, 

𝑑𝑐
𝑆 is defined as the distance between vehicle S and the incident location that vehicle S firstly 

notices and starts to compete with vehicle L. Thus, the positon that vehicle S makes an observable 

lateral movement toward target lane is considered as the start point of the competition region (Fig. 
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0-12). To make sure vehicle S obtains the priority, a measurement of 𝑑𝑐
𝑆 will be recoreded only 

when there is no vehicle in the target lane.  

 

Fig. 0-13. The difference between real position and observable position of 𝑑𝑐
𝑆 

The relationship between the real distance and observable approximated distance of 𝑑𝑐
𝑆 are 

shown in Fig. 0-13. Vehicle S arrives at position a at the moment when the driver notices the 

incident position, it will start to set a desire point and make a priority decision (vehicle S has 

priority as there is no vehicle on target lane) and move toward the wide-view region. The distance 

from position a to the incident location is the real distance of 𝑑𝑐
𝑆, however, it is impossible to 

identify this position in a real traffic. After vehicle S moves to positon b, there will be an observable 

lateral movement of vehicle S. The distance between vehicle S and the incident position is the 

approximated distance of 𝑑𝑐
𝑆. The gap between the real distance and approximated distance is Dd.  

Considering that the time from position a to b is short, the distance of Dd can be negligible.  

The length of 𝑑𝑐
𝐿 is defined as the distance between vehicle L and the incident location that 

vehicle L firstly notices the incident and starts to compete with a potential vehicle S. Because 

vehicle L does not make any special observable movement in such process, it is impossible to 

obtain the length of  𝑑𝑐 
𝐿 in a field test. The length of 𝑑𝑐

𝐿 is assumed to equal to 𝑑𝑐
𝑆. Considering that 

the value of 𝑑𝑐
𝑆 and 𝑑𝑐

𝐿 have the same meanings for vehicle S and L, it is reasonable to assume that 

driver S and L will have similar observation abilities.  

The value of 𝑑𝑡
∗ is the minimum distance with the incident location that vehicle S will not turn 

back to the current lane, after it passed the incident. In the field test, when vehicle S stopped and 

waited nearby the incident location for more than 5 seconds, the distance between vehicle S and 
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the incident location is considered as 𝑑𝑡
∗. It is reasonable to assume that vehicle S has reached the 

edge of the dilemma region (it is also the left-edge of the passing section) in such situation.  

The value of 𝑑𝑑
∗  is the smallest gap that vehicle S would turn back to the current lane. In the 

field test, it was observed that when vehicle S stopped in front of the incident position, and there 

were waiting vehicles in the target lane, vehicle S were tried to turn back to the current lane as 

soon as possible. In this case, the distance of turning back position to incident location is 

considered as 𝑑𝑑
∗ .  

Data collection method 

To obtain the approximated values of four parameters, three data collection methods has been 

designed, including cameras on the top of a vehicle, camera on the top of a building and camera 

on UAV.  

Cameras on the top of a vehicle 

Two cameras were fixed on the top of a testing vehicle (Fig. 0-14 (a)), one is to capture 

vehicle’s front image (Fig. 0-14 (b)), and the other is to obtain vehicle’s backward images (Fig. 

0-14 (c)). During experiments, the testing vehicle stopped on a lane as an incident.  

The testing location is Claremont Ave between 116th Street and 119th street, New York City, 

NY. Test time was 2014-8-8 from 11:00 a. m to 3:00 p.m. The measuring range was 3 m - 45 m in 

the forward camera and 3 m - 60 m in the backward camera. 

   
(a) (b) (c) 

Fig. 0-14 Cameras on a top of a vehicle. (a) Testing vehicle, (b) Forward camera image, and 
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(c) Backward camera image 

 

As shown in Fig. 0-14 (b) - (c), the scale is not uniform in the forward and backward camera 

images. Camera’s pitch angle, yaw angle and height will significantly affect the accuracy of 

measurement. To bridge the point’s position in the image and its real position in the road 

coordination, the inverse perspective mapping (IPM) method is applied. 

The IPM method consists of mapping images to a new coordinate system where perspective 

effects are removed [221,222]. The removal of perspective associated effects facilitates road and 

obstacle detection and also assists in free space estimation. Such method has been successfully 

applied to several problems in the field of Intelligent Transportation Systems. The IPM is often 

used in vision-based road estimation algorithms as a pre-processing component. IPM uses 

information from the camera’s position and orientation towards the road to produce a bird’s eye 

view image where perspective effects are removed. The correction of perspective allows much 

more efficient and robust road detection, lane marker tracking, or pattern recognition algorithms 

to be implemented. In reality, IPM has been employed not only with the purpose of detecting the 

vehicle’s position with respect to the road, but also in many other related applications, e.g., obstacle 

detection [223,224], free space estimation [225], pedestrian detection [226] or ego motion 

estimation [227]. 

 

Fig. 0-15 IPM coordinates, Left: the coordinate axes (world, camera, and image frames) 

right: definition of pitch α and yaw β angles. [228] 
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To get the IPM of the input image, a world frame {𝐹𝑤} = {𝑋𝑤, 𝑌𝑤, 𝑍𝑤}centered at the camera 

optical center, a camera frame {𝐹𝑐} = {𝑋𝑐, 𝑌𝑐, 𝑍𝑐} and an image frame {𝐹𝑖} = {𝑢, 𝑣}  are defined, 

which are shown in Fig. 0-15. The pitch angle and yaw angle between world frame and camera 

frame are defined as angle 𝛼 and 𝛽 respectively. The height of the camera frame above the ground 

plane is defined as h. Assume point 𝑃𝑤 in the world frame and point 𝑃𝑖 = {𝑢, 𝑣, 1,1} in the image 

plane describe the same physical point on the road. Based on the homogeneous transformation T, 

the point 𝑃𝑖 in the image frame’s corresponding position in the world frame can be obtained by 

Eq. (0.5) [221,228] 

 𝑝𝑤 = 𝑇𝑝𝑖 (0.5) 

where T is the homogeneous transformation matrix, which can be expressed in Eq. (0.5) [228] 

 𝑇 = ℎ

[
 
 
 
 
 
 
 
 −

1

𝑓𝑢
𝑐2   

1

𝑓𝑣
𝑠1𝑠2

1
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1
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1
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1
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1
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𝑓𝑣
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1
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𝑐𝑣𝑐1 + 𝑠1              0

   
1

ℎ𝑓𝑣
𝑐𝑣𝑐1 −

1

ℎ
𝑠1          0

]
 
 
 
 
 
 
 
 

 (0.6) 

where  𝑓𝑢, 𝑓𝑣 are the horizontal and vertical focal length, respectively, 𝑐𝑢, 𝑐𝑣 are the coordinates of 

the optical center in image frame. 𝑐1, 𝑐2, 𝑠1, 𝑠2 are parameters describe the pitch and yaw angles, 

which are defined as 𝑐1 = 𝑐𝑜𝑠𝛼, 𝑐2 = 𝑐𝑜𝑠𝛽, 𝑠1 = 𝑠𝑖𝑛𝛼 and 𝑠2 = 𝑠𝑖𝑛𝛽.  

Camera on the top of a building 

To get a more uniform scale in measurement, the testing camera was fixed on the 9th floor of 

a building. To reduce the sample size, the video’s frequency is limited to 2 Hz. Each frame is 

required to be defished (Fig. 0-16(b)) and cropped to a proper region for measurement (Fig. 

0-16(c)). During the testing, a vehicle stopped on a lane as an incident (black box in Fig. 0-16(c)). 

The black horizontal lines are calibrated scalers for measurement 
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(a) (b) 

 
(c) 

Fig. 0-16 A frame in camera on the top of a building 

The testing location is 120th street between Amsterdam and Broadway, New York. The camera 

is fixed on the 9th floor of Schapiro building. Test time is 2014-7-26 from 11:00 a. m to 3:00 p.m. 

the measuring range is 85.5 m.  

Camera on UAV 

To get a larger view scope, a camera was fixed on UAV (Fig. 0-17 (a)). During the test, a 

vehicle stopped on a lane as an incident (the black box in Fig. 0-17 (c)). For safety considerations, 

one person was standing at the back of the vehicle during experiment (Fig. 0-17 (b)). To minimize 

the experimenter’s influence in traffic flow, the experimenter is not allowed to make any 

instruction or communication to the coming vehicles. The detail testing procedures and data 

analysis can be found in Chapter 4. 



 

Reverse lane change simulation 

140 

 

  

(a) (b) 

 
(c) 

Fig. 0-17 Camera on UAV 

The testing location is Ansi road, Jiuduhezhen, Huairou, Beijing. The UAV’s altitude was 

about 300 m. Test time was 2014-10-25 from 11:00 a. m to 5:00 p.m., and 2014-10-26 from 11:00 

a. m to 5:00 p.m. The measuring range was about 520 m.  

In conclusion, the advantages and disadvantage are shown in Table 0-2. Because the 

measurement ranges of cameras on the top of the vehicle and that on the top of the building are 

short, the collected data by these two cameras are mainly applied to determine the value of  𝑑𝑡
∗ and 

𝑑𝑑
∗ . The test data from UAV can be used in all four parameters’ setting. The results of 

parameters 𝑑𝑐
𝑆, 𝑑𝑑

∗ , 𝑑𝑡
∗ and 𝑑𝑐

𝐿 are listed in Table 0-3. 

 

Table 0-2 Pros and Cons of the three data collection methods 

 PROS CONS 

Cameras on the 
top of a vehicle 

Easy to deploy, high 
mobility. 

This method can’t obtain accurate 
data at far distance with testing 

vehicle. If the distance is longer than 
50 m the error is large. 

Camera on the Uniform scale The view scope is short, and the 
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top of a 
building 

testing result is limited by the 
building’s position and height. 

Camera on UAV 
Easy to deploy, high 

mobility, large view scope, 
uniform scale 

The testing field is limited by the 
rules and regulations of UAV.  

 

Table 0-3 Parameters based on field tests 

 𝐝𝐜
𝐋 𝐚𝐧𝐝 𝐝𝐜

𝐒 𝐝𝐝
∗  𝐝𝐭

∗ 

Mean (m) 86.1 5.1 10.6 

Variance (m) 15.9 0.5 1.6 

Sample size 62 17 27 

 

Simulation results 

Based on the reverse lane change model, a microscopic simulation program has been 

developed with the MATLAB. The structure of the simulation program is shown in Fig. 0-18. This 

reverse lane change are developed from the driver decision based lane change execution model 

presented in Chapter 5.  To simulate such reverse lane change process, each module has been 

accordingly modified. The open mechanics-based acceleration model is applied to simulate a 

vehicle’s longitudinal behaviors. 
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Fig. 0-18 Reverse lane change model structure 

 

The reverse lane change case was designed as: the road section length was 800 m with two-

lane-two-way traffic flow and the incident was located at 400 m – 410 m at the bottom lane. A 

screen shot of the simulation are shown in Fig. 0-19. The red arrow in the middle of the road 

indicates the passing section’s direction. The initial passing section’s direction was set as left (the 

same as target lane’s direction). The black box indicates the incident location. The green boxes are 

vehicles traveling from left to right, and the yellow boxes are vehicle traveling from right to left. 

Each vehicle’s basic parameters are listed in Table 0-4. 

 

Fig. 0-19 A screen shot of simulation 



 

Reverse lane change simulation 

143 

 

Table 0-4 Each vehicle’s static parameters 

Category Parameter Description 
Value in 

experiment 

Vehicle size 
s Vehicle length N(6.5,0.3) 

ss Vehicle width 2 

Driver’s 
lane change 
parameters 

vlat
S  Driver’s lateral speed N(1.5,0.1) 

dlon 
The estimated maximum deceleration 

for other vehicle 
N(-1.5,0.1) 

SELR Equivalent lateral rate for vehicle S N(3,0.1) 

Driver’s 
longitudinal 
behavior’s 
parameters 

v0 Optimal speed N(10,1) 

α Subject vehicle’s speed N(0.20,0.01) 

β Acceleration sensitivity N(1.25,0.1) 

γ Gap reduce desire N(0.1,0.01) 

δ Safety consideration N(60,5) 

ε Relative speed sensitivity N(0.3,0.03) 

Reverse 
lane change 
parameters 

dc
S  Shown in  Fig. 0-12 86.1 

dd
∗  Shown in  Fig. 0-12 5.1 

dt
∗ Shown in  Fig. 0-12 10.6 

dc
L Shown in  Fig. 0-12 86.1 

 

Simulation result with different r1 and r2 

As previously stated, two proposed parameters r1 and r2 are introduced in the driver’s priority 

decision to describe the scenarios of different passing section’s directions. Different combinations 

of r1 and r2 can describe different effects of the passing section’s directions, such as strong effect 

(r1=5, r2=0.2), week effect (r1=2, r2=1), and non-effect (r1=1, r2=1). Based on the different effects 

of the passing section’s direction, three groups of r1 and r2 are simulated respectively. The 

generation gap for current lane and target lane are 100 m, simulation time is 600 seconds. The 

simulation results are listed in Table 0-5, where the notation “CL/TL” means that the first number 

is the current lane’s simulation result, and the second number is the target lane’s simulation result; 

“TCT” means the total direction change number of the passing section.  
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Table 0-5 Simulation result for different r1 and r2 

 

Traffic flow 

*CL/TL 

(vehicle / 10 mins) 

Passing section’s 
direction distribution 

rate 

*CL/TL/TCT 

Average traveling time 

*CL/TL 

(second) 

Strong effect 

(r1=5,r2=0.2) 
44/46 0.48/0.52/12 

118/110 

 

Week effect 

(r1=2,r2=1) 
39/38 0.52/0.48/24 115/105 

Non-effect 

(r1=1,r2=1) 
28/31 0.46/0.54/51 159/157 

*CL: Current lane; TL: Target lane; TCT: Total number of passing section’s direction change  

As shown in Table 0-5, the strong effect result has the highest traffic flow 44/46 and the 

passing section’s direction change number is only 12, which means that more vehicles are able to 

pass the passing section at one time as a queue. While the non-effect result has the lowest traffic 

flow 28/31 and the passing section’s direction change number is 51, as a result less vehicles can 

pass the incident at one time as a queue.  

Since the non-effect simulation has a long waiting queue at each lane, the average traveling 

time is much longer than that in the other two simulations. In the strong effect simulation, vehicles 

have to wait for a long queue to pass the incident location, therefore, the average traveling time is 

a little more than that in the week effect simulation result.  

In conclusion, the strong effect simulation reflects the scenario that traffic flow under traffic 

instruction. Normally, reducing the frequency of the passing section’s direction changing is an 

effective way to increase the traffic flow on an incident location [229–231]. The simulation of 

week effect is close to a normal unmanaged traffic situation in a reverse lane change situation.    

Simulation result with different generation gaps 

To investigate the influence of traffic situations on the target and current lanes in a reverse 

lane change scenario without instructions, different traffic situation at the current and target lanes 

are simulated. The generation gap is used to simulate different traffic situations. If the gap is larger 

than the predefined generation gap at each lane, a new vehicle will be generated. By adjusting the 

values of generation gap, different traffic conditions can be simulated. Parameters r1 and r2 are 
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selected as week effect (r1=2, r2=1) and the simulation results are summarized in Table 6-6, 6-7 

and 6-8. 

Table 0-6 Traffic flow at different traffic situation 

Traffic flow 

CL/TL 

(vehicle / 10 mins) 

Generation gap at the target lane (m) 

50 100 150 200 

Generation 
gap at the 
current 
lane (m) 

50 24/47 39/41 51/26 57/22 

100 21/59 39/38 42/39 42/23 

150 21/57 28/42 28/29 29/23 

200 15/65 23/42 22/30 23/23 

 

Table 0-7 Passing section’s direction at different traffic situation 

Passing section’s 
direction distribution 

rate 

CL/TL/TCT 

Generation gap at the target lane (m) 

50 100 150 200 

Generation 
gap at the 
current 
lane (m) 

50 0.39/0.61/45 0.55/0.45/33 0.65/0.34/17 0.70/0.30/16 

100 0.36/0.64/33 0.52/0.47/24 0.58/0.42/27 0.63/0.37/28 

150 0.38/0.62/35 0.47/0.53/27 0.50/0.50/31 0.54/0.45/35 

200 0.29/0.71/19 0.42/0.58/25 0.44/0.56/28 0.55/0.45/33 

 

Table 0-8 Average traveling time at different traffic situation 

Average traveling time 

CL/TL 

(second) 

Generation gap at the target lane (m) 

50 100 150 200 

Generation 
gap at the 
current 
lane (m) 

50 243/177 207/112 164/113 146/118 

100 201/146 118/110 112/99 98/96 

150 168/145 128/96 123/93 93/89 

200 134/107 102/92 100/89 95/88 

 

The simulation results shown in Tables 6-6 to 6-8 indicate that 1) traffic flow generally 

increases as the traffic increase. The maximum traffic flow at the current lane is 57 (vehicle/10 
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mins), which happens at the group of generation gap is 50 m at the current lane and 200 m at the 

target lane (noted as 50/200). The maximum traffic flow at the target lane is 65 (vehicle/10 mins) 

at 200/50. The maximum traffic flow for both sides is 81(vehicle/10 mins) at 100/150; and 2) the 

average traveling time increases, when the number of vehicles increase on the other lane. It is 

worth noting that the current lane’s average traveling time is more sensitive with the traffic 

situation changes the traffic flow on the target lane. Because the vehicles in the current lane need 

to make a reverse lane change to pass the incident location, they should take more responsibilities 

and consider more about the traffic situation. In that sense, such phenomenon is reasonable in real 

traffic situation. 

Conclusions 

Based on the presented open mechanics-based acceleration model and the driver decision-

based lane change execution model, a reverse lane change model has been developed in this 

chapter to simulate some complex traffic situations such as reverse lane change process at a two-

way-two-lane road section where one lane is blocked by a traffic incident. In this model, the road 

around the incident location is divided into different regions for vehicle S and L respectively, and 

each vehicle will take different behaviors in the different regions. By introducing the passing 

section’s direction, the reverse lane change model is classified into two scenarios. By introducing 

the parameters r1 and r2, two priority decision-making criteria are correspondingly offered. 

Different values of r1 and r2 are able to describe driver’s different feeling to the passing section’s 

directions. To calibrate the model parameters, three data collection methods and approximate 

approaches are designed. Subsequently, a microscopic simulation program has been developed to 

demonstrate and validate the present model. Driver’s different effects on the passing section’s 

directions are simulated.  In addition, different traffic situations have also been considered, the 

simulation results show that the present model is able to reflect the real driver behaviors and 

corresponding traffic phenomenon during a reverse lane change process.  
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Conclusions and Future Work 

This chapter summarizes the main research activities and contributions from the present 

dissertation and envisions the future research direction based on our current research works as 

well. 

Research summary 

The structure and main features of the Open-Mode Integrated Transportation System (OMITS) 

are presented, which aims to improve the traffic condition of roadways by increasing the ridership 

of vehicles and optimizing transportation modes through smart services that integrate emerging 

information communication technologies, big data management, social networking, and 

transportation management. A carpooling based OMITS prototype has been developed and tested 

in New York City. It can provide optimized ridesharing and transit services based on spontaneous 

transportation demands and service availabilities. To form friendly and trustable ridesharing 

groups, a social network is designed for the OMITS. 

In the subject of microscopic traffic simulation researches, four main areas have been 

discussed. The presented UAV-based vehicle trajectory data collection and vehicle detection 

algorithm is an application of computer vision in the transportation field. Inspired by the similarity 

between vehicle interactions and particle interactions, the open mechanics-based acceleration 

model is developed. The proposed driver decision-based lane change execution model is based on 

the psychology and decision-making behavior of each driver during the lane change process. Also 

the reverse lane change model is an application of the developed acceleration and lane change 

execution models. It demonstrates a unique capability that is currently lacking in the literature, 

specifically its ability to simulate certain complex traffic situations such as the reverse lane change 
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process at a two-way-two-lane road section where one lane is blocked by a traffic incident. The 

discussed four parts of the work constitute a representative microscopic simulation research scope. 

Conclusions 

The main structure of the Open-Mode Integrated Transportation System is presented. This 

work provides a proposed method to improve the traffic condition of roadways and to optimize 

transportation modes. The main contributions include: 

 The vehicles, riders, and roadways are connected through GPS, mobile communication, 

Internet, and social networking as a next-generation information infrastructure.  

 A carpooling based OMITS application has been developed, which can provide an optimized 

ridesharing and transit service based on spontaneous transportation demands and service 

availabilities.   

 In order to construct a friendly and trustable ridesharing environment, a social network is 

designed and integrated into the OMITS. 

An accurate and robust vehicle trajectory data collection method based on UAV’s image data 

has been presented, which advances microscopic simulation models by overcoming the obstacle 

of the availability of trajectory data. Compared with traditional methods, the contributions of the 

presented UAV-based vehicle trajectory data collection method include: 

 Three image features, including edge, optical flow and local feature point, work jointly in this 

method to detect and track vehicles in a UAV’s video. Compared with traditional single image 

feature methods, the presented method considerably improves the recognition accuracy and 

the system robustness.  

 This method is specifically designed for vehicle detection and tracking. Based on the analysis 

of road, traffic flow and driver behavior characteristics, some adjustments, such as 

transforming the image’s color form into HSV to obtain road features, extracting longitudinal 

direction feature of optical flow for vehicle detection, vehicle shape detection region and 

checking vehicle speed based on the Gipps acceleration model have been introduced in the 

model to further improve efficiency and accuracy. 

 The collection of vehicle trajectory data based on the present method shows that a considerable 
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improvement in the detecting accuracy has been reached. Three road section lengths 190 m, 

228 m and 285 m, are studied. All the test results are reliable, with the vehicle detection error 

lower than 3.9% and vehicle tracking error lower than 2.1%. 

A novel open mechanics-based acceleration model has been presented to simulate longitudinal 

motion. Compared with traditional acceleration methods, the contributions of the present open 

mechanics-based acceleration model include: 

 A mechanical system with force elements is introduced to quantify the vehicle’s motion. Based 

on Newton’s second law of motion, the subject vehicle’s governing equation of longitudinal 

behavior is derived in this open mechanics-based acceleration model.  

 Five general factors are taken into account, including the subject vehicle’s speed, acceleration 

sensitivity, safety consideration, relative speed sensitivity, and gap reducing desire. These 

factors can describe the driver’s preferences and interactions between vehicles, and each of 

them can function as a trigger to change vehicle’s behaviors.  

 The open mechanics-based acceleration modeling method is general and is open to any new 

factors, which can be added into the model as a force element.  

 The presented model is adapted with both single lane and multilane car following scenarios.  

 Model parameters can be calibrated based on a special designed individual vehicle data 

collection system, including LIDAR rangefinder, video camera and ECU data collection. 

 The parameter calibration of the presented model is based on the vehicle’s dynamical behaviors, 

as a result, the model can accurately capture a driver’s dynamical driving behavior in car 

following scenarios. 

A driver decision-based lane change execution model has been developed to describe a 

vehicle’s lane change execution process, which fills the gap of lane change execution behavior 

analysis in microscopic traffic simulation. The main contributions of the model include: 

 The proposed lane change execution model is based on the driver’s decision. Each driver’s 

lane change execution process is based on the driver’s personal criteria and judgments. The 

decision-making process is refined as four main steps: setting desire point, priority decision-

making, corresponding actions and achievement of consensus. 
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 The lateral dimension is considered in the proposed lane change execution model. By 

introducing the concept of “feeling distance”, vehicle’s lateral and longitudinal positions are 

both considered into the presented lane change execution model.  

 The present lane change execution model can simulate the dynamical lane change execution 

process in real situations. 

 A more reasonable simulation and interpretation of the MLC and DLC are fulfilled. 

Based on the presented open mechanics-based acceleration model and the driver decision-

based lane change execution model, a reverse lane change model has been developed to study a 

reverse lane change process at a two-way-two-lane road section where one lane is blocked by a 

traffic incident. The main contributions of the model include: 

 The reverse lane change situation has been, for the first time in the literature, simulated at 

microscopic level. 

 Drivers’ decision making and corresponding vehicles’ behaviors in a reverse lane change 

process have been analyzed. 

 Two passing section’s impact factors have been introduced to describe driver’s different 

decision making criteria for different situations in a reverse lane change. 

Future work 

After the OMITS system was proposed in 2009, we have conducted tremendous research to form 

the simulation, operation, and data management framework. This dissertation has documented the early 

stage research of this project. However, it is far from the intended end-results of our OMITS system to 

be used in metropolitan areas.  Certainly, more exciting studies could be further explored beyond the 

scope of this dissertation in the near future as follows:  

 Multiple-UAVs system will enhance advance the accuracy and efficiency of data collection 

and vehicle detection and tracking. In macroscopic transportation analysis, longer road 

sections, say 5 km, are required. However it is hard to extend the observation scope by 

increasing a UAV’s altitude while keeping enough resolution for each vehicle. In order to 

extend the observation scope, multiple-UAVs systems could be applied.  

 Infrared wave band cameras can be considered in the UAV-based data collection. The infrared 

waveband camera might be an alternative way to address the shadow problem, where each 
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vehicle can be detected and tracked by extracting the engine’s heat.  

 The existing acceleration models can be expanded to a multi-following model. Driver’s 

acceleration behavior is not only affected by its directly leading vehicle, but also influenced 

by its multi-following vehicles ahead. In this sense, more factors such as interactions between 

the subject vehicle and multiple leading vehicles shall be considered.  

 Vehicle acceleration behavior is a very complex analysis, more impact factors need to be 

considered. Much research has been conducted in psychology to analyze a driver’s behaviors 

in his/her personal character, for example driver’s age, genders, states, temper and perception. 

Such research results can be integrated in the acceleration model, to accurately reflect the real 

traffic situations. 

 Besides the lateral and longitudinal distances, many factors may influence a driver’s feeling of 

distance, such as lane markings, vehicle size and view scope, etc. which can be analyzed in the 

future. To better simulate the lane change process, more impact factors need to be considered 

in the feeling distance.  

 The proposed microscopic traffic simulation models have the potential to be extended to 

driverless technologies and autonomous vehicles. Since driver behavior models are able to 

capture most details of human driving at the microscopic level, they may also give reasonable 

human-like instructions based on the road information observed by the sensors. However, to 

fulfill the function of driverless technologies and autonomous vehicles, extensive relevant 

research and technologies such as road sensors and vehicle control system are required. 
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