
Anisotropic inverse problems with internal measurements

Chenxi Guo

Submitted in partial fulfillment of the
Requirements for the degree
of Doctor of Philosophy

in the Graduate School of Arts and Sciences

COLUMBIA UNIVERSITY

2015



c© 2015

Chenxi Guo

All Rights Reserved



ABSTRACT

Anisotropic inverse problems with internal measurements

Chenxi Guo

This thesis concerns the hybrid inverse problem of reconstructing a tensor-valued con-

ductivity from knowledge of internal functionals. This problem finds applications in the

medical imaging modalities Current Density Imaging and Magnetic Resonance Electrical

Impedance Tomography.

In the first part of the thesis, we investigate the reconstruction of the anisotropic con-

ductivity σ in a second-order elliptic partial differential equation from knowledge of internal

current densities. We show that the unknown coefficient can be uniquely and stably recon-

structed via explicit inversion formulas with a loss of one derivative compared to errors in

the measurement. This improves the resolution of quantitative reconstructions in Calderón’s

problem(i.e. reconstruction problems from knowledge of boundary measurements). We then

extend the problem to the full anisotropic Maxwell system and show that the complex-valued

anisotropic admittivity γ = σ + ιωǫ can be uniquely reconstructed from knowledge of sev-

eral internal magnetic fields. We also proved a unique continuation property and Runge

approximation property for an anisotropic Maxwell system.

In the second part, we performed some numerical experiments to demonstrate the com-

putational feasibility of the reconstruction algorithms and assess their robustness to noisy

measurements.
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Chapter 1

Introduction

Mathematically, many inverse problems find interpretations in terms of linear and nonlinear

(systems of) partial differential equations(PDE’s). They consist in the reconstruction of the

unknown parameter of a given PDE from knowledge of functionals that depend on these

parameters. In mathematical terms, an inverse problem is devoted to inverting a functional

relation of the form

y = M(c), for c ∈ X, y ∈ Y. (1.1)

Here, c denotes the unknown coefficients and X is a subset of a Banach space in which the

unknown coefficients are defined. M denotes the measurement operator.

Hybrid inverse problems are extensively studied in the bio-engineering community. Such

inverse problems aim to combine a high-contrast modality, such as Electrical Impedance

Tomography(EIT) or Optical Tomography(OT), with a high-resolution modality, such as

Magnetic Resonance Imaging (MRI) or ultrasound. The high-contrast modality EIT aims

to locate unhealthy tissues by reconstructing their electrical conductivity γ from knowledge

of boundary functionals. This leads to an inverse problem known as the Calderón’s problem.
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Extensive studies have been made on uniqueness properties and reconstructions methods

for this inverse problem [57, 58, 59, 60]. But the problem is mathematically severely ill-

posed and the corresponding stability estimates are of logarithmic type, which results in

a low resolution for the reconstructions. Moreover, well-known obstructions show that the

anisotropic conductivities cannot be uniquely reconstructed from boundary measurements

[2, 4].

It is sometimes possible to leverage the physical coupling of the above high contrast

modality with a high-resolution modality, which provides high-resolution internal function-

als of the unknown conductivity [3, 13, 56]. Thus reconstructions in hybrid inverse problems

typically involve two steps. In the first step, an inverse problem involving the high-resolution

modality needs to be solved to provide internal functionals. In this thesis, we assume that

this first step has been performed. Our interest is in the second step of the procedure, which

consists of reconstructing the coefficients that display high contrasts from the mappings ob-

tained during the first step. These mappings involve internal functionals of the coefficients

of interest.

The reconstruction methods in hybrid inverse problems depend on the physical model

of interest. However, it is natural to ask several common questions:

1. Uniqueness: are the coefficients uniquely characterized by the internal measurements?

To answer the question, we must verify the following property,

M(c) = M(c̃) ⇒ c = c̃, for all c, c̃ ∈ X.

2. Stability: is an inverse problem well-posed or at least mildly ill-posed? The stability

estimates are usually written in Lipschitz type,

‖c̃− c‖Hs ≤ C‖M(c̃)−M(c)‖Hs+t ,
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for some constant C and integer s, t.

3. Which component of the anisotropic coefficient can be reconstructed with a better

stability and which specific boundary conditions should be prescribed at the boundary

of the domain of interest?

The goal of the thesis is to derive explicit reconstructions for anisotropic coefficients

in PDE’s and obtain Lipschitz-type stability estimates for such reconstructions. For the

special isotropic case, a scalar coefficient may be reconstructed with a better stability.

The mathematical techniques in this work provides a class of prescribed boundary condi-

tions for which the reconstructions to the hybrid anisotropic inverse problems are shown

to be uniquely and stably determined by the internal functionals. The main application

of the results in this manuscript is medical imaging, where the reconstructions with inter-

nal measurements greatly improve the resolution of images. We also performed numerical

simulations to validate the theories and reconstruction algorithms proposed in the thesis.

1.1 Reconstruction of tensor-valued coefficients in second-

order elliptic equations

We consider the tensor-valued second-order elliptic equation:

∇ · (γ∇u) = 0 (X), u|∂X = g, (1.2)

with a real symmetric tensor γ verifying the ellipticity condition for κ ≥ 1,

κ−1‖ξ‖2 ≤ ξ · γξ ≤ κ‖ξ‖2, (1.3)
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such that the above equation admits a unique solution in H1(X) for g ∈ H
1

2 (∂X). Here X

is an open bounded domain in Rn with smooth boundary ∂X.

1.1.1 Linearized conductivity with power densities

A problem that has received a lot of attention recently concerns the reconstruction of the

conductivity tensor γ in the second-order elliptic equation (1.2) from knowledge of internal

power density measurements of the form ∇u · γ∇v, where u and v both solve (1.2) with

possibly different boundary conditions. This problem is motivated by a coupling between

electrical impedance imaging and ultrasound imaging and also finds applications in thermo-

acoustic imaging.

Explicit reconstruction procedures for the above non-linear problem have been estab-

lished in [17, 8, 47, 46, 44], successively in the 2D, 3D, and nD isotropic case, and then in

the 2D and nD anisotropic case. In these articles, the number of functionals may be quite

large. The analyses in [44] were recently summarized and pushed further in [45]. If one

decomposes γ into the product of a scalar function τ = (det γ)
1

n and a scaled anisotropic

structure γ̃ such that det γ̃ = 1, the latter reference establishes explicit reconstruction for-

mulas for both quantities with Lipschitz stability for τ in W 1,∞ norm, and involving the

loss of one derivative for γ̃.

In the isotropic case, several works study the above problem in the presence of a lesser

number of functionals. The case of one functional is addressed in [6], whereas numerical

simulations show good results with two functionals in dimension n = 2 [24]. Theoretical

and numerical analyses of the linearized inverse problem are considered in [37, 38]. The

stabilizing nature of a class of internal functionals containing the case of power densities is

demonstrated in [38] via micro-local analysis of the linearized inverse problem. The above

inverse problem is recast as a system of nonlinear partial differential equations in [7] and its

linearization is analyzed by means of theories of elliptic systems of equations. It is shown
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in the latter reference that n + 1 functionals, where n is spatial dimension, is sufficient to

reconstruct a scalar coefficient γ with elliptic regularity, i.e., with no loss of derivatives,

from power density measurements. This was confirmed by two-dimensional simulations in

[12]. All known explicit reconstruction procedures require knowledge of a larger number of

internal functionals.

In this work, we study the linearized version of this inverse problem in the anisotropic

case, i.e. we write an expansion of the form γε = γ0 + εγ with γ0 known and ε ≪ 1, and

study the reconstructibility of γ from linearized power densities (LPD). We first proceed by

supporting the perturbation γ away from the boundary ∂X and analyze microlocally the

symbol of the linearized functionals, and show that, as in [38], a large enough number of

functionals allows us to construct a left-parametrix and set up a Fredholm inversion. The

main difference between the isotropic and anisotropic settings is that the anisotropic part

of the conductivity is reconstructed with a loss of one derivative. Such a loss of a derivative

is optimal since our estimates are elliptic in nature. It is reminiscent of results obtained for

a similar problem in [15].

Secondly, we show how the explicit inversion approach presented in [44, 45] carries

through linearization, thus allowing for reconstruction of fully anisotropic tensors supported

up to the boundary of X. In this case, we derive reconstruction formulas that require a

smaller number of power densities than in the non-linear case, giving possible room for

improvement in the non-linear inversion algorithms. The results are presented in Chapter

2.

1.1.2 Inversion via current densities

In this section, we consider the Current Density Impedance Imaging problem (CDII), also

called Magnetic Resonance Electrical Impedance Tomography (MREIT) of reconstructing

an anisotropic conductivity γ in the second-order elliptic equation (1.2) from knowledge
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of internal current densities of the form H = γ∇u, where u solves (1.2). Here X is an

open bounded domain with a C2,α or smoother boundary ∂X. Internal current density

functionals H can be obtained by the technique of current density imaging. The idea is

to use Magnetic Resonance Imaging (MRI) to determine the magnetic field B induced by

an input current I. The current density is then defined by H = ∇ × B. We thus need to

measure all components of B to calculate H. See [31, 54] for details.

A perturbation method to reconstruct the unknown conductivity in the linearized case

was presented in [32]. In dimension n = 2, a numerical reconstruction algorithm based

on the construction of equipotential lines was given in [39]. Kwon et al [40] proposed a

J -substitution algorithm, which is an iterative algorithm. Assuming knowledge of only the

magnitude of only one current density |H| = |γ∇u|, the problem was studied in [48, 49, 51]

(see the latter reference for a review) in the isotropic case and more recently in [29, 43] in the

anisotropic case with anisotropy known. In [34, 42], Nachman et al. and Lee independently

found a explicit reconstruction formula for visualizing log γ at each point in a domain. The

reconstruction with functionals of the form γt∇u is shown in [36] in the isotropic case. For

t = 0, the functionals are given by solutions of (1.2), then a more general complex-valued

tensor in the anisotropic case was presented in [15]. In [55], assuming that the magnetic

field B is measurable, Seo et al. gave a reconstruction for a complex-valued coefficient in

the isotropic case.

In this work, we show that a minimum number of current desities equal to n+2, where n

is the spatial dimension, is sufficient to guarantee a local reconstruction. γ can be uniquely

reconstructed with a loss of one derivative compared to errors in the measurement of H. In

the special case where γ is scalar, it can be reconstructed with no loss of derivatives. We

provide a precise statement of what components may be reconstructed with a loss of zero

or one derivatives. The results are presented in Chapter 3.

6



1.2 Reconstruction of complex-valued tensors in the Maxwell

system

We consider the following system of Maxwell’s equations:





∇× E + ιωµ0H = 0

∇×H − γE = 0,
(1.4)

with the boundary condition

ν × E|∂X = f. (1.5)

Here γ = σ + ιωε and the smooth anisotropic electric permittivity, conductivity, and the

constant isotropic magnetic permeability are respectively described by ε(x), σ(x) and µ0,

where ε(x), σ(x) are tensors and µ0 is a constant scalar, known, coefficient. Let X be a

bounded domain with smooth boundary in R3 and ν be the exterior unit normal vector on

the boundary ∂X. The frequency ω > 0 is fixed. E and H denote the electric and magnetic

fields inside the domain X with a harmonic time dependence. We assume that ε(x) and

σ(x) satisfy the uniform ellipticity condition for some κ > 0,

κ−1‖ξ‖2 ≤ ξ · εξ ≤ κ‖ξ‖2, κ−1‖ξ‖2 ≤ ξ · σξ ≤ κ‖ξ‖2. (1.6)

In this section, we consider a hybrid inverse problem where, in addition to boundary

data, we have access to the internal magnetic field H in order to reconstruct the complex-

valued tensor γ. Internal magnetic fields can be measured using a Magnetic Resonance

Imaging (MRI) scanner; see [31] for the experimental details. In [55], assuming that the

magnetic field H is measurable, Seo et al gave a reconstruction for the conductivity in
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the isotropic case. This thesis generalizes the reconstruction of an arbitrary (symmetric)

complex-valued tensor and gives an explicit reconstruction procedure for γ = σ+ ιωε. The

explicit reconstructions we propose require that all components of the magnetic field H be

measured. This is challenging in many practical settings as it requires a rotation of the

domain being imaged or of the MRI scanner. The reconstruction of γ from knowledge of

only some components of H, ideally only one component for the most practical experimen-

tal setup, is open at present. We propose sufficient conditions on the choice of boundary

conditions f such that the reconstruction of γ is unique and satisfies elliptic stability esti-

mates. To derive local reconstruction formulas for a more general γ, we need to control the

local behavior of solutions by well-chosen boundary conditions. This is done by means of a

Runge approximation. We will prove the Runge approximation for an anisotropic Maxwell

system using the unique continuation property. The results are presented in Chapter 4.

1.3 Imaging of tensor-valued coefficients with internal data

We first study the special case of reconstructing the anisotropic conductivity γ with current

densities H = γ∇u in the second-order elliptic equation (1.2) in two dimensions. The ex-

plicit reconstruction method provided in [10] requires that some matrices constructed from

available data satisfy appropriate conditions of linear independence. We will show that in

R2, such assumptions can be globally guaranteed with a set of well-chosen illuminations

based on the construction of Complex Geometrical Optics (CGO) solutions, provided that

one can prescribe Dirichlet (or other) conditions over the full boundary. Several numerical

experiments confirm the theoretical predictions. The numerical simulations in [11] show

that the reconstruction procedure works well for different types of tensors containing both

smooth and discontinuous coefficients. Using the decomposition γ = βγ̃ with β = (det γ)
1

2 ,

the simulation results also show that both the isotropic and the anisotropic parts of the
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tensor can be stably reconstructed, with a better robustness to noise for the scalar β. This

is consistent with theoretical results in [10], where the stability of the inversion on β is

better than on the anisotropy γ̃. Our CGO-based theoretical results exhibit a specific class

of boundary conditions that ensure stable reconstructions. In practice, a much larger class

of boundary conditions than those that can be analyzed mathematically still provide sta-

ble reconstructions. Yet, when only a part of the boundary conditions is accessible for

current injection, the linear independence of specific matrices needed in the reconstruc-

tion deteriorates. The reconstructions then become unstable in some parts of the domain.

This phenomenon is demonstrated in several numerical simulations. All simulations are

performed in two dimensions of space, although we expect the conclusions to still hold

qualitatively in higher dimensions as well. Such results are presented in Chapter 5.

Secondly, we perform numerical simulations of reconstructing (σ, ε) in the Maxwells

system (1.2) from the internal magnetic fields H. We find that the reconstructions are

more sensitive to noise than the previous case with current densities [27]. This is consistent

with theoretical results in [26], where the reconstructions suffer from a loss of two derivatives

from errors in the acquisition H. The results are presented in Chapter 6.
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Chapter 2

Linearized inverse conductivity

from power densities

In this chapter, we study the reconstruction of the conductivity tensor γ in the elliptic

equation,

∇ · (γ∇u) = 0 (X), u|∂X = g, (2.1)

from knowledge of internal power density measurements of the form ∇u ·γ∇v, where u and

v both solve (2.1) with possibly different boundary conditions and where γ is a symmetric

tensor satisfying the uniform ellipticity condition

κ−1‖ξ‖2 ≤ ξ · γξ ≤ κ‖ξ‖2, ξ ∈ R
n, for some κ ≥ 1. (2.2)

We focus on the linearized version of this inverse problem in the anisotropic case. We

write an expansion of the form γε = γ0 + εγ with γ0 known and ε ≪ 1, and study the

reconstructibility of γ from linearized power densities (LPD).
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2.1 Modeling of the problem

Consider the conductivity equation (2.1), where X ⊂ Rn is open, bounded and connected

with n ≥ 2, and where γε is a uniformly elliptic conductivity tensor over X.

We set boundary conditions (g1, . . . , gm) and call uεi the unique solution to (2.1) with

uεi |∂X = gi, 1 ≤ i ≤ m and conductivity γε. We consider the measurement functionals

Hε
ij : γ

ε 7→ Hε
ij(γ

ε) = ∇uεi · γε∇uεj(x), 1 ≤ i, j ≤ m, x ∈ X. (2.3)

Considering an expansion of the form γε = γ0 + εγ, where the background conductivity

γ0 is known, uniformly elliptic and ε so small that the total γε remains uniformly elliptic.

Expanding the solutions uεi accordingly as

uεi = ui + εvi +O(ε2), 1 ≤ i ≤ m,

the PDE (2.1) at orders O(ε0) and O(ε1) gives rise to two relations

−∇ · (γ0∇ui) = 0 (X), ui|∂X = gi, (2.4)

−∇ · (γ0∇vi) = ∇ · (γ∇ui) (X), vi|∂X = 0. (2.5)

The measurements then look like

Hε
ij = ∇ui · γ0∇uj + ε (∇ui · γ∇uj +∇ui · γ0∇vj +∇uj · γ0∇vi) +O(ε2). (2.6)

Therefore, the component dHij of the Fréchet derivative of H at γ0 is

dHij(γ) = ∇ui · γ∇uj +∇ui · γ0∇vj +∇uj · γ0∇vi, x ∈ X, (2.7)
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where the vi’s are linear functions in γ according to (2.5).

In both subsequent approaches, reconstruction formulas are established under the follow-

ing two assumptions about the behavior of solutions related to the conductivity of reference

γ0. The first hypothesis deals with having a basis of gradients of solutions of (2.4) over a

certain subset Ω ⊆ X.

Hypothesis 2.1.1. For an open set Ω ⊆ X, there exist (g1, . . . , gn) ∈ H
1

2 (∂X)n such

that the corresponding solutions (u1, . . . , un) of (2.4) with boundary condition ui|∂X = gi

(1 ≤ i ≤ n) satisfy

inf
x∈Ω

det(∇u1, . . . ,∇un) ≥ c0 > 0.

Once Hypothesis 2.1.1 is satisfied, any additional solution un+1 of (2.4) gives rise to a

n× n matrix

Z = [Z1| . . . |Zn], where Zi := ∇det(∇u1, . . . ,
i︷ ︸︸ ︷

∇un+1, . . . ,∇un)
det(∇u1, . . . ,∇un)

. (2.8)

As seen in [44, 45], such matrices can be computed from the power densities {∇ui·γ0∇uj}n+1
i,j=1

and help impose orthogonality conditions on the anisotropic part of γ0. Once enough such

conditions are obtained by considering enough additional solutions, then the anisotropy

is reconstructed explicitly via a generalization of the usual cross-product defined in three

dimensions. In the linearized setting, we find that one additional solution such that Z has

full rank is enough to reconstruct the linear perturbation γ. We thus formulate our second

crucial assumption here:

Hypothesis 2.1.2. Assume that Hypothesis 2.1.1 holds over some fixed Ω ⊆ X. There ex-

ists gn+1 ∈ H
1

2 (∂X) such that the solution un+1 of (2.4) with boundary condition un+1|∂X =

gn+1 has a full-rank matrix Z (as defined in (2.8)) over Ω.
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Remark 2.1.3 (Case γ0 constant). In the case where γ0 is constant, then it is straight-

forward to see that gi = xi|∂X (1 ≤ i ≤ n) fulfill Hypothesis 2.1.1 over X. Moreover, if

Q = {qij}ni,j=1 denotes an invertible constant matrix such that Q : γ0 = 0, then the boundary

condition gn+1 :=
1
2qijxixj|∂X fulfills Hypothesis 2.1.2, since we have Q = Z.

Throughout the chapter, we use for (real-valued) square matrices A and B the contrac-

tion notation A : B = trABT =
∑

i,j AijBij , with B
T the transpose matrix of A.

Remark 2.1.4. In the treatment of the non-linear case [8, 47, 44, 45], it has been pointed

out that Hypothesis 2.1.1 may not be systematically satisfied globally in dimension n ≥ 3. A

more general hypothesis to consider would come from picking a larger family (of cardinality

> n) of solutions whose gradients have maximal rank throughout X. While this additional

technical point would not alter qualitatively the present reconstruction algorithms, it would

add complexity in notation which the authors decided to avoid.

2.1.1 Past work and heuristics for the linearization

In the reconstruction approach developped in [46, 44, 45] for the non-linear problem, it was

shown that not every part of the conductivity was reconstructed with the same stability.

Namely, consider the decomposition of the tensor γ′ into the product of a scalar function τ =

(det γ′)
1

n and a scaled anisotropic structure γ̃′ with det γ̃′ = 1. The following results were

then established. Starting from n solutions whose gradients form a basis of Rn over a subset

Ω ⊂ X, it was shown that under knowledge of aW 1,∞(X) anisotropic structure γ̃′, the scalar

function log det γ′ was uniquely and Lipschitz-stably reconstructible inW 1,∞(Ω) fromW 1,∞

power densities. Additionally, if one added a finite number of solutions un+1, . . . , un+l such

that the family of matrices Z(1), . . . , Z(l) defined as in (2.8) imposed enough orthogonality

constraints on γ̃′, then the latter was explicitely reconstructible over Ω from the mutual

power densities of (u1, . . . , un+l). The latter reconstruction was stable in L∞ for power
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densities in W 1,∞ norm, thus it involved the loss of one derivative.

Passing to the linearized setting now (recall γε = γ0 + εγ), and anticipating that one

scalar quantity may be more stably reconstructible than the others, this quantity should be

the linearized version of log det γε. Standard calculations yield

log det(γ0 + εγ) = log det γ0 + log det(In + εγ−1
0 γ) = log det γ0 + εtr (γ−1

0 γ) +O(ε2),

and thus the quantity that should be stably reconstructible is tr (γ−1
0 γ). The linearization

of the product decomposition (τ, γ̃′) above is now a spherical-deviatoric one of the form

γ =
1

n
tr (γ−1

0 γ)γ0 + γd, γd := γ0(γ
−1
0 γ)dev, (2.9)

where dev is the linear projection onto the hyperplane of traceless matrices Adev := A −
tr A
n In.

2.1.2 Microlocal inversion

The above inverse problem in (2.5)-(2.7) may be seen as a system of partial differential

equations for (γ, {vj}). This is the point of view considered in [7]. However, {vj} may be

calculated from (2.5) and the expression plugged back into (2.7). This allows us to recast

dH as a linear operator for γ, which is smaller than the original linear system for (γ, {vj}),

but which is no longer differential and rather pseudo-differential. The objective in this

section is to show, following earlier work in the isotropic case in [38], that such an operator

is elliptic under appropriate conditions.

We first fix Ω′ ⊂⊂ X and assume that suppγ ⊂ Ω′, so that the integral
∫
Rn e

ιx·ξp(x, ξ) :

γ̂(ξ)dξ is well-defined, where p(x, ξ) is a matrix-valued symbol whose entries are polynomials

in ξ and the hat denotes the Fourier Transform γ̂(ξ) =
∫
Rn e

−ιx·ξγ(x) dx. We also assume

that γ0 ∈ C∞(Ω′) and can be extended smoothly by γ0 = In outside Ω′. As pointed out
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in [38], in order to treat this problem microlocally, one must introduce cutoff versions of

the dHij operators, which in turn extend to pseudo-differential operators (ΨDO) on Rn.

Namely, if Ω′′ is a domain satisfying Ω′ ⊂⊂ Ω′′ ⊂⊂ X and χ1 is a smooth function supported

in X which is identically equal to 1 on a neighborhood of Ω′′, the operator γ 7→ χ1dHij(χ1γ)

can be made a ΨDO upon considering L0 = −∇ · (γ0∇) as a second-order operator on Rn

and using standard pseudo-differential parametrices to invert it. We will therefore not

distinguish the operators dHij from their pseudo-differential counterparts. The task of this

section is then to determine conditions under which a given collection of such functions

becomes an elliptic operator of γ over Ω′.

Using relations (2.5) and (2.7), we aim at writing the operator dHij in the following

form

dHij(x) = (2π)−n

∫

Rn

∫

Rn

eιξ·(x−y)Mij(x, ξ) : γ(y) dξ dy, (2.10)

with symbol Mij(x, ξ) (pseudo-differential terminology is recalled in Sec. 2.2.1). We first

compute the main terms in the symbol expansion of dHij (call this expansionMij =Mij |0+

Mij |−1 + O(|ξ|−2) with Mij |p homogeneous of degree p in ξ). From these expressions, we

then directly deduce microlocal properties on the corresponding operators.

The first lemma shows that the principal symbols Mij |0 can never fully invert for γ, no

matter how many solutions ui we pick. When Hypothesis 2.1.1 is satisfied, then the charac-

teristic directions of the principal symbols {Mij(x, ξ)}1≤i,j≤n reduce to a n− 1-dimensional

subspace of Sn(R). Here and below, we recall that the colon “:” denotes the inner prod-

uct A : B = tr (ABT ) for (A,B) ∈ Sn(R) and ⊙ denotes the symmetric outer product

U ⊙ V = 1
2 (U ⊗ V + V ⊗ U) for U, V ∈ Rn.
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Lemma 2.1.5. (i) For any i, j and x ∈ X, the symbol Mij |0 satisfies

Mij |0 : (γ0ξ ⊙ η) = 0, for all η ∈ S
n−1 satisfying η · ξ = 0. (2.11)

(ii) Suppose that Hypothesis 2.1.1 holds over some Ω ⊆ X. Then for any x ∈ Ω, if

P ∈ Sn(R) is such that

Mij |0 : P = 0, 1 ≤ i ≤ j ≤ n, (2.12)

then P is of the form P = γ0ξ ⊙ η for some vector η satisfying η · ξ = 0.

Since an arbitrary number of zero-th order symbols can never be elliptic with respect

to γ, we then consider the next term in the symbol expansion of dHij . We must also add

one solution un+1 to the initial collection, exhibiting appropriate behavior, i.e. satisfying

Hypothesis 2.1.2. The collection of functionals we consider below is thus of the form

dH := {dHij | 1 ≤ i ≤ n, i ≤ j ≤ n+ 1}, (2.13)

and emanates from n + 1 solutions (u1, . . . , un+1) of (2.4) satisfying Hypotheses 2.1.1 and

2.1.2.

In order to formulate the result, we assume to construct a family of unit vector fields

ξ̂0(x, ξ) := Â0(x)ξ , ξ̂1(x, ξ) , . . . , ξ̂n−1(x, ξ),

homogeneous of degree zero in ξ, smooth in x and everywhere orthonormal. We then define
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the family of scalar elliptic zeroth-order ΨDO

T : γ 7→ Tγ = {Tpqγ}0≤p≤q≤n−1, Tpqγ(x) := (2π)−n

∫

Rn

eιξ·xA−1
0 ξ̂p ⊙ ξ̂qA

−1
0 : γ̂(ξ) dξ,

(2.14)

which can be thought of as a microlocal change of basis after which the operator dH(γ)

becomes both diagonal and elliptic. Indeed, we verify (see section 2.2.4) that for any k ≥ 1

and γ sufficiently regular, we have

‖γ‖Hk(Ω′) ≤ C‖Tγ‖Hk(Ω′) +C2‖γ‖L2(Ω′) ≤ C3‖γ‖Hk(Ω′). (2.15)

The above estimates come from standard result on pseudo-differential operators. The pres-

ence of the constant C2 indicates that T can be inverted microlocally, but may not injective.

Composing the measurements dHij with appropriate scalar ΨDO of order 0 and 1, we are

then able to recover each component of the operator (2.14). The well-chosen “parametrices”

are made possible by the fact that the collection of symbols Mij |0+Mij |−1 becomes elliptic

over Ω′ when Hypotheses 2.1.1 and 2.1.2 are satisfied. Rather than using the full collection

of measurements dH (2.13), we will consider the smaller collection {dHij}1≤i,j≤n augmented

with the n measurement operators

Li(γ) =

n∑

j=1

µj dHij(γ) + µ dHi,n+1(γ), 1 ≤ i ≤ n, (2.16)

where (µ1, . . . , µn, µ)(x), known from the measurements {Hij}n+1
i,j=1, are the coefficients in

the relation of linear dependence

µ1∇u1 + · · ·+ µn∇un + µ∇un+1 = 0.
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We also define the operator L
1

2

0 ∈ Ψ1 with principal symbol −ι‖A0ξ‖. Our conclusions may

be formulated as follows:

Proposition 2.1.6. Let the measurements dH defined in (2.13) satisfy Hypotheses 2.1.1

and 2.1.2.

(i) For (α, β) = (0, 0) and 1 ≤ α ≤ β ≤ n− 1, there exist {Qαβij}1≤i≤j≤n ∈ Ψ0 such that

∑

1≤i,j≤n

Qαβij ◦ dHij = Tαβ mod Ψ−1. (2.17)

(ii) For any 1 ≤ α ≤ n − 1, there exist {Bαi}1≤i≤n ∈ Ψ0 such that the following relation

holds

L
1

2

0 ◦Bαi ◦ Li −Rα ◦R = T0α mod Ψ−1, (2.18)

where the remainder Rα ◦R can be expressed as a zeroth-order linear combination of

the components T00 and {Tpq}1≤p≤q≤n−1 reconstructed in (i).

The presence of the L
1

2

0 term in part (ii) of Prop. 2.1.6 accounts for the loss of one

derivative in the inversion process. From Prop. 2.1.6, we can then obtain stability estimates

of the form

‖T00γ‖Hk+1(Ω′) +
∑

1≤p≤q≤n−1

‖Tpqγ‖Hk+1(Ω′) +
∑

1≤p≤n−1

‖T0pγ‖Hk(Ω′) ≤ C‖dH‖Hk+1(Ω′) +C2‖γ‖L2(Ω).

(2.19)

The above stability estimate holds for k = 0 using the results of Proposition 2.1.6 and in

fact for any k ≥ 0 updating by standard methods the parametrices in (2.17) and (2.18) to

inversions modulo operators in Ψ−k provided that the coefficients (γ0, {uj}) are sufficiently

smooth. The presence of the constant C2 indicates that the reconstruction of γ may be
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performed up to the existence of a finite dimensional kernel as an application of the Fredholm

theory as in [38].

Equation (2.19) means that some components of γ are reconstructed with a loss of one

derivative while other components are reconstructed with no loss. The latter components

are those that can be spanned by the components T00γ and {Tαβγ}1≤α,β≤n−1. Some alge-

bra shows that the only such linear combination is
∑n−1

i=0 Tiiγ, which, using the fact that

∑n−1
i=0 ξ̂i ⊗ ξ̂i = In, can be computed as

n−1∑

i=0

Tiiγ = (2π)−n

∫

Rn

eιx·ξA−1
0 InA

−1
0 : γ̂(ξ) dξ = γ−1

0 :

(
(2π)−n

∫

Rn

eιx·ξγ̂(ξ) dξ

)
= tr (γ−1

0 γ),

confirming the heuristics of Sec. 2.1.1. It can be shown that all other components of γ

(i.e. any part of γd in (2.9)) are, to some extent, spanned by the components T0αγ, and as

such cannot be reconstructed with better stability than the loss of one derivative in light

of (2.19). Combining the above results with (2.15), we arrive at the main stability result of

the chapter:

‖tr (γ−1
0 γ)‖Hk(Ω′) + ‖γd‖Hk−1(Ω′) ≤ C‖dH‖Hk(Ω′) + C2‖γ‖L2(Ω′). (2.20)

Such an estimate holds for any k ≥ 1.

The above estimate holds with C2 = 0 when γ 7→ dH(γ) is an injective (linear) operator.

Injectivity cannot be verified by microlocal arguments since all inversions are performed up

to smoothing operators; see [7] in the isotropic setting. In the next section, we obtain an

injectivity result, which allows us to set C2 = 0 in the above expression. However, the

above stability estimate (2.20) is essentially optimal. An optimal estimate, which follows

from the above and the equations for (γ, {vj}) is the following:

‖M|0γ‖Hk(Ω′)+‖γ‖Hk−1(Ω′) ≤ C‖dH‖Hk(Ω′)+C2‖γ‖L2(Ω′) ≤ C ′(‖M|0γ‖Hk(Ω′)+‖γ‖Hk−1(Ω′)).
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The left-hand-side inequality is a direct consequence of (2.20) and the expression of dH. The

right-hand side is a direct consequence of the expression of dH. The above estimate is clearly

optimal. The operator M|0 is of order 0. If it were elliptic, then γ would be reconstructed

with no loss of derivative. However, M|0 is not elliptic and the loss of ellipticity is precisely

accounted for by the results in Lemma 2.1.5. As we discussed above, it turns out that the

only spatial coefficient controlled by M|0γ is tr (γ−1
0 γ), and hence (2.20).

2.1.3 Explicit inversion:

Now, allowing γ to be supported up to the boundary, we present a variation of the non-

linear resolution technique used in [44, 45]. First considering n solutions generated by

boundary conditions fulfilling Hypothesis 2.1.1, we establish an expression for γ in terms of

the remaining unknowns (v1, . . . , vn):

γ = γ0([∇U ]H−1dHH−1[∇U ]T − [∇V ]H−1[∇U ]T − [∇U ]H−1[∇V ]T )γ0, (2.21)

where [∇U ] and [∇V ] denote n×n matrices whose j-th columns are ∇uj and ∇vj , respec-

tively, and where H = {Hij}ni,j=1 and dH = {dHij}ni,j=1. In particular we find from (2.21)

the relation

tr (γ−1
0 γ) = tr (H−1dH)− 2tr M, M := ([∇V ][∇U ]−1)T . (2.22)

Plugging (2.21) back into the second equation in (2.1) for 1 ≤ i ≤ n, one can deduce a

gradient equation for the quantity tr (γ−1
0 γ) which in turn allows to reconstruct tr (γ−1

0 γ)

in a Lipschitz-stable manner with respect to the LPD {dHij}ni,j=1 (i.e. without loss of

derivative).

Now turning to the full reconstruction of γ, we consider an additional solution un+1

generated by a boundary condition fulfilling Hyp. 2.1.2. The following proposition then
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establishes how to reconstruct (v1, . . . , vn) from dH:

Proposition 2.1.7. Assume that (g1, . . . , gn+1) fulfill Hypotheses 2.1.1 and 2.1.2 over X

and consider the linearized power densities dH = {dHij : 1 ≤ i ≤ j ≤ n + 1, i 6= n + 1}.

Then the solutions (v1, . . . , vn) satisfy a strongly coupled elliptic system of the form

∇ · (γ0∇vi) +Wij · ∇vj = fi(dH,∇(dH)) (X), vi|∂X = 0, 1 ≤ i ≤ n, (2.23)

where the vector fields Wij are known and only depend on the behavior of γ0, Z and

u1, . . . , un, and where the functionals fi are linear in the data dHij.

When the vector fields Wij are bounded, system (2.23) satisfies a Fredholm alternative

from which we deduce that if (2.23) with a trivial right-hand side admits no non-trivial

solution, then (v1, . . . , vn) is uniquely reconstructed from (2.23). We can then reconstruct

γ from (2.21).

Remark 2.1.8 (Case γ0 constant). In the case where γ0 is constant, choosing solutions as

in Remark 2.1.3, one arrives at a system of the form (2.23) where Wij = 0 if i 6= j, so that

the system is decoupled and clearly injective.

The conclusive theorem for the explicit inversion is thus given by

Theorem 2.1.9. Assume that (g1, . . . , gn+1) fulfill Hypotheses 2.1.1 and 2.1.2 over X and

consider the linearized power densities dH = {dHij : 1 ≤ i ≤ j ≤ n+1, i 6= n+1}. Assume

further that the system (2.23) with trivial right-hand sides has no non-trivial solution. Then

γ is uniquely determined by dH and we have the following stability estimate

‖tr (γ−1
0 γ)‖H1(X) + ‖γ‖L2(X) ≤ C‖dH‖H1(X). (2.24)
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2.2 Microlocal inversion

2.2.1 Preliminaries

Linear algebra. In the following, we consider the n × n matrices Mn(R) with the inner

product structure

A : B = tr (ABT ) =

n∑

i,j=1

AijBij, (2.25)

for which Mn(R) admits the orthogonal decomposition An(R) ⊕ Sn(R). For two vectors

U = (u1, . . . , un)
T and V = (v1, . . . , vn)

T in Rn we denote by U ⊗V the matrix with entries

{uivj}ni,j=1, and we also define the symmetrized outer product

U ⊙ V :=
1

2
(U ⊗ V + V ⊗ U). (2.26)

With · denoting the standard dotproduct on Rn, we have the following identities

2U ⊙ V : X ⊙ Y = (U ·X)(V · Y ) + (U · Y )(V ·X), U, V,X, Y ∈ R
n, (2.27)

U ·MU =M : U ⊗ U =M : U ⊙ U, U ∈ R
n,M ∈Mn(R). (2.28)

Pseudo-differential calculus. Recall that we denote the set of symbols of order m on X

by Sm(X), which is the space of functions p ∈ C∞(X × Rn) such that for all multi-indices

α and β and every compact set K ⊂ X there is a constant Cα,β,K such that

sup
x∈K

|Dβ
xD

α
ξ p(x, ξ)| ≤ Cα,β,K(1 + |ξ|)m−|α|.
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We denote the operator p(x,D) as

p(x,D)γ(x) = (2π)−n

∫

Rn

eιx·ξp(x, ξ)γ̂(ξ)dξ

and the set of pseudo-differential operators (ΨDO) of order m on X by Ψm(X), where

Ψm(X) = {p(x,D) : p ∈ Sm(X)}.

Suppose {mj}∞0 is strictly decreasing and limmj = −∞, and suppose pj ∈ Smk(X) for each

j. We denote an asymptotic expansion of the symbol p ∈ Sm0(X) as p ∼
∑∞

0 pj if

p−
∑

j<k

pj ∈ Smk(X), for all k > 0.

Given two ΨDO P and Q with respective symbols σP and σQ and orders dP and dQ, we

will make repetitive use of the symbol expansion of the product operator QP ≡ Q ◦ P

σQP (x, ξ) ∼ σQσP +
1

ι
∇ξσQ · ∇xσP +O(|ξ|dQ+dP−2), (2.29)

where O(|ξ|α) denotes a symbol of order at most α. As we will need to compute products of

three ΨDO R, P and Q, we write the following formula for later use, obtained by iteration

of (2.29)

σRQP = σRσQσP +
1

ι
(σR∇ξσQ · ∇xσP + σQ∇ξσR · ∇xσP + σP∇ξσR · ∇xσQ)

+O(|ξ|dR+dQ+dP−2).

(2.30)

In the next derivations, some operators have matrix-valued principal symbols. However

we will only compose them with operators with scalar symbols, so that the above calculus

remains valid.
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2.2.2 Symbol calculus for the LPD and proof of Lemma 2.1.5

Writing vi(x) = (2π)−n
∫
Rn e

ιx·ξv̂i(ξ) dξ and γ(x) = (2π)−n
∫
Rn e

ιx·ξγ̂(ξ) dξ (understood in

the componentwise sense), we have

L0vi := −∇ · (γ0∇vi) = (2π)−n

∫

Rn

eιx·ξ (ξ · γ0ξ − ι(∇ · γ0) · ξ) v̂i(ξ) dξ,

Piγ ≡ ∇ · (γ∇ui) = (2π)−n

∫

Rn

eιx·ξ
(
ιξ ⊙∇ui +∇2ui

)
: γ̂(ξ) dξ.

Thus equation (2.5) reads L0vi = Piγ, where the operators L0 := −∇ · (γ0∇) and Pi have

respective symbols

σL0
= l2 + l1, l2 := ξ · γ0ξ ∈ S2 and l1 := −ι(∇ · γ0) · ξ ∈ S1, (2.31)

σPi
= pi,1 + pi,0, pi,1 := ιξ ⊙∇ui ∈ (S1)n×n and pi,0 := ∇2ui ∈ (S0)n×n. (2.32)

For Y a smooth vector field, we will also need in the sequel to express the operator Y · ∇

as ΨDO, the symbol of which is denoted σY ·∇ = σY ·∇|1 := ιξ · Y .

We now write dHij as a ΨDO of γ with symbol Mij as in (2.10). dHij belongs to

Ψ0(X) and we will compute in this chapter the first two terms in the expansion of Mij

(call them Mij |0 and Mij |−1), which in turn relies on constructing parametrices of L0 of

increasing order and doing some computations on symbols of products of ΨDO based on

formula (2.29). If Q is a parametrix of L0 modulo Ψ−m, i.e. K ≡ QL0 − Id ∈ Ψ−m, then

straightforward computations based on the relation L0vi = Piγ yield the following relation

dHij(γ) = γ : ∇ui ⊙∇uj + (γ0∇ui · ∇) ◦Q ◦ Pjγ + (γ0∇uj · ∇) ◦Q ◦ Piγ +Kijγ,

(2.33)

where Kij := (γ0∇ui · ∇) ◦KL−1
0 Pj + (γ0∇uj · ∇) ◦KL−1

0 Pi. (2.34)
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For any i, L−1
0 Pi denotes the operator γ 7→ vi where vi solves (2.5), and standard elliptic

theory allows to claim that L−1
0 Pi smoothes by one derivative so that the error operator Kij

defined in (2.34) smoothes by m derivatives. In particular, upon computing a parametrix

Q of L0 modulo Ψ−m, the first three terms in (2.33) are enough to construct the principal

part of the symbol Mij modulo Ψ−m.

In light of the last remark, we first compute a parametrix Q of L0 modulo Ψ−1, that is,

since L0 ∈ Ψ2, we look for a principal symbol of the form σQ = q−2 +O(|ξ|−3). Clearly, we

easily obtain q−2 = l−1
2 = (ξ · γ0ξ)−1. In this case, the principal symbol of dHij at order

zero is given by, according to (2.33) and (2.29),

Mij|0 = ∇ui ⊙∇uj + (σγ0∇ui·∇|1) q−2 pj,1 + (σγ0∇uj ·∇|1) q−2 pi,1

= ∇ui ⊙∇uj −
1

ξ · γ0 ξ
((γ0∇ui · ξ)(ξ ⊙∇uj) + (γ0∇uj · ξ)(ξ ⊙∇ui)) .

Mij |0 admits a somewhat more symmetric expression if pre- and post-multiplied by A0, the

unique positive squareroot of γ0, so that we may write,

Mij|0(x, ξ) = A−1
0

(
Vi ⊙ Vj − (ξ̂0 · Vi)ξ̂0 ⊙ Vj − (ξ̂0 · Vj)ξ̂0 ⊙ Vi

)
A−1

0 , (2.35)

where we have defined ξ0 := A0ξ and x̂ := |x|−1x for any x ∈ Rn−{0} as well as Vi := A0∇ui.

This last expression motivates the proof of Lemma 2.1.5.

Proof of Lemma 2.1.5. Proof of (i): Let η such that η · ξ = 0, and denote η′ := A−1
0 η
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so that η′ · ξ0 = 0. Then using identity (2.27) and (2.35), we get

2‖ξ0‖−1Mij |0(x, ξ) : γ0ξ ⊙ η = 2
[
Vi ⊙ Vj − (ξ̂0 · Vi)ξ̂0 ⊙ Vj − (ξ̂0 · Vj)ξ̂0 ⊙ Vi

]
: ξ̂0 ⊙ η′

= (Vi · ξ̂0)(Vj · η′) + (Vi · η′)(Vj · ξ̂0)− (ξ̂0 · Vi)(ξ̂0 · ξ̂0)(Vj · η′)

− (ξ̂0 · Vi)(ξ̂0 · η′)(Vj · ξ̂0)− (ξ̂0 · Vj)(ξ̂0 · ξ̂0)(Vi · η′)

− (ξ̂0 · Vj)(ξ̂0 · η′)(ξ̂0 · Vi)

= 0,

where we have used ξ̂0 · ξ̂0 = 1 and ξ̂0 · η′ = 0, thus (i) holds.

Proof of (ii): Recall that

Mij |0 : P =
[
Vi ⊙ Vj − (ξ̂0 · Vi)ξ̂0 ⊙ Vj − (ξ̂0 · Vj)ξ̂0 ⊙ Vi

]
: A−1

0 PA−1
0 .

We write Sn(R) as the direct orthogonal sum of three spaces:

Sn(R) =
(
R ξ̂0 ⊗ ξ̂0

)
⊕
(
{ξ̂0}⊥ ⊙ {ξ0}⊥

)
⊕
(
ξ̂0 ⊙ {ξ̂0}⊥

)
, (2.36)

with respective dimensions 1, n(n− 1)/2 and n− 1. Decomposing A−1
0 PA−1

0 uniquely into

this sum, we write A−1
0 PA−1

0 = P1 + P2 + P3. Direct calculations then show that

Mij |0 : A−1
0 PA−1

0 = Vi ⊙ Vj : (−P1 + P2), 1 ≤ i ≤ j ≤ n.

Since {Vi}ni=1 is a basis of Rn, {Vi ⊙ Vj}1≤i≤j≤n is a basis of Sn(R) and thus (2.12) implies

that

−P1 + P2 = 0, i.e. P1 = P2 = 0.
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Therefore P = A0P3A0 with P3 = ξ̂0 ⊙ η′ for some η′ · ξ̂0 = 0, so P = γ0ξ ⊙ η with η

proportional to A0η
′, i.e. such that η · ξ = 0, thus the proof is complete.

In other words, all symbols of order zero Mij |0(x, ξ) are orthogonal to the (x, ξ)-

dependent n − 1-dimensional subspace of symmetric matrices γ0ξ ⊙ {ξ}⊥. One must thus

compute the next term in the symbol exampansion of the operators dHij , i.e. Mij |−1. We

will then show that enough symbols of the formMij |0+Mij|−1 will suffice to span the entire

space Sn(R) for every x ∈ Ω′ and ξ ∈ S1, so that the corresponding family of operators is

elliptic as a function of γ.

2.2.3 Computation of Mij |−1

As the previous section explained, the principal symbolsMij |0 can never span Sn(R). There-

fore, we compute the next term Mij |−1 in their symbol expansion. We must first construct

a parametrix Q of L0 modulo Ψ−2, i.e. of the form

σQ = q−2 + q−3 +O(|ξ|−4), qi ∈ Si. (2.37)

Lemma 2.2.1. The symbols q−2 and q−3 defined in (2.37) have respective expressions

q−2 = l−1
2 = (ξ · γ0ξ)−1, (2.38)

q−3 = l−3
2 ι ξpξqξj ([γ0]pq∂xi

[γ0]ij − 2[γ0]ij∂xi
[γ0]pq) . (2.39)

Proof of Lemma 2.2.1. Using formula (2.29) with (Q,P ) ≡ (Q,L0), and using the expan-

sions of σQ and σL0
, we get

σQL0
∼ q−2l2 + (q−2l1 + q−3l2 +

1

ι
∇ξq−2 · ∇xl2) +O(|ξ|−2).

In order to match the expansion 1 + 0 + O(|ξ|−2), the expansion above must satisfy, for
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large ξ,

q−2l2 = 1 and q−2l1 + q−3l2 +
1

ι
∇ξq−2 · ∇xl2 = 0,

that is, q−2 = l−1
2 = (ξ · γ0ξ)−1 and

q−3 = l−1
2

(
−q−2l1 −

1

ι
∇ξq−2 · ∇xl2

)
= l−3

2 (−l2l1 − ι∇ξl2 · ∇xl2) .

Now, we easily have ∇ξl2 = 2γ0ξ and ∇xl2 = ∂xi
[γ0]pqξpξqei, where e1, . . . , en is the natural

basis of Rn. We thus deduce the expression of q3

q−3 = l−3
2 ι ([γ0]pqξpξq∂xi

[γ0]ijξj − 2[γ0]ijξj∂xi
[γ0]pqξpξq) ,

from which (2.39) holds. q−3 is clearly in S−3 from this expression, since l−3
2 is of order −6.

The proof is complete

We now give the expression of Mij |−1 (or rather, that of A0 Mij |−1 A0).

Proposition 2.2.2 (Expression of A0Mij|−1A0). Given any (i, j) the symbol A0 Mij |−1 A0

admits the following expression

A0 Mij|−1(x, ξ) A0 = ι‖ξ0‖−1
(
(ξ̂0 · Vj)(Hi − 2ξ̂0 ⊙Hiξ̂0) + ξ̂0 ⊙HiVj

)

+ ι‖ξ0‖−1
(
(ξ̂0 · Vi)(Hj − 2ξ̂0 ⊙Hj ξ̂0) + ξ̂0 ⊙HjVi

)

+ ι‖ξ0‖−1
(
Vj ·G(x, ξ)(ξ̂0 ⊙ Vi) + Vi ·G(x, ξ)(ξ̂0 ⊙ Vj)

)
,

(2.40)

where we have defined Vi := A0∇ui, Hi := A0 ∇2ui A0, as well as the vector field

G(x, ξ) := ‖ξ0‖2(ιq−3ξ0 +A0∇xq−2) ∈ (S0)n. (2.41)
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Proof of Prop. (2.40). Assume Q is a parametrix of L0 modulo Ψ−2 and consider formula

(2.33). Since the term γ : ∇ui⊙∇uj is of order zero, the computation of Mij |−1 consists in

computing the second term in the symbol expansion of Ri ◦Q ◦Pj , and the same term with

i, j permuted, where we denote Ri := γ0∇ui · ∇ with symbol ri,1 = ιγ0∇ui · ξ. Plugging

σRi
= ri,1, σQ = q−2 + q−3 and σPi

= pi,1 + pi,0 into (2.30) and keeping only the terms that

are homogeneous of degree −1 in ξ, we arrive at the expression

σRiQPj
|−1 = ri,1(q−3pj,1 + q−2pj,0) +

1

ι
(pj,1∇ξri,1 · ∇xq−2 +∇ξ(q−2ri,1) · ∇xpj,1). (2.42)

Note that the multiplications commute because the symbols of Q and Ri are scalar, while

that of Pj is matrix-valued. Since Mij |−1 = σRiQPj
|−1 + σRjQPi

|−1, equation (2.40) will be

proved when we show that

A0 σRiQPj
|−1 A0 = ι‖ξ0‖−1

(
(ξ̂0 · Vi)(Hj − 2ξ̂0 ⊙Hj ξ̂0) + ξ̂0 ⊙HjVi + Vi ·G(x, ξ)(ξ̂0 ⊙ Vj)

)
.

(2.43)

Proof of (2.43). Starting from (2.42), plugging the expression ri,1 = ι(Vi · ξ0), using the

identity

∇ξ(q−2ri,1) · ∇xpj,1 = ιξ ⊙ (∇2uj∇ξ(q−2ri,1)),

and pre- and post-multiplying by A0 yields the relation

A0 σRiQPj
|−1 A0 = ι(Vi · ξ0)(q−3ιξ0 ⊙ Vj + q−2Hj)

+ (Vi ·A0∇xq−2)ιξ0 ⊙ Vj + ξ0 ⊙HjA
−1
0 ∇ξ(q−2ri,1).

(2.44)

Gathering the first and third terms recombines into ι‖ξ0‖−1Vi ·G(ξ̂0 ⊙ Vj) (the last term of
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(2.43)). On to the second and fourth terms, we first compute

A−1
0 ∇ξ(ri,1q−2) = ι(Vi · ξ0)(−‖ξ0‖−4)2ξ0 + ‖ξ0‖−2ιVi = ι‖ξ0‖−2(Vi − 2(Vi · ξ̂0)ξ̂0).

Using this calculation, the second and fourth terms in (2.44) recombine into

ι‖ξ0‖−1
(
(ξ̂0 · Vi)(Hj − 2ξ̂0 ⊙Hj ξ̂0) + ξ̂0 ⊙HjVi

)
,

thus the argument is complete.

2.2.4 Proof of Proposition 2.1.6

Preliminaries: By virtue of Hypothesis 2.1.1, ∇un+1 may be decomposed into the basis

∇u1, . . . ,∇un by means of scalars µ1, . . . , µn, µ such that

n∑

i=1

µi
µ
∇ui +∇un+1 = 0. (2.45)

As seen in [44, 45], the coefficients µ1, . . . , µn+1 are directly computible from the power

densities {∇ui · γ0∇uj}1≤i≤j≤n+1 and on the other hand, we have the relation

µi
µ

=
det(∇u1, . . . ,

i︷ ︸︸ ︷
∇un+1, . . . ,∇un)

det(∇u1, . . . ,∇um)
, 1 ≤ i ≤ n,

thus ∇µi

µ = Zi as defined in (2.8) for 1 ≤ i ≤ n. In the next proofs, we will use the following

Lemma 2.2.3. Under hypotheses 2.1.1 and 2.1.2, the following matrix-valued function

M := µiHi + µHn+1 (2.46)

is symmetric and uniformly invertible.
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Proof. Symmetry of M is obvious by definition. Taking gradient of (2.45), we arrive at

n∑

i=1

Zi ⊗∇ui +
µi
µ
∇2ui +∇2un+1 = 0.

Pre- and post-multiplying by A0, we deduce that

M = µiHi + µHn+1 = −µA0Zi ⊗ Vi = −µA0ZV
T ,

whereV := [V1| . . . |Vn]. The proof is complete since Hyp. 2.1.1 ensures that µ never vanishes

and V is uniformly invertible, and Hyp. 2.1.2 ensures that Z is uniformly invertible.

The Tpq operators. Proof of Prop. 2.1.6: As advertised in Sec. 2.1.2, because of the

algebraic form of the symbols of the linearized power density operators, it is convenient

for inversion purposes to define the microlocal change of basis Tγ = {Tpqγ}1≤p≤q≤n as in

(2.14), i.e.

Tpqγ(x) := (2π)−n

∫

Rn

eιξ·xA−1
0 ξ̂p ⊙ ξ̂qA

−1
0 : γ̂(ξ) dξ.

To convince ourselves that this collection forms a microlocally invertible operator of γ,

let us introduce the zero-th order ΨDOs Pijpq with scalar principal symbol σPijpq
:= (ei ·

A0ξ̂p)(ej · A0ξ̂q) for 1 ≤ i, j, p, q ≤ n. Then for any 1 ≤ i ≤ j ≤ n, the composition of

operators
∑n

p,q=1 Pijpq ◦ Tpq has principal symbol

n∑

p,q=1

(ei ·A0ξ̂p)(ej ·A0ξ̂q)A
−1
0 ξ̂p ⊙ ξ̂qA

−1
0 =

n∑

p=1

(ei · A0ξ̂p)A
−1
0 ξ̂p ⊙

n∑

q=1

(ej ·A0ξ̂q)A
−1
0 ξ̂q = ei ⊙ ej,
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where we have used the following property, true for any smooth vector field V :

V =
n∑

p=1

(V ·A0ξ̂p)A
−1
0 ξ̂p.

Thus for any 1 ≤ i ≤ j ≤ n, the composition
∑n

p,q=1 Pijpq ◦ Tpq recovers γij = γ : ei ⊗ ej up

to a regularization term. This in particular justifies the estimates (2.15) and the subsequent

inversion procedure. We are now ready to prove Proposition 2.1.6.

Proof of Proposition 2.1.6. From the fact that (V1, . . . , Vn) is a basis at every point and

given their dotproducts Hij = Vi · Vj , we have the following formula, true for every vector

field W :

W = Hpq(W · Vp)Vq. (2.47)

Proof of (i): Reconstruction of the components T00γ and {Tαβγ}1≤α≤β≤n−1. We

work with M̃ij |0 := A0 Mij |0 A0 = Vi ⊙ Vj − (ξ̂0 · Vi)ξ̂0 ⊙ Vj − (ξ̂0 · Vj)ξ̂0 ⊙ Vi. Using (2.47)

with W ≡ ξ̂α, straightforward computations yield

∑

i,j,p,q

Hqj(ξ̂α · Vq)Hpi(ξ̂β · Vp)M̃ij |0 = ξ̂α ⊙ ξ̂β − (ξ̂0 · ξ̂α)ξ̂0 ⊙ ξ̂β − (ξ̂0 · ξ̂β)ξ̂0 ⊙ ξ̂α

=





−ξ̂0 ⊙ ξ̂0 if α = β = 0,

0 if 0 = α 6= β,

ξ̂α ⊙ ξ̂β if α 6= 0, β 6= 0.
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which means that upon defining Qαβij ∈ Ψ0 with scalar principal symbols

σQ00ij
:= −

∑

p,q

Hqj(ξ̂0 · Vq)Hpi(ξ̂0 · Vp),

σQαβij
:=
∑

p,q

Hqj(ξ̂α · Vq)Hpi(ξ̂β · Vp), 1 ≤ α ≤ β ≤ n− 1,

relation (2.17) is satisfied in the sense of operators since the previous calculation amounts

to computing the principal symbol of the composition of operators in (2.17).

Proof of (ii): Reconstruction of the components {T0αγ}1≤α≤n−1. It remains to

construct appropriate operators that will map dH(γ) to the components T0αγ for 1 ≤

α ≤ n − 1, which is where the additional measurements dHi,n+1 come into play. Let

(µ1, . . . , µn, µ) as in (2.45) and construct the ΨDO {Li(γ)}ni=1 as in (2.16). It is easy to

see that, since the µi are only functions of x, the terms of fixed homogeneity in the symbol

expansion of Li satisfy

σLi
|k = µjMij |k + µMi,n+1|k, k = 0,−1,−2, . . . .

Then from equation (2.35) and relation (2.45), we deduce that σLi
|0 = 0, so that Li ∈ Ψ−1.

Moreover, using equation (2.40) together with relation (2.45), we deduce that

σ̃Li
|−1 = A0 σLi

|−1 A0 = ι‖ξ0‖−1
(
(ξ̂0 · Vi)(M− 2ξ̂0 ⊙Mξ̂0) + ξ̂0 ⊙MVi

)

is now the principal symbol of Li. Using relation (2.47) with W ≡ M−1ξ̂α, the symmetry

of M and multiplying by M, we have the relation

ξ̂α = Hpq(ξ̂α ·M−1Vp)MVq.
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Using this relation, we deduce the following calculation, for 1 ≤ α ≤ n− 1

Hpi(ξ̂α ·M−1Vp) σ̃Li
|−1 = ι‖ξ0‖−1

(
(ξ̂0 ·M−1ξ̂α)(M− 2ξ̂0 ⊙Mξ̂0) + ξ̂0 ⊙ ξ̂α

)
. (2.48)

While the second term gives us the missing components T0αγ, we claim that the first one

is spanned by ξ̂0 ⊙ ξ̂0 and {ξ̂α ⊙ ξ̂β}1≤α≤β≤n−1. Indeed we have

(M− 2ξ̂0 ⊙Mξ̂0) : (ξ̂0 ⊙ ξ̂α) = 0, 1 ≤ α ≤ n− 1,

(M− 2ξ̂0 ⊙Mξ̂0) : (ξ̂0 ⊙ ξ̂0) = −ξ̂0 ·Mξ̂0,

(M− 2ξ̂0 ⊙Mξ̂0) : (ξ̂α ⊙ ξ̂β) = ξ̂α ·Mξ̂β, 1 ≤ α ≤ β ≤ n− 1,

so we deduce that

M− 2ξ̂0 ⊙Mξ̂0 = −(ξ̂0 ·Mξ̂0) ξ̂0 ⊙ ξ̂0 +
∑

1≤α,β≤n−1

(ξ̂α ·Mξ̂β) ξ̂α ⊙ ξ̂β. (2.49)

In light of these algebraic calculations, we now build the parametrices. Let L
1

2

0 ∈ Ψ1,

Bαi ∈ Ψ0, R ∈ (Ψ0)n×n, Rα ∈ Ψ0 and Rαβ ∈ Ψ0 the ΨDOs with respective principal

symbols

σ
L

1
2
0

= −ι‖ξ0‖, σBαi
= Hpi(ξ̂α ·M−1Vp), σR = M− 2ξ̂0 ⊙Mξ̂0,

σRα = ξ̂0 ·M−1ξ̂α, σRαβ
= ξ̂α ·Mξ̂β.

Then the relation (2.48) implies (2.18) at the principal symbol level. The operator R can

indeed be expressed as the following zero-th order linear combination of the components
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T00 and {Tαβ}1≤α,β≤n−1:

R = −R00T00 +
∑

1≤α,β≤n−1

RαβTαβ

=
n∑

i,j=1


−R00Q00ij +

∑

1≤α,β≤n−1

RαβQαβij


 ◦ dHij mod Ψ−1,

so that the left-hand side of (2.18) is expressed as a post-processing of measurement oper-

ators dHij only. The proof is complete.

2.3 Explicit inversion

2.3.1 Preliminaries and notation

For a matrix A with columns A1, . . . , An and (e1, . . . , en) the canonical basis, one has the

following representation

A =

n∑

j=1

Aj ⊗ ej and AT =

n∑

j=1

ej ⊗Aj.

More generally, for two matrices A = [A1| . . . |An] and B = [B1| . . . |Bn], we have the relation

n∑

j=1

Aj ⊗Bj = ABT .

Finally, for A a matrix and V = [V1| . . . |Vn], the sum AijVj is nothing but the i-th column

of the matrix V AT .

2.3.2 Derivation of (2.21) from Hypothesis 2.1.1:

Let us start from n solutions (u1, . . . , un) fulfilling Hypothesis 2.1.1, and let (v1, . . . , vn)

the corresponding solutions of (2.5). We also denote [∇U ] := [∇u1| . . . |∇un] and [∇V ]
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similarly. We first mention that for any vector field V , we have the following formulas

V = Hpq(V · γ0∇up)∇uq = Hpq(V · ∇up)γ0∇uq, (2.50)

which also amounts to the following matrix relations

Hpq(∇up ⊗∇uq)γ0 = Hpqγ0(∇up ⊗∇uq) = In. (2.51)

From the relation

dHij = (γ∇ui + γ0∇vi) · ∇uj + γ0∇vj · ∇ui, 1 ≤ i, j ≤ n,

we deduce, using (2.50),

γ∇ui + γ0∇vi = Hpq (dHip − γ0∇vp · ∇ui) γ0∇uq, 1 ≤ i ≤ n. (2.52)

The previous equation allows us express γ in terms of the remaining unknowns (v1, . . . , vn).

Indeed, taking the tensor product of (2.52) with H ijγ0∇uj and summing over i yields

γ + γ0∇vi ⊗∇ujγ0H ij = Hpq (dHip − γ0∇vp · ∇ui) (γ0∇uq ⊗∇ujγ0H ij)

= dHipγ0(H
pq∇uq ⊗H ij∇uj)γ0 − γ0∇uq ⊗∇vpγ0Hpq,

where we have used the identity (2.50) in the last right-hand side. We may rewrite this as

γ = γ0
(
dHip(H

pq∇uq ⊗H ij∇uj)− 2H ij∇vi ⊙∇uj
)
γ0. (2.53)

One may notice that the above expression is indeed a symmetric matrix. In matrix notation,

using the preliminaries, we arrive at the expression (2.21).
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2.3.3 Algebraic equations obtained by considering additional solutions:

Let us now add another solution un+1 with corresponding solution vn+1 at order O(ε).

By virtue of Hypothesis 2.1.1, as in section 2.2.4, ∇un+1 may be expressed in the basis

(∇u1, . . . ,∇un) as

n∑

i=1

µi
µ
∇ui +∇un+1 = 0, (2.54)

where the coefficients µi can be expressed as ratios of determinants, or equivalently, com-

putable from the power densities at order ε0, see [44, Appendix A.3]. For 1 ≤ i ≤ n, we

define Zi := ∇(µ−1µi), and notice that we have the following two algebraic relations

n∑

i=1

Zi · γ0∇ui = 0 and

n∑

i=1

Z♭
i ∧ dui = 0. (2.55)

The first one is obtained obtained after applying the operator ∇ · (γ0·) to (2.54) and the

second one is obtained after applying an exterior derivative to (2.54) .

Moving on to the study of the corresponding vn+1 solution, we write

dHn+1,j +
µi
µ
dHij =

(
∇vn+1 +

µi
µ
∇vi

)
· γ0∇uj, 1 ≤ j ≤ n,

where we have cancelled sums of the form (2.54). Using the identity (2.50), we deduce that

∇vn+1 + (µ−1µi)∇vi = Hpq
(
dHn+1,p + (µ−1µi)dHip

)
∇uq. (2.56)

Taking exterior derivative of the previous relation yields

Z♭
i ∧ dvi = d

(
Hpq(dHn+1,p + (µ−1µi)dHip)

)
∧ duq. (2.57)
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We now apply ∇ · (γ0·) to (2.56), the left-hand side becomes

∇ · (γ0(∇vn+1 + (µ−1µi)∇vi)) = ∇ · (γ0∇vn+1) + Zi · γ0∇vi + (µ−1µi)∇ · (γ0∇vi)

= −∇ · (γ∇un+1) + Zi · γ0∇vi − (µ−1µi)∇ · (γ∇ui)

= Zi · γ0∇vi −∇ · (γ(∇un+1 + (µ−1µi)∇ui)) + Zi · γ∇ui

= Zi · (γ0∇vi + γ∇ui),

thus we arrive at the equation

Zi · (γ0∇vi + γ∇ui) = ∇
(
Hpq(dHn+1,p + (µ−1µi)dHip)

)
· γ0∇uq =: Yq · γ0∇uq,

where the vector fields

Yq := ∇
(
Hpq(dHn+1,p + (µ−1µi)dHip)

)
, 1 ≤ q ≤ n, (2.58)

are known from the data dH. Combining the latter equation with (2.52), we obtain

(Zi · γ0∇uq)Hpq (dHip − γ0∇vp · ∇ui) = Yq · γ0∇uq,

which we recast as

(Zi · γ0∇uq)Hpq(γ0∇vp · ∇ui) = (Zi · γ0∇uq)HpqdHip − Yq · γ0∇uq.

The left-hand side can be considerably simplified by noticing that the second equation of

(2.55) implies [∇U ]ZT = Z[∇U ]T . With this fact in mind, the left-hand side looks like
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Xp · ∇vp, where we compute

Xp = Hpqγ0∇ui ⊗ Ziγ0∇uq = γ0[∇U ]ZTγ0[∇U ]H−1ep = γ0Z[∇U ]T [∇U ]−Tep = γ0Zp.

Finally, we obtain the more compact equation

n∑

p=1

γ0Zp · ∇vp = f, where f := (HpqdHip Zi − Yq) · γ0∇uq, (2.59)

with Yq given in (2.58).

Remark 2.3.1 (On algebraic inversion). In equations (2.57) and (2.59), the only unknown

is the matrix [∇V ] := [∇v1, . . . ,∇vn]. Equations (2.57) and (2.59) give us the projection

of that matrix onto the space ZAn(R) and onto the line Rγ0Z respectively. As in the non-

linear case [44, 45], we expect that a rich enough set of such equations provided by a certain

number of additional solutions (un+1, . . . , un+l) leads to a pointwise, algebraic reconstruction

of [∇V ], however we do not follow that route here.

2.3.4 Proof of Proposition 2.1.7 and Theorem 2.1.9

We now show that provided that we use one additional solution un+1 (on top of the basis

(u1, . . . , un)) such that the matrix Z is of full rank, then we can reconstruct (v1, . . . , vn) via

a strongly coupled elliptic system of the form (2.23), after which we can reconstruct γ from

(∇v1, . . . ,∇vn) by formula (2.21). We now show how to derive this elliptic system.

Proof of Proposition 2.1.7. According to Hypothesis 2.1.2, the matrix Z = [Z1| . . . |Zn] has
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full rank and we recall the important equations

n∑

p=1

γ0Zp · ∇vp = f and
n∑

i=1

Z♭
i ∧ dvi = ω, where (2.60)

ω = Y ♭
q ∧ duq, Yq := ∇(Hpq(dHn+1,p + (µ−1µi)dHip)), (2.61)

and where f is given in (2.59). Assuming that Z has full rank, the family (Z1, . . . , Zn) is a

frame with dotproducts defined as Ξij = Zi · Zj , and in this case we define its dual frame

Z⋆
i := ΞijZj for 1 ≤ i ≤ n, such that Z⋆

i · Zj = δij , i.e. with Z⋆ the matrix with columns

Z⋆
j , we have the relation Z⋆ = Z−T . The second equation of (2.60) may be rewritten as

Z⋆
q · ∇vp − Z⋆

p · ∇vq = ω(Z⋆
p , Z

⋆
q ), 1 ≤ p, q ≤ n. (2.62)

Applying the differential operator Z⋆
i · ∇ to the first equation of (2.60), we obtain

n∑

p=1

(Z⋆
i · ∇)(γ0Zp · ∇)vp = (Z⋆

i · ∇)f. (2.63)

Using (2.62), we may rewrite the left-hand side of (2.63) as

(Z⋆
i · ∇)(γ0Zp · ∇)vp = [Z⋆

i , γ0Zp] · ∇vp + (γ0Zp · ∇)(Z⋆
i · ∇)vp

= [Z⋆
i , γ0Zp] · ∇vp + (γ0Zp · ∇)(Z⋆

p · ∇)vi + (γ0Zp · ∇)(ω(Z⋆
p , Z

⋆
i )),

where we have introduced the Lie bracket of two vector fields, which may be written in the

Euclidean connection

[X,Y ] := (X · ∇)Y − (Y · ∇)X. (2.64)
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Plugging the last calculation into (2.63)

n∑

p=1

(γ0Zp · ∇)(Z⋆
p · ∇)vi +

n∑

p=1

[Z⋆
i , γ0Zp] · ∇vp = (Z⋆

i · ∇)f −
n∑

p=1

(γ0Zp · ∇)(ω(Z⋆
p , Z

⋆
i )).

(2.65)

We now look more closely at the principal part of this equation. The first term may be

written as (
∑

is implicit, here)

γ0Zp ⊗ Z⋆
p : ∇2vi + ((γ0Zp · ∇)Z⋆

p) · ∇vi = γ0 : ∇2vi + ((γ0Zp · ∇)Z⋆
p) · ∇vi,

where we have used that Zp ⊗ Z⋆
p = In. We thus obtain a strongly coupled elliptic system

of the form (2.23), where

Wij := (∇ · γ0 − ((γ0Zp · ∇)Z⋆
p)) δij − [Z⋆

i , γ0Zj ], 1 ≤ i, j ≤ n, (2.66)

fi := −Z⋆
i · ∇f + (γ0Zp · ∇)(ω(Z⋆

p , Z
⋆
i )), 1 ≤ i ≤ n. (2.67)

This concludes the proof.

In order to assess the properties of system (2.23), we recast it as an integral equation as

follows: Let us call L0 := −∇ · (γ0∇), and define L−1
0 : H−1(X) ∋ f 7→ u ∈ H1

0 (X), where

u is the unique solution to the equation

−∇ · (γ0∇u) = f (X), u|∂X = 0. (2.68)

By the Lax-Milgram theorem (see e.g. [23]), one can establish that such solutions satisfy

an estimate of the form ‖u‖H1
0
(X) ≤ C‖f‖H−1(X), where C only depends on X and the

constant of ellipticity of γ0, thus L
−1
0 : H−1(X) → H1

0 (X) is continuous, and by Rellich

imbedding (i.e. the fact that the injection L2 → H−1 is compact), L−1
0 : L2(X) → H1

0 (X)
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is compact.

Applying the operator L−1
0 to (2.23), we arrive at the integral system

vi +
n∑

j=1

L−1
0 (Wij · ∇vj) = hi := L−1

0 fi (X), 1 ≤ i ≤ n, (2.69)

where it is easy to establish that for 1 ≤ i, j ≤ n, the operator

Pij : H
1
0 (X) ∋ v → Pijv := L−1

0 (Wij · ∇v) ∈ H1
0 (X) (2.70)

is compact whenever the vector fields Wij are bounded. In vector notation, if we define the

vector space H = (H1
0 (X))n, v = (v1, . . . , vn), h = (h1, . . . , hn) and for v ∈ H,

Pv := (P1jvj , P2jvj , . . . , Pnjvj) ∈ H, (2.71)

we have that P : H → H is a compact linear operator, and the system (2.23) is reduced to

the following Fredholm (integral) equation

(I+P)v = h. (2.72)

Note here that the operator P defined in (2.71) depends only on γ0 and the solutions

ui, so that the injectivity properties depend on the γ0 around which we pose the problem,

in particular, whether one can fulfill hypotheses 2.1.1 and 2.1.2.

Injectivity and stability. Equation (2.72) satisfies a Fredholm alternative. In particular,

if −1 is not an eigenvalue of P, (2.72) admits a unique solution v ∈ H (injectivity), (I +

P)−1 : H → H is well-defined and continuous and v satisfies the estimate

‖v‖H ≤ ‖(I +P)−1‖L(H)‖h‖H, (2.73)

43



from which we deduce stability below. In the statement of Theorem 2.1.9, the fact that

“system (2.23) with trivial right-hand sides admits no non-trivial solution” precisely means

that −1 is not an eigenvalue of the operator P.

Remark 2.3.2 (Injectivity when γ0 is constant). When γ0 is constant, constructing (u1, . . . , un+1)

as in Remark 2.1.3 yields Z = Q a constant matrix. In particular, the commutators

[Z⋆
i , γ0Zj ] vanish in the expression of Wij. Thus system (2.23) is decoupled and clearly in-

jective. By continuity, we also obtain that (2.23) is injective for γ0 (not necessarily scalar)

sufficiently close to a constant.

We now prove Theorem 2.1.9.

Proof of Theorem 2.1.9. Starting from the integral version (2.72) of the elliptic system

(2.23) in the case where −1 /∈ sp(P), then the Fredholm alternative implies (2.73). In

order to translate inequality (2.73) into a stability statement, we must bound h in terms of

the measurements {dHij}. We have for 1 ≤ i ≤ n,

‖hi‖H1
0
(X) ≤ ‖L−1

0 ‖L(H−1,H1
0
)‖fi‖H−1(X),

and since fi, expressed in (2.67) involves the dHij and their derivatives up to second order,

if we assume all other multiplicative coefficients to be uniformly bounded, we obtain an

estimate of the form

‖hi‖H1
0
(X) ≤ C‖dH‖H1(X), where ‖dH‖H1(X) :=

∑

1≤i≤n, i≤j≤n+1

‖dHij‖H1(X),

thus we obtain in the end, an estimate of the form

‖v‖H1
0
(X) ≤ C‖dH‖H1(X). (2.74)
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Once v is reconstructed, we can reconstruct γ uniquely from dH and [∇V ] using formula

(2.21), with the stability estimate

‖γ‖L2(X) ≤ C‖dH‖H1(X). (2.75)

Getting one derivative back on tr (γ−1
0 γ): In order to see that tr (γ−1

0 γ) satisfies a

gradient equation that improves the stability of its reconstruction, the quickest way is to

linearize [45, Equation (7)] derived in the non-linear case, which reads as follows:

∇ log det γε = ∇ log detHε + 2
(
(∇(Hε)jl) · γε∇uεl

)
∇uεj,

where Hε is the n×n matrix of power densities Hε
ij = ∇uεi ·γε∇uεj and (Hε)jl is the (j, l)-th

entry of (Hε)−1. Plugging the expansions γε = γ0 + εγ, uεi = ui + εvi, H
ε
ij = Hij + εdHij ,

and using the fact that

(Hε)jl = Hjl − ε(H−1dHH−1)jl +O(ε2),

the linearized equation at O(ε) reads

1

2
∇tr (γ−1

0 γ) =
1

2
∇tr (H−1dH) + (∇Hjl · γ0∇ul)∇vj + (∇Hjl · γ0∇vl)∇uj

+ (∇Hjl · γ∇ul)∇uj −
(
∇(H−1dHH−1)jl · γ0∇ul

)
∇uj.

From this equation, and using the stability estimates (2.74) and (2.75), it is straighforward

to establish the estimate

‖tr (γ−1
0 γ)‖H1(X) ≤ C‖dH‖H1(X),
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and thus the proof is complete.
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Chapter 3

Inverse conductivity from current

densities

In this chapter, we study the Current Density Impedance Imaging problem (CDII) proposed

in Section 1.1.2. We aim at reconstructing an anisotropic conductivity tensor in the second-

order elliptic equation,

∇ · (γ∇u) =
n∑

i,j=1

∂i(γ
ij∂ju) = 0 (X), u|∂X = g, (3.1)

from knowledge of internal current densities of the formH = γ∇u, where u solves (3.1). The

above equation has a symmetric tensor γ satisfying the uniform ellipticity condition (1.3)

so that (3.1) admits a unique solution in H1(X) for g ∈ H
1

2 (∂X). We propose sufficient

conditions on the choice of {gj}≤j≤m such that the reconstruction of γ is unique and satisfies

elliptic stability estimates.
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3.1 Modeling of the problem

For X ⊂ Rn, we denote by Σ(X) the set of conductivity tensors with bounded components

satisfying the uniform ellipticity condition. Then for k ≥ 1 an integer and 0 < α < 1, we

denote

Ck,α
Σ (X) := {γ ∈ Σ(X)| γpq ∈ Ck,α(X), 1 ≤ p ≤ q ≤ n}.

In what follows, by “solution of (3.1)” we may refer to the solution itself or the boundary

condition that generates it, i.e. g = u|∂X ∈ H
1

2 (∂X). We will consider collections of

measurements of the form

Hi : γ 7→ Hi(γ) = γ∇ui, 1 ≤ i ≤ m, (3.2)

where ui solves (3.1) with boundary condition gi. We decompose γ into the product of a

scalar factor β with an anisotropic structure γ̃

γ := βγ̃, β = (det γ)
1

n , det γ̃ = 1. (3.3)

Since γ satisfies the uniform elliptic condition, β is bounded away from zero.

From knowledge of a sufficiently large number of current densities, the reconstruction

formulas for β and γ̃ can be locally established in terms of the current densities and their

derivatives up to first order.

3.1.1 Main hypotheses

We begin with the main hypotheses that allow us to setup a few reconstruction procedures.

The first hypothesis aims at making the scalar factor β in (3.3) locally reconstructible
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via a gradient equation.

Hypothesis 3.1.1. There exist two solutions (u1, u2) of (3.1) and X0 ⊂ X convex satis-

fying

inf
x∈X0

F1(u1, u2) ≥ c0 > 0 where F1(u1, u2) := |∇u1|2|∇u2|2 − (∇u1 · ∇u2)2. (3.4)

On to the hypotheses for local reconstructibility of γ̃, we first need to have, locally, a

basis of gradients of solutions of (3.1).

Hypothesis 3.1.2. There exist n solutions (u1, . . . , un) of (3.1) and X0 ⊂ X satisfying

inf
x∈X0

F2(u1, . . . , un) ≥ c0 > 0, where F2(u1, . . . , un) := det(∇u1, . . . ,∇un). (3.5)

Let us now pick u1, · · · , un satisfying Hypothesis 3.1.2 and consider additional solutions

{un+k}mk=1. Each additional solution decomposes in the basis (∇u1, . . . ,∇un) as

∇un+k =
n∑

i=1

µik∇ui, 1 ≤ k ≤ m, (3.6)

where, as shown in [9] for instance, the coefficients µik take the expression

µik = −det(∇u1, . . . ,
i︷ ︸︸ ︷

∇un+k, . . . ,∇un)
det(∇u1, . . . ,∇un)

= −det(H1, . . . ,

i︷ ︸︸ ︷
Hn+k, . . . ,Hn)

det(H1, . . . ,Hn)
,

in particular, these coefficients are accessible from current densities. The subsequent algo-

rithms will make extensive use of the matrix-valued quantities

Zk = [Zk,1| · · · |Zk,n] , where Zk,i := ∇µik, 1 ≤ k ≤ m. (3.7)

In particular, the next hypothesis, formulating a sufficient condition for local reconstructibil-
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ity of the anisotropic part of γ is that, locally, a certain number of matrices Zk (at least

two) satisfies some rank maximality condition.

Hypothesis 3.1.3. Assume that Hypothesis 3.1.2 holds for some (u1, . . . , un) over X0 ⊂ X

and denote by H the matrix with columns H1, . . . ,Hn. Then there exist un+1, . . . , un+m

solutions of (3.1) and some X ′ ⊆ X0 such that the x-dependent space

W := span
{
(ZkH

TΩ)sym, Ω ∈ An(R), 1 ≤ k ≤ m
}
⊂ Sn(R) (3.8)

has codimension one in Sn(R) throughout X
′.

An alternate approach to reconstruct γ is to set up a coupled system for u1, . . . , un

satisfying Hyp. 3.1.2 globally. This system of PDEs can be derived under the following

hypothesis (part A). From this system and under an additional hypothesis (part B), we can

derive an elliptic system from which to reconstruct u1, . . . , un.

Hypothesis 3.1.4. A. Suppose that Hypothesis 3.1.2 is satisfied over X0 = X for some

solutions (u1, . . . , un). There exists an additional solution un+1 of (3.1) whose matrix

Z1 defined by (3.7) is uniformly invertible over X, i.e.

inf
x∈X

detZ1 ≥ c0 > 0, (3.9)

for some positive constant c0.

B. There exist n + 2 solutions u1, . . . , un+2 such that (u1, . . . , un, un+2) satisfy (A), and

two An(R)-valued functions Ω1(x), Ω2(x) such that the matrix

S =
(
Z⋆
2Z

T
1 Ω1(x) +HZT

1 Ω2(x)
)sym

(with Z⋆
2 := Z−T

2 ) (3.10)

satisfies the ellipticity condition (2.2).
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The first important result to note is that the hypotheses stated above remain satisfied

under some perturbations of the boundary conditions or the conductivity tensor for smooth

enough topologies.

Proposition 3.1.5. Assume that Hypothesis 3.1.1, 4.1.1, 3.1.3 or 3.1.4 holds over some

X0 ⊆ X for a given number m of solutions of (3.1) with boundary conditions g1, . . . , gm.

Then for any 0 < α < 1, there exists a neighborhood of (g1, . . . , gm, γ) open for the

C2,α(∂X)m × C1,α(X) topology where the same hypothesis holds over X0. In the case of

3.1.4.B, it still holds with the same An(R)-valued functions Ω1 and Ω2.

3.1.2 Reconstruction algorithms and their properties

Reconstruction of β knowing γ̃. Under knowledge of γ̃ and using two measurements

H1,H2 coming from two solutions satisfying Hyp. 3.1.1 over some X0 ⊂ X, we can derive

the following gradient equation for log β

∇ log β =
1

D|H1|2
(
|H1|2 d(γ̃−1H1)− (H1 ·H2) d(γ̃

−1H2)
)
(γ̃H1, γ̃H2)γ̃

−1H1

− 1

|H1|2
d(γ̃−1H1)(γ̃H1, ·), x ∈ X0,

(3.11)

where D := |H1|2|H2|2 − (H1 · H2)
2 is bounded away from zero over X0 thanks to Hyp.

3.1.1, and where the exterior calculus notations used here are recalled in Appendix 3.5.

Equation (3.11) allows us to reconstruct β under the knowledge of β(x0) at one fixed

point in X0 by integrating (3.11) over any curve starting from some x0 ∈ X0. This leads to

a unique and stable reconstruction with no loss of derivatives, as formulated in the following

proposition. This generalizes the result in [34] to an anisotropic tensor.

Proposition 3.1.6 (Local uniqueness and stability for β). Consider two tensors γ = βγ̃

and γ′ = β′γ̃′, where γ̃, γ̃′ ∈W 1,∞(X) are known. Suppose that Hypothesis 3.1.1 holds over

the same X0 ⊂ X for two pairs (u1, u2) and (u′1, u
′
2), solutions of (3.1) with conductivity γ
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and γ′, respectively. Then the following stability estimate holds for any p ≥ 1

‖ log β − log β′‖W p,∞(X0) ≤ ǫ0 + C


∑

i=1,2

‖Hi −H ′
i‖W p,∞(X) + ‖γ̃ − γ̃′‖W p,∞(X)


 . (3.12)

Where ǫ0 = | log β(x0)− log β′(x0)| is the error committed at some fixed x0 ∈ X0.

Algebraic, local reconstruction of γ̃: On to the local reconstruction of the anisotropic

structure, we start from n+m solutions (u1, . . . , un+m) satisfying hypotheses 3.1.2 and 3.1.3

over some X0 ⊂ X. In particular, the linear space W ⊂ Sn(R) defined in (3.8) is of codi-

mension one in Sn(R). We will see that the tensor γ̃ must be orthogonal to W for the inner

product 〈A,B〉 := AijBij = tr (ABT ). Together with the conditions that det γ̃ = 1 and γ̃ is

positive, the space W, known from the measurements H1, . . . ,Hn+m completely determines

γ̃ over X0. In light of these observations, a constructive reconstruction algorithm based on a

generalization of the cross-product is proposed in section 3.3.2. This approach was recently

used in [45] in the context of inverse conductivity from power densities. This algorithm

leads to a unique and stable reconstruction in the sense of the following proposition.

Proposition 3.1.7 (Local uniqueness and stability for γ̃). Consider two uniformly elliptic

tensors γ and γ′. Suppose that Hypotheses 3.1.2 and 3.1.3 hold over the same X0 ⊂ X

for two n +m-tuples {ui}n+m
i=1 and {u′i}n+m

i=1 , solutions of (3.1) with conductivity γ and γ′,

respectively. Then the following stability estimate holds for any integer p ≥ 0

‖γ̃ − γ̃′‖W p,∞(X0) ≤ C

n+m∑

i=1

‖Hi −H ′
i‖W p+1,∞(X). (3.13)

Joint reconstruction of (γ̃, β), stability improvement for ∇ × γ−1. Judging by the

stability estimates (3.13) and (3.12), reconstructing β after having reconstructed γ̃ is less

stable (with respect to current densities) than when knowing γ̃. This is because in the

former case, errors on W p,∞-norm in γ̃ are controlled by errors in W p+1,∞ norm in current
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densities. In particular, on the W p,∞ scale, stability on β is no better than that of γ̃,

and joint reconstruction of (γ̃, β) using the preceding two algorithms displays the following

stability, with γ = βγ̃

‖γ − γ′‖W p,∞(X0) ≤ C

n+m∑

i=1

‖Hi −H ′
i‖W p+1,∞(X). (3.14)

However, once γ is reconstructed, some linear combinations of first-order partials of γ−1 can

be reconstructed with better stability. These are the exterior derivatives of the columns of

γ−1, a collection of n2(n−1)/2 scalar functions which we denote∇×γ−1 and is reconstructed

via the formula

∂qγ
pl − ∂pγ

ql = H il(γqj∂pHji − γpj∂qHji), 1 ≤ l ≤ n, 1 ≤ p < q ≤ n, (3.15)

derived in Sec. 3.3.3 and assuming that we are working with a basis of solutions satisfying

Hypothesis 3.1.2. The stability statement (3.14) is thus somewhat improved into a statement

of the form

‖γ − γ′‖W p,∞(X0) + ‖∇ × (γ−1 − γ
′−1)‖W p,∞(X0) ≤ C

n+m∑

i=1

‖Hi −H ′
i‖W p+1,∞(X), (3.16)

where we have defined

‖∇ × (γ−1 − γ
′−1)‖W p,∞(X0) :=

n∑

l=1

∑

1≤i<j≤n

‖∂jγil − ∂iγ
jl‖W p,∞(X0).

Global reconstruction of γ via a coupled elliptic system. While the preceding

approach required a certain number of additional solutions, we now show how one can

setup an alternate reconstruction procedure with only m = 2 additional solutions satisfying

Hyp. 3.1.4. A microlocal study of linearized current densities functionals shows that this is
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the minimum number of functionals necessary to reconstruct all of γ.

The present approach consists is eliminating γ from the equations and writing an elliptic

system of equations for the solutions uj ; see [9, 44, 45] for similar approaches in the setting

of power density functionals. The method goes as follows. Assume that Hypothesis 3.1.2

holds for some (u1, . . . , un) over X0 = X and denote [∇U ] = [∇u1, · · · ,∇un] as well as

H = [H1, · · · ,Hn]. Since H = γ[∇U ], we can thus reconstruct γ by γ = [∇U ]−1H once

[∇U ] is known. We now show that we may reconstruct [∇U ] by solving a second-order

elliptic system of partial differential equations.

When Hyp. 3.1.4.A is satisfied for some un+1 and considering an additional solution un+2

and its corresponding current density, we first derive a system of coupled partial differential

equations for (u1, . . . , un), whose coefficients only depend on measured quantities.

Proposition 3.1.8. Suppose n + 2 solutions (u1, . . . , un+2) satisfy Hypotheses 3.1.2 and

3.1.4.A and consider their corresponding measurements HI = {Hi}n+2
i=1 . Then the solutions

(u1, · · · , un) satisfy the coupled system of PDE’s

Z⋆
2Z

T
1 (ep ⊗ eq − eq ⊗ ep) : ∇2uj + vpqij · ∇ui = 0,

HZT
1 (ep ⊗ eq − eq ⊗ ep) : ∇2uj + ṽpqij · ∇ui = 0, uj |∂X = gj,

(3.17)

for 1 ≤ j ≤ n and 1 ≤ p < q ≤ n, and where the vector fields {vpqij , ṽ
pq
ij } only depend on the

current densities HI .

If additionally, un+2 is such that Hyp. 3.1.4.B is satisfied, we can deduce a strongly

coupled elliptic system for (u1, . . . , un) from (3.17).

Theorem 3.1.9. With the hypotheses of Proposition 3.1.8, assume further that Hypothesis

54



3.1.4.B holds for some An(R)-valued functions

Ωi(x) =
∑

1≤p<q≤n

ωi
pq(x)(ep ⊗ eq − eq ⊗ eq), i = 1, 2.

Then (u1, · · · , un) can be reconstructed via the strongly coupled elliptic system

−∇ · (S∇uj) +Wij · ∇ui = 0, uj |∂X = gj, 1 ≤ j ≤ n, (3.18)

where S =
(
Z⋆
2Z

T
1 Ω1(x) +HZT

1 Ω2(x)
)sym

as in (3.10) and where we have defined

Wij := ∇ · S −
∑

1≤p<q≤n

ω1
pq(x)v

pq
ij + ω2

pq(x)ṽ
pq
ij , 1 ≤ i, j ≤ n. (3.19)

Moreover, if system (3.18) with trivial boundary conditions has only the trivial solution,

u1, . . . , un are uniquely reconstructed. Subsequently, γ reconstructed as γ = H[∇U ]−1 sat-

isfies the stability estimate

‖γ − γ′‖L2(X) + ‖∇ × (γ−1 − γ
′−1)‖L2(X) ≤ C‖HI −H ′

I‖H1(X), (3.20)

for data sets HI ,HI close enough in H1-norm.

3.1.3 What tensors are reconstructible ?

We now conclude with a discussion regarding what tensors are reconstructible from current

densities, based on the extent to which Hypotheses 3.1.1-3.1.4 can be fulfilled, so that the

above reconstruction algorithms can be implemented.

Proposition 3.1.10. For any smooth domain X ⊂ Rn and considering a constant con-

ductivity tensor γ0, there exists a non-empty C2,α-open subset of [H
1

2 (∂X)]n+2 of boundary

conditions fulfilling Hypotheses 3.1.1-3.1.4 throughout X.
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The second test case regards isotropic smooth tensors of the form γ = βIn, where

we show that the scalar coefficient β can be reconstructed globally by using the real and

imaginary parts of the same complex geometrical optics (CGO) solution. The use of CGOs

for fulfilling internal conditions was previously used in [8, 15, 47].

Proposition 3.1.11. For an isotropic tensor γ = βIn with β ∈ H
n
2
+3+ε(X) for some

ε > 0, there exists a non-empty C2,α-open subset of [H
1

2 (∂X)]2 fulfilling Hypothesis 3.1.1

thoughout X.

Thanks to Proposition 3.1.5, we can also formulate the following without proof.

Corollary 3.1.12. Suppose γ is a tensor as in either Proposition 3.1.10 or 3.1.11. Then,

for any 0 < α < 1, there exists a C1,α-neighborhood of γ for which the conclusion of the

same proposition remains valid.

Push-forwards by diffeomorphisms. Recall that for Ψ : X → Ψ(X) aW 1,2-diffeomorphism

and γ ∈ Σ(X), we define Ψ⋆γ the conductivity tensor push-forwarded by Ψ from γ defined

over Ψ(X), by

Ψ⋆γ := (|JΨ|−1DΨ · γ ·DΨ) ◦Ψ−1, JΨ := detDΨ. (3.21)

We now show that, whenever a tensor is being push-forwarded from another by a diffeormor-

phism, then the local or global reconstructibility of one is equivalent to that of the other, in

the sense of the Proposition below. While the existence of Ψ⋆γ in Σ(Ψ(X)) merely requires

that Ψ be a W 1,2-diffeomorphism, our results below will require that Ψ be smoother and

that it satisfies the following uniform condition over X

C−1
Ψ ≤ |JΨ| ≤ CΨ for some CΨ ≥ 1. (3.22)
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Proposition 3.1.13. Assume that Hypothesis 3.1.1, 4.1.1, 3.1.3 or 3.1.4 holds over some

X0 ⊆ X for a given number m of solutions of (3.1) with boundary conditions g1, . . . , gm.

For Ψ : X → Ψ(X) a smooth diffeomorphism satisfying (3.22), the same hypothesis holds

true over Ψ(X0) for the conductivity tensor Ψ⋆γ with boundary conditions (g1◦Ψ−1, . . . , gm◦

Ψ−1). In the case of Hyp. 3.1.4.B, it holds with the following An(R)-valued functions defined

over Ψ(X):

Ψ⋆Ω1 := [DΨ · Ω1 ·DΨt] ◦Ψ−1 and Ψ⋆Ω2 := [|JΨ|DΨ · Ω2 ·DΨt] ◦Ψ−1. (3.23)

In contrast to inverse conductivity problems from boundary data, where the diffeomor-

phisms above are a well-known obstruction to injectivity, Proposition 3.1.13 precisely states

the opposite: if a given tensor γ is reconstructible in some sense, then so is Ψ⋆γ, and the

boundary conditions making the inversion valid are explicitely given in terms of the ones

that allow to reconstruct γ.

Corollary 3.1.14. Suppose γ is a tensor as in either Proposition 3.1.10 or 3.1.11 and

Ψ : X → Ψ(X) is a diffeomorphism satisfying (3.22). Then the conclusion of the same

proposition holds for the tensor Ψ⋆γ over Ψ(X) and boundary conditions defined over

∂(Ψ(X)).

Generic reconstructibility.We finally state that any C1,α smooth tensor is, in principle,

reconstructible from current densities in the sense of the following proposition. This result

uses the Runge approximation property, a property equivalent to the unique continuation

principle, valid for Lipschitz-continuous tensors.

Proposition 3.1.15. Let X ⊂ Rn a C2,α domain and γ ∈ C1,α
Σ (X). Then for any x0 ∈ X,

there exists a neighborhood X0 ⊂ X of x0 and n+ 2 solutions of (3.1) fulfilling hypotheses

3.1.2 and 3.1.3 over X0.
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3.2 Preliminaries

In this section, we briefly recall elliptic regularity results, the mapping properties of the

current density operator and we conclude with the proof of Proposition 3.1.5.

Properties of the forward mapping. In the following, we will make use of the following

result, based on Schauder estimates for elliptic equations. It is for instance stated in [33].

Proposition 3.2.1. For k ≥ 2 an integer and 0 < α < 1, if X is a Ck+1,α-smooth domain,

then the mapping (g, γ) 7→ u, solution of (3.1), is continuous in the functional setting

Ck,α(∂X) × Ck−1,α
Σ (X) → Ck,α(X).

As a consequence, we can claim that, with the same k, α as above, the current density

operator (g, γ) 7→ γ∇u is continuous in the functional setting

Ck,α(∂X) × Ck−1,α
Σ (X) → Ck−1,α(X).

Moreover, this fact allows us to prove Proposition 3.1.5.

Proof of Proposition 3.1.5. Fixing some domain X0 ⊂ X and using Proposition 3.2.1, it is

clear that the mappings

f1 : (C2,α(∂X))2 × C1,α
Σ (X) ∋ (g1, g2, γ) 7→ inf

X0

F1(u1, u2),

f2 : (C2,α(∂X))n × C1,α
Σ (X) ∋ (g1, . . . , gn, γ) 7→ inf

X0

F2(u1, . . . , un),

with F1,F2 defined in (3.4),(3.5), are continuous, so f−1
1

(
(0,∞)

)
and f−1

2

(
(0,∞)

)
are open,

which takes care of Hypotheses 3.1.1 and 4.1.1. Further, Hypothesis 3.1.3 is fulfilled if and

only if condition 3.30 holds. Again, using Prop. 3.2.1, the mapping f3 := infX0
B with B
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defined in (3.30) is a continuous function of (g1, . . . , gn+m, γ) ∈ (C2,α(∂X))n+m × C1,α
Σ (X)

so that f−1
3

(
(0,∞)

)
is open.

Along the same lines, Hypothesis 3.1.4.A is stable under such perturbations because the

mapping

(C2,α(∂X))n+1 × C1,α
Σ (X) ∋ (g1, . . . , gn+1, γ) 7→ inf

X
detZ1,

is continuous whenever u1, . . . , un satisfy (3.5) over X. Finally, fixing two An(R)-valued

functions Ω1(x) and Ω2(x), Hypothesis 3.1.4.B is fulfilled whenever

(g1, . . . , gn+2, γ) ∈
n⋂

i=1

s−1
i

(
(0,∞)

)
, (3.24)

where we have defined the functionals, for 1 ≤ i ≤ n

si : (C2,α(∂X))n+2 × C1,α
Σ (X) ∋ (g1, . . . , gn+2, γ) 7→ inf

X
det{Spq}1≤p,q≤i,

with S = {Sp,q}1≤p,q≤n defined as in (3.10). Such functionals are, again, continuous, in

particular the set in the right-hand side of (3.24) is open. This concludes the proof.

3.3 Reconstruction approaches

3.3.1 Local reconstruction of β

In this section, we assume that γ̃ is known and with W 1,∞ components. Assuming Hy-

pothesis 3.1.1 is fulfilled for two solutions u1, u2 over an open set X0 ⊂ X, we now prove

equation (3.11).

Proof of equation (3.11). Rewriting (3.2) as 1
β γ̃

−1Hj = ∇uj and applying the operator d(·).
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Using identities (3.48) and (3.49), we arrive at the following equation for log β:

∇ log β ∧ (γ̃−1Hj) = d(γ̃−1Hj), j = 1, 2. (3.25)

Let us first notice the following equality of vector fields

∇ log β ∧ (γ̃−1)H1(γ̃H1, ·) = (∇ log β · γ̃H1)(γ̃
−1H1)− |H1|2∇ log β,

so that

∇ log β =
1

|H1|2
(∇ log β · γ̃H1)γ̃

−1H1 −
1

|H1|2
∇ log β ∧ (γ̃−1H1)(γ̃H1, ·)

=
1

|H1|2
(∇ log β · γ̃H1)γ̃

−1H1 −
1

|H1|2
d(γ̃−1H1)(γ̃H1, ·).

It remains thus to prove that

(∇ log β · γ̃H1) =
1

D

(
|H1|2d(γ̃−1H1)− (H1 ·H2)d(γ̃

−1H2)
)
(γ̃H1, γ̃H2),

which may be checked directly by computing, for j = 1, 2

d(γ̃−1Hj)(γ̃H1, γ̃H2) = d log β ∧ (γ̃−1Hj)(γ̃H1, γ̃H2)

= (∇ log β · γ̃H1)Hj ·H2 − (∇ log β · γ̃H2)(Hj ·H1).

Taking the appropriate weighted sum of the above equations allows to extract (∇ log β·γ̃H1),

and hence (3.11).

Reconstruction procedures for β, uniqueness and stability. Suppose equation

(3.11) holds over some convex set X0 ⊂ X and fix x0 ∈ X0. Equation (3.11) is a gra-

dient equation ∇ log β = F with known right-hand side F . For any x ∈ X0, one may thus
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construct β(x) by integrating (3.11) over the segment [x0, x], leading to one possible formula

β(x) = β(x0) exp

(∫ 1

0
(x− x0) · F ((1− t)x0 + tx) dt

)
, x ∈ X0. (3.26)

Proof of Proposition 3.1.6. Since det γ̃ = 1, the entries of γ̃−1 are polynomials of the entries

of γ̃, so that the entries of the right-hand side of (3.11) are polynomials of the entries of

H1,H2, γ̃ and their derivatives, with bounded coefficients. It is thus straightforward to

establish that

‖∇ log β −∇ log β′‖L∞(X0) ≤ C(‖H −H ′‖W 1,∞(X) + ‖γ̃ − γ̃′‖W 1,∞(X)) (3.27)

for some constant C. The stability estimate for β then follows from the fact that

‖ log β − log β′‖L∞(X0) ≤ | log β(x0)− log β′(x0)|+∆(X)‖∇ log β −∇ log β′‖L∞(X0),

where ∆(X) denotes the diameter of X.

One could use another integration curve than the segment [x0, x] to compute β(x). In

order for this integration to not depend on the choice of curve, the right-hand side F of

(3.11) should satisfy the integrability condition dF = 0, a condition on the measurements

which characterizes partially the range of the measurement operator.

When measurements are noisy, said right-hand side may no longer satisfy this require-

ment, in which case the solution to (3.11) no longer exists. One way to remedy this issue

is to solve the normal equation to (3.11) over X0 (whose boundary can be made smooth)

with, for instance, Neuman boundary conditions:

−∆ log β = −∇ · F (X0), ∂ν log β|∂X0
= F · ν,
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where ν denotes the outward unit normal to X0. This approach salvages existence while

projecting the data onto the range of the measurement operator, with a stability estimate

similar to (3.12) on the Hs Sobolev scale instead of the W s,∞ one.

3.3.2 Local reconstruction of γ̃

We now turn to the local reconstruction algorithm of γ̃. In this case, the reconstruction is

algebraic, i.e. no longer involves integration of a gradient equation. In the sequel, we work

with n +m solutions of (3.1) denoted {ui}n+m
i=1 , whose current densities {Hi = γ∇ui}n+m

i=1

are assumed to be measured.

Derivation of the space of linear constraints (3.8). Apply the operator d(γ−1·) to

the relation of linear dependence

Hn+k = µikHi, where µik := −det(H1, . . . ,

i︷ ︸︸ ︷
Hn+k, . . . ,Hn)

det(H1, . . . ,Hn)
, 1 ≤ i ≤ n.

Using the fact that d(γ−1Hi) = d(∇ui) = 0, we arrive at the following relation,

Zk,i ∧ γ̃−1Hi = 0, where Zk,i := ∇µik, k = 1, 2, . . .

Since the 2-form vanishes, by applying two vector fields γ̃ep, γ̃ep, 1 ≤ p < q ≤ n, we obtain,

HqiZk,i · γ̃ep = HpiZk,i · γ̃eq.

Notice that the above equation means (γ̃Zk)piHqi = (γ̃Zk)qiHpi, which amounts to the fact

that γ̃ZkH
T is symmetric. This means in particular that γ̃ZkH

T is orthogonal to An(R),
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and for any Ω ∈ An(R), we can rewrite this orthogonality condition as

0 = tr (γ̃ZkH
TΩ) = tr (γ̃TZkH

TΩ) = γ̃ : ZkH
TΩ = γ̃ : (ZkH

TΩ)sym, (3.28)

where the last part comes from the fact that γ̃ is itself symmetric. Each matrix Zk thus

generates a subspace of Sn(R) of linear contraints for γ̃. Consideringm additional solutions,

we arrive at the space of constraints defined in (3.8).

Algebraic inversion of γ̃ via cross-product. We now show how to reconstruct γ̃

explicitely at any point where the space W defined in (3.8) has codimension one. We define

the generalized cross product as follows. Over an N -dimensional space V with a basis

(e1, · · · , eN ), we define the alternating N − 1-linear mapping N : VN−1 → V as the formal

vector-valued determinant below, to be expanded along the last row

N (V1, · · · , VN−1) :=
1

det(e1, · · · , eN )

∣∣∣∣∣∣∣∣∣∣∣∣∣

〈V1, e1〉 . . . 〈V1, eN 〉
...

. . .
...

〈VN−1, e1〉 . . . 〈VN−1, eN 〉

e1 . . . eN

∣∣∣∣∣∣∣∣∣∣∣∣∣

(3.29)

N (V1, · · · , VN−1) is orthogonal to V1, · · · , VN−1. Moreover, N (V1, · · · , VN−1) vanishes if

and only if (V1, · · · , VN−1) are linearly dependent.

With this notion of cross-product in the case V ≡ Sn(R), we derive the following recon-

struction algorithm for γ̃. Adding m additional solutions, we find that W can be spanned

by ♯W := n(n−1)
2 m matrices whose expressions are given in (3.8), picking for instance

{ei ⊗ ej − ej ⊗ ei}1≤i<j≤n as a basis for An(R). The condition that W is of codimension
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one over X0 can be formulated as:

inf
x∈X0

B(x) > c1 > 0, B :=
∑

I∈σ(nS−1,♯W)

|detN (I)| 1n , (3.30)

where σ(nS − 1, ♯W) denotes the sets of increasing injections from [1, nS − 1] to [1, ♯W],

and where we have defined N (I) = N (MI1 , · · · ,MInS−1
), where N is defined by (3.29) with

V ≡ Sn(R). Then under condition (3.30), W is of rank nS − 1 in Sn(R).

Whenever (M1, . . . ,MnS−1) are picked inW, their cross-product must be proportional to

γ̃. The constant of proportionality can be deduced, up to sign, from the condition det γ̃ = 1

so we arrive at ±|detN (M1, · · · ,MnS−1)|
1

n γ̃ = N (M1, · · · ,MnS−1). The sign ambiguity

is removed by ensuring that γ̃ must be symmetric definite positive, in particular its first

coefficient on the diagonal should be positive. As a conclusion, we obtain the relation

|detN (I)| 1n γ̃ = sign(N11(I))N (I), I ∈ σ(nS − 1, ♯W). (3.31)

This relation is nontrivial (and allows to reconstruct γ̃) only if (M1, . . . ,MnS−1) are linearly

independent. When codim W = 1 but ♯W > nS − 1, we do not know a priori which nS − 1

-subfamily of W has maximal rank, so we sum over all possibilities. Equation (3.31) then

becomes

∑

I∈σ(nS−1,♯W)

sign(N11(I))N (I) = Bγ̃, (3.32)

with B defined in (3.30). Since B > c1 > 0 over X0, γ̃ can be algebraically reconstructed

on X0 by formula (3.32), where N is defined by (3.29) with V = Sn(R).

Uniqueness and stability. Formula (3.32) has no ambiguity provided condition (3.30),

hence the uniqueness. Regarding stability, we briefly justify Proposition 3.1.7.
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Proof of Proposition 3.1.7. In formula (3.32), the components of the cross-products N (I)

are smooth (polynomial) functions of the components of the matrices ZkH, which in turn

are smooth functions of the components of {Hi}n+m
i=1 and their first derivatives, and where

the only term appearing as denominator is det(H1, . . . ,Hn), which is bounded away from

zero by virtue of Hypothesis 3.1.2. Thus (3.13) holds for p = 0. That it holds for any

p ≥ 1 is obtained by taking partial derivatives of the reconstruction formula of order p and

bounding accordingly.

3.3.3 Joint reconstruction of (γ̃, β) and stability improvement

In this section, we justify equation (3.15), which allows to justify the stability claim (3.16).

Starting from n solutions satisfying Hypothesis 3.1.2 over X0 ⊆ X and denote H =

{Hij}ni,j=1 = [H1| . . . |Hn] as well as Hpq := (H−1)pq. Applying the operator d(γ−1·) to

both sides of (3.2) yields d(γ−1Hj) = d(∇uj) = 0 due to (3.48). Rewritten in scalar

components for 1 ≤ j ≤ n and 1 ≤ p < q ≤ n

0 = ∂q(γ
plHlj)− ∂p(γ

qlHlj) = (∂qγ
pl − ∂pγ

ql)Hlj + γpl∂qHlj − γql∂pHlj.

Thus (3.15) is obtained after multiplying the last right-hand side by Hji, summing over j

and using the property that
∑n

j=1HljH
ji = δil.

3.3.4 Reconstruction of γ via an elliptic system

In this section, we will construct a second order system for (u1, · · · , un) with n + 2 mea-

surements, assuming Hypotheses 3.1.2 and 3.1.4.A hold with X0 = X. For the proof below,

we shall recall the definition of the Lie Bracket of two vector fields in the euclidean setting:

[X,Y ] := (X · ∇)Y − (Y · ∇)X = (Xi∂i)Y
jej − (Y i∂i)X

jej.

65



Proof of Proposition 3.1.8. As is shown by (3.28), γZkH
T is symmetric. Multiplying both

sides by γ−1 and using γ−1H = ∇U , we see that Zk[∇U ]T is symmetric. More explicitly,

we have

Zk,pi∂qui = Zk,qi∂pui, k = 1, 2, (3.33)

or simply Zk[∇U ]T = [∇U ]ZT
k . Assume Hypothesis 3.1.4.A holds with Z2 invertible so that

(Z2,1, · · · , Z2,n) form a basis in Rn. We define its dual frame such that Z⋆
2,j · Z2,i = δij .

Denote Z⋆
2 = [Z⋆

2,1, · · · , Z⋆
2,n] and Z

⋆
2 = Z−T

2 . Then the symmetry of Z2[∇U ]T reads,

Z⋆
2,j · ∇ui = Z⋆

2,i · ∇uj , 1 ≤ i ≤ j ≤ n. (3.34)

Pick v a scalar function, we have the following commutation relation:

(X · ∇)(Y · ∇)v = (Y · ∇)(X · ∇)v + [X,Y ] · ∇v.

Rewrite Z1,pi∂q = Z1,pieq ·∇ and apply Z⋆
2,j ·∇ to both sides of (3.33), we have the following

equation by the above relations in Lie Bracket,

[
Z⋆
2,j, Z1,pieq

]
· ∇ui + (Z1,pieq · ∇)(Z⋆

2,j · ∇)ui =
[
Z⋆
2,j, Z1,qiep

]
· ∇ui + (Z1,qiep · ∇)(Z⋆

2,j · ∇)ui

(3.35)

where Zk,ij = Zk : ei ⊗ ej . Plugging (3.34) to the above equation gives,

(Z1,pieq · ∇)(Z⋆
2,i · ∇)uj +

[
Z⋆
2,j, Z1,pieq

]
· ∇ui = (Z1,qiep · ∇)(Z⋆

2,i · ∇)uj +
[
Z⋆
2,j , Z1,qiep

]
· ∇ui.
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Looking at the principal part, the first term of the LHS reads

(Z1,pieq · ∇)(Z⋆
2,i · ∇)uj = (Z⋆

2Z
T
1 ep ⊗ eq) : ∇2uj + (Z1,pieq · ∇)Z⋆

2,i · ∇uj.

Therefore, (3.35) amounts to the following coupled system,

Z⋆
2Z

T
1 (ep ⊗ eq − eq ⊗ ep) : ∇2uj + vpqij · ∇ui = 0, uj |∂X = gj , 1 ≤ p ≤ q ≤ n, (3.36)

where

vpqij := δij [(Z1,pleq − Z1,qlep) · ∇]Z⋆
2,l +

[
Z⋆
2,j , Z1,pieq − Z1,qiep

]
. (3.37)

Notice that H = γ[∇U ] implies that H−T [∇U ]T is symmetric. Compared with equation

(3.33), we can see that the same proof holds if we replace Z2 by H−T . In this case, the dual

frame of H−T is simply H. So (3.36) and (3.37) hold by replacing Z⋆
2 by H and defining

ṽpqij accordingly.

We now suppose that Hypothesis 3.1.4.B is satisfied and proceed to the proof of Theorem

3.1.9.

Proof. Starting from Hypothesis 3.1.4.B with An(R)-valued functions of the form

Ωi(x) =
∑

1≤p<q≤n

ωi
pq(x)(ep ⊗ eq − eq ⊗ eq), i = 1, 2,

we take the weighted sum of equations (3.17) with weights ω1
pq, ω

2
pq. The principal part

becomes S : ∇2ui, which upon rewritting it as ∇ · (S∇ui) − (∇ · S) · ∇ui yields system

(3.18).

On to the proof of stability, pick another set of data H ′
I := {H ′

i}n+2
i=1 close enough to HI
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in W 1,∞ norm, and write the corresponding system for u′1, . . . , u
′
n

−∇ · S′∇u′j +W ′
ij · ∇u′i = 0, 1 ≤ j ≤ n, (3.38)

where S′ and W ′
ij are defined by replacing HI in (3.19) by H ′

I . Subtracting (3.38) from

(3.18), we have the following coupled elliptic system for vj = uj − u′j :

−∇ · S∇vj +Wij · ∇vi = ∇ · (S − S′)∇u′j + (W ′
ij −Wij) · ∇u′i, vj |∂X = 0. (3.39)

The proof is now a consequence of the Fredholm alternative (as in [9, Theorem 2.9]). We

recast (3.39) as an integral equation. Denote the operator L0 = −∇ · (S∇) and define

L−1
0 : H−1(X) ∋ f 7→ v ∈ H1

0 (X), where v is the unique solution to the equation

−∇ · (S∇v) = f (X), v|∂X = 0.

By the Lax-Milgram theorem, we have ‖v‖H1
0
(X) ≤ C‖f‖H−1(X), where C only depends on

X and S. Thus L−1
0 : H−1(X) → H1

0 (X) is continuous, and by Rellich imbedding, L−1
0 :

L2(X) → H1
0 (X) is compact. Define the vector space H = (H1

0 (X))n, v = (v1, . . . , vn),

h = (L−1
0 f1, . . . , L

−1
0 fn), where fj = ∇ · (S − S′)∇u′j + (W ′

ij −Wij) · ∇u′i, and the operator

P : H → H by,

P : H ∋ v → Pv := (L−1
0 (Wi1 · ∇vi), · · · , L−1

0 (Win · ∇vi)) ∈ H.

Since the Wij are bounded, the differential operators Wij · ∇ : H1
0 → L2 are continuous.

Together with the fact that L−1
0 : L2 → H1

0 is compact, we get that P : H → H is compact.

After applying the operator L−1
0 to (3.18), the elliptic system is reduced to the following
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Fredholm equation:

(I+P)v = h.

By the Fredholm alternative, if −1 is not an eigenvalue of P, then I + P is invertible and

bounded ‖v‖H ≤ ‖(I+P)−1‖L(H)‖h‖H. Since L−1
0 : H−1(X) → H1

0 (X) is continuous, h in

(H1
0 (X))n is bounded by f = (f1, · · · , fn) in (H−1(X))n.

‖h‖H ≤ ‖L−1
0 ‖L(H−1,H1

0
)‖f‖H−1(X).

Then we have the estimate,

‖v‖H ≤ ‖(I+P)−1‖L(H)‖L−1
0 ‖L(H−1,H1

0
)‖f‖H−1(X).

Noting that L−1
0 is continuous and the RHS of (3.39) is expressed by HI − H ′

I and their

derivatives up to second order, we have the stability estimate

‖u− u′‖H1
0
(X) ≤ C‖HI −H ′

I‖H1(X),

where C depends on HI but can be chosen uniform for HI and H ′
I sufficiently close. Then

γ is reconstructed by γ = H[∇U ]−1 and ∇× γ−1 by (3.15), with a stability of the form

‖γ − γ′‖L2(X) + ‖∇ × (γ−1 − γ′−1))‖L2(X) ≤ C‖HI −H ′
I‖H1(X).
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3.4 What tensors are reconstructible ?

3.4.1 Test cases

Constant tensors. We first prove that Hypotheses 3.1.1-3.1.4 can be fulfilled with explicit

constructions in the case of constant coefficients.

Proof of Proposition 3.1.10. Hypotheses 3.1.2 is trivially satisfied throughout X by choos-

ing the collection of solutions ui(x) = xi for 1 ≤ i ≤ n, then Hypothesis 3.1.1 is fulfilled by

picking any two distinct solutions of the above family.

Fulfilling Hypothesis 3.1.3. Let us pick

ui(x) : = xi, 1 ≤ i ≤ n,

un+1(x) : =
1

2
xTγ

− 1

2

0

n∑

j=1

tj(ej ⊗ ej)γ
− 1

2

0 x,

n∑

j=1

tj = 0, tp 6= tq if p 6= q,

un+2(x) : =
1

2
xTγ

− 1

2

0

n−1∑

j=1

(ej ⊗ ej+1 + ej+1 ⊗ ej)γ
− 1

2

0 x.

(3.40)

In particular, H = γ0 and Zi = ∇2un+i for i = 1, 2, do not depend on x and admit the

expression

Z1 = γ
− 1

2

0

n∑

j=1

tj(ej ⊗ ej)γ
− 1

2

0 and Z2 = γ
− 1

2

0

n−1∑

j=1

(ej ⊗ ej+1 + ej+1 ⊗ ej)γ
− 1

2

0 .

We will show that the (x-independent) space

W = span
{
(Z1H

TΩ)sym, (Z2H
TΩ)sym,Ω ∈ An(R)

}

has codimension one in Sn(R) by showing that W⊥ ⊂ Rγ0, the other inclusion ⊃ being

evident.
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Let A ∈ Sn(R) and suppose that A ⊥ W, we aim to show that A is proportional to

γ0. The symmetry of AZ1H
T implies that

∑n
j=1 tjej ⊗ ejγ

− 1

2

0 Aγ
− 1

2

0 is symmetric. Denote

B = γ
− 1

2

0 Aγ
− 1

2

0 ∈ Sn(R), we deduce that

tiBij = tjBji, for 1 ≤ i, j ≤ n.

Since B is symmetric and ti 6= tj if i 6= j, the above equation gives that Bij = 0 for i 6= j,

thus B is a diagonal matrix, i.e. B =
∑n

i=1Biiei ⊗ ei. The symmetry of AZ2H
T implies

that
∑n−1

j=1 (ej ⊗ ej+1 + ej+1 ⊗ ej)γ
− 1

2

0 Aγ
− 1

2

0 is symmetric, which means that

∑

1≤i≤n
1≤j≤n−1

Bii(ej ⊗ ej+1 + ej+1 ⊗ ej)(ei ⊗ ei) =
∑

1≤i≤n
1≤j≤n−1

Bii(ei ⊗ ei)(ej ⊗ ej+1 + ej+1 ⊗ ej).

Write the above equation explicitly, we get

n−1∑

j=1

Bj+1,j+1ej ⊗ ej+1 +Bjjej+1 ⊗ ej =

n−1∑

j=1

Bjjej ⊗ ej+1 +Bj+1,j+1ej+1 ⊗ ej

Which amounts to

n−1∑

j=1

(Bj+1,j+1 −Bjj)(ej+1 ⊗ ej − ej+1 ⊗ ej) = 0.

Notice that {ej+1⊗ej−ej+1⊗ej}1≤j≤n−1 are linearly independent in An(R), so Bj+1,j+1 =

Bjj for 1 ≤ j ≤ n − 1, i.e. B is proportional to the identity matrix. This means that A

must be proportional to γ0 and thus W⊥ ⊂ Rγ0. Hypothesis 3.1.3 is fulfilled throughout

X.

Fulfilling Hypothesis 3.1.4 with γ = In. We split the proof according to dimension.
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Even case n = 2m. Suppose that n = 2m, pick ui = xi for 1 ≤ i ≤ n, un+1 =
∑m

i=1 x2i−1x2i

and un+2 =
∑m

i=1

(x2
2i−1

−x2
2i)

2 . Then simple calculations show that

Z1 =
m∑

i=1

(e2i−1 ⊗ e2i + e2i ⊗ e2i−1) and Z2 =
m∑

i=1

(e2i−1 ⊗ e2i−1 − e2i ⊗ e2i).

We have detZ1 = (−1)m 6= 0 so 3.1.4.A is fulfilled. Let us choose

Ω1 :=

m∑

p=1

(e2p ⊗ e2p−1 − e2p−1 ⊗ e2p) and Ω2 = 0,

then direct calculations show that S = (Z⋆
2Z

T
1 Ω1 +HZT

1 Ω2)
sym = In, which is clearly

uniformly elliptic, hence 3.1.4.B is fulfilled.

Odd case n = 3. Pick u′i = xi for 1 ≤ i ≤ 3, u′3+1 = x1x2+x2x3 and u
′
3+2 =

1
2t1
x21+

1
2t2
x22+

1
2t3
x23, where t1, t2, t3 are to be chosen. In this case, H ′ = I3, Z

′
1 = 2(e1⊙e2+e2⊙e3)

and (Z ′
2)

⋆ =
∑3

i=1 tiei⊗ei (note that Z
′
2 fulfills 3.1.4.A). Pick Ω′

1(x) = e2⊗e1−e1⊗e2,

Ω′
2(x) = e2 ⊗ e3 − e3 ⊗ e2, simply calculations show that,

S′ =
(
(Z ′

2)
⋆(Z ′

1)
TΩ′

1(x) +H ′(Z ′
1)

TΩ′
2(x)

)sym
=




t1 0 t3+1
2

0 −t2 − 1 0

t3+1
2 0 1



. (3.41)

(t1, t2, t3) must be such that S′ is positive definite and tr (Z ′
2) = 0 (because u′2 solves

(3.1)). This entails the conditions

t1 > 0, t1(t2 + 1) < 0, −(t2 + 1)

(
t1 −

(
t3 + 1

2

)2
)
> 0 and t1 = − t2t3

t2 + t3
.

These conditions can be jointly satisfied for instance by picking t1 = 6, t2 = −2 and

t3 = 3, thus Hypothesis 3.1.4.B is fulfilled in the case n = 3.
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Odd case n = 2m+ 3. When n = 2m + 3 for m ≥ 0, we build solutions based on the

previous two cases. Let us pick

ui = xi, 1 ≤ i ≤ n,

un+1 =
m∑

i=1

x2i−1x2i + x2m+1x2m+2 + x2m+2x2m+3

un+2 =
m∑

i=1

(x22i−1 − x22i)

2
+

1

12
x22m+1 −

1

4
x22m+2 +

1

6
x22m+3.

Then one can simply check that Z̃j is of the form

Z̃j =




Zj 02m×3

03×2m Z ′
j


 , j = 1, 2,

where Zj/Z
′
j are constructed as in the case n = 2m/n = 3, respectively. Accordingly,

let us construct Ω1,2 by block using the previous two cases,

Ω̃j =




Ωj 02m×3

03×2m Ω′
j


 ,

and the S matrix so obtained becomes

S̃ =
(
Z̃⋆
2 Z̃

T
1 Ω̃1 +HZ̃T

1 Ω̃2

)sym
=




I2m 02m×3

03×2m S′


 ,

where S′ is the definite positive matrix constructed in the case n = 3. Again, Hy-

pothesis 3.1.4.B is fulfilled.

Fulfilling Hypothesis 3.1.4 with γ constant. Let {vi}n+2
i=1 denote the harmonic

polynomials constructed in any case above (i.e. n even or odd) with γ = In, and denote
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Z0
1 , Z

0
2 ,H

0,Ω0
1,Ω

0
2 and S

0 = (Z0⋆
2 Z

0T
1 Ω0

1+H
0Z0T

1 Ω0
2)

sym the corresponding matrices. Define

here, for 1 ≤ i ≤ n, ui(x) := vi(x) and for i = n + 1, n + 2, ui(x) = vi(γ
− 1

2x), all solutions

of (3.1) with constant γ. Then we have that Zi = γ−
1

2Z0
i γ

− 1

2 for i = 1, 2 and H = γ. Upon

defining Ωi := γ
1

2Ω0
i γ

1

2 ∈ An(R) for i = 1, 2, direct calculations show that

S = (Z⋆
2Z

T
1 Ω1 +HZT

1 Ω2)
sym = γ

1

2S0γ
1

2 .

Whenever Z0
1 is non-singular, so is Z1 and whenever S0 is symmetric definite positive, so is

S. The proof is complete.

Isotropic tensors. As a second test case, we show that, based on the construction of

complex geometrical optics (CGO) solutions, Hypothesis 3.1.1 can be satisfied globally

for an isotropic tensor γ = βIn when β is smooth enough. CGO solutions find many

applications in inverse conductivity/diffusion problems, and more recently in problems with

internal functionals [8, 47, 15]. As established in [14], when β ∈ H n
2
+3+ε(X), one is able to

construct a complex-valued solution of (3.1) of the form

uρ =
1√
β
eρ·x(1 + ψρ), (3.42)

where ρ ∈ Cn is a complex frequency satisfying ρ · ρ = 0, which is equivalent to taking

ρ = ρ(k+ ik⊥) for some unit orthogonal vectors k,k⊥ and ρ = |ρ|/
√
2 > 0. The remainder

ψρ satisfies an estimate of the form ρψρ = O(1) in C1(X). The real and imaginary parts of

∇uρ are almost orthogonal, modulo an error term that is small (uniformly over X) when ρ

is large. We use this property here to fulfill Hypothesis 3.1.1.

Proof of Proposition 3.1.11. Pick two unit orthogonal vectors k and k⊥, and consider the

CGO solution uρ with ρ = ρ(k + ik⊥) for some ρ > 0 which will be chosen large enough
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later. Computing the gradient of uρ, we arrive at

∇uρ = eρ·x(ρ+ϕρ), with ϕρ := ∇ψρ − ψρ∇ log
√
β,

with supX |ϕρ| ≤ C independent of ρ. Splitting into real and imaginary parts, each of

which is a real-valued solution of (3.1), we obtain the expression

∇uℜ
ρ
=
ρeρk·x√

β

(
(k+ ρ−1ϕℜ

ρ
) cos(ρk⊥ · x)− (k⊥ + ρ−1ϕℑ

ρ
) sin(ρk⊥ · x)

)
,

∇uℑ
ρ
=
ρeρk·x√

β

(
(k⊥ + ρ−1ϕℑ

ρ
) cos(ρk⊥ · x) + (k+ ρ−1ϕℜ

ρ
) sin(ρk⊥ · x)

)
,

from which we compute directly that

|∇uℜ
ρ
|2|∇uℑ

ρ
|2 − (∇uℜ

ρ
· ∇uℑ

ρ
)2 =

ρ2e2ρk·x

β
(1 + o(ρ−1)).

Therefore, for ρ large enough, the quantity in the left-hand side above remains bounded

away from zero throughout X, and the proof is complete.

3.4.2 Push-forward by diffeomorphism

Let Ψ : X → Ψ(X) be a W 1,2-diffeomorphism where X has smooth boundary. Then for

γ ∈ Σ(X), the push-forwarded tensor Ψ⋆γ defined in (3.21) belongs to Σ(Ψ(X)) and Ψ

pushes forward a solution u of (3.1) to a function v = u ◦ Ψ−1 satisfying the conductivity

equation

−∇y · (Ψ⋆γ∇yv) = 0 (Ψ(X)), v|∂(Ψ(X)) = g ◦Ψ−1,

moreover Ψ and Ψ|∂X induce respective isomorphisms ofH1(X) andH
1

2 (∂X) ontoH1(Ψ(X))

and H
1

2 (∂(Ψ(X))).
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Proof of Proposition 3.1.13. The hypotheses of interest all fomulate the linear independence

of some functionals in some sense. We must see first how these functionals are push-

forwarded via the diffeomorphism Ψ. For 1 ≤ i ≤ m, we denote vi := Ψ⋆ui = ui ◦ Ψ−1 as

well as Ψ⋆Hi := [Ψ⋆γ]∇yvi where y denotes the variable in Ψ(X). Direct use of the chain

rule allows to establish the following properties, true for any x ∈ X:

∇ui(x) = [DΨ]T (x)∇yvi(Ψ(x)),

Hi(x) = γ∇ui(x) = |JΨ|(x)[DΨ]−1Ψ⋆H(Ψ(x)),

Zi(x) = [DΨ]T (x)Ψ⋆Zi(Ψ(x)),

(3.43)

where we have defined Ψ⋆Zi the matrix with columns

[Ψ⋆Zi],j = −∇y
det(∇yv1, . . . ,

j︷ ︸︸ ︷
∇yvn+i, . . . ,∇yvn)

det(∇yv1, . . . ,∇yvn)
, 1 ≤ j ≤ n.

Hypotheses 3.1.1 and 3.1.2. Since [DΨ] is never singular over X, relations (3.43)

show that for any 1 ≤ k ≤ n, the vectors fields (∇u1, . . . ,∇uk) are linearly dependent at x

if and only if the vectors fields (∇yv1, . . . ,∇yvk) are linearly dependent at Ψ(x). The case

k = 2 takes care of Hyp. 3.1.1 while the case k = n takes care of Hyp. 3.1.2.

Hypothesis 3.1.3. If we denote

Ψ⋆W(Ψ(x)) = span
{
(Ψ⋆Zk(Ψ⋆H)TΩ)sym, Ω ∈ An(R), 1 ≤ k ≤ m

}
,

direct computations show that

W(x) = [DΨ(x)]T ·Ψ⋆W(Ψ(x)) · [DΨ(x)],

thus since DΨ(x) is non-singular, we have that dimW(x) = dimΨ⋆W(Ψ(x)), so the state-
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ment of Proposition holds for Hyp. 3.1.3.

Hypothesis 3.1.4. The transformation rules (3.43) show that Z1 is nonsingular at x

iff Ψ⋆Z1 is nonsingular at Ψ(x), so the statement of the proposition holds for Hyp. 3.1.4.A.

Second, for two An(R)-valued functions Ω1(x) and Ω2(x), and upon defining Ψ⋆Ω1,

Ψ⋆Ω2 as in (3.23), as well as

Ψ⋆S :=
(
[Ψ⋆Z2]

−T [Ψ⋆Z1]
TΨ⋆Ω1 + [Ψ⋆H][Ψ⋆Z1]

TΨ⋆Ω2

)sym
,

direct use of relations (3.43) yield the relation

S(x) = [DΨ(x)]−1 ·Ψ⋆S(Ψ(x)) · [DΨ(x)]−T , x ∈ X,

and since DΨ is uniformly non-singular, S is uniformly elliptic if and only if Ψ⋆S is, so the

statement of the proposition holds for Hyp. 3.1.4.B.

3.4.3 Generic reconstructibility

We now show that, in principle, any C1,α-smooth conductivity tensor is locally recon-

structible from current densities. The proof relies on the Runge approximation for elliptic

equations, which is equivalent to the unique continuation principle, valid for conductivity

tensors with Lipschitz-continuous components.

This scheme of proof was recently used in the context of other inverse problems with

internal functionals [15, 45], and the interested reader is invited to find more detailed proofs

there.

Proof of Proposition 3.1.15. Let x0 ∈ X and denote γ0 := γ(x0). We first construct so-

lutions of the constant-coefficient problem by picking the functions defined in (3.40) (call

them v1, . . . , vn+2) and by defining, for 1 ≤ i ≤ n + 2, u0i (x) := vi(x) − vi(x0). These
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solutions satisfy ∇ · (γ0∇ui) = 0 everywhere and fulfill Hypotheses 3.1.2 and 3.1.3 globally.

Second, from solutions {u0i }n+2
i=1 , we construct a second family of solutions {uri }n+2

i=1 via

the following equation

∇ · (γ∇uri ) = 0 (B3r), uri |∂B3r
= u0i , 1 ≤ i ≤ n+ 2, (3.44)

where B3r is the ball centered at x0 and of radius 3r, r being tuned at the end. The

maximum principle as well as interior regularity results for elliptic equations allow to deduce

the fact that

lim
r→0

max
1≤i≤n+2

‖uri − u0i ‖C2(B3r) = 0. (3.45)

Third, assuming that r has been fixed at this stage, the Runge approximation property

allows to claim that for every ε > 0 and 1 ≤ i ≤ n+2, there exists gεi ∈ H
1

2 (∂X) such that

‖uεi − uri ‖L2(B3r) ≤ ε, where uεi solves (3.1) with uεi |∂X = gεi , (3.46)

which, combined with interior elliptic estimates, yields the estimate

‖uεi − uri ‖C2(Br)
≤ C

r2
‖uεi − uri ‖L∞(B2r) ≤

C

r2
ε,

Since r is fixed at this stage, we deduce that

lim
ε→0

max
1≤i≤n+2

‖uεi − uri ‖C2(Br) = 0. (3.47)

Completing the argument, we recall that Hypotheses 3.1.2 and 3.1.3 are characterized by

continuous functionals (say f2 and f3) in the topology of C2,α boundary conditions. While

the first step established that f2 > 0 and f3 > 0 for the constant-coefficient solutions,
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limits (3.45) and (3.47) tell us that there exists a small r > 0, then a small ε > 0 such

that max1≤i≤n+2 ‖uεi − u0i ‖C2(Br(x0)) is so small that, by the continuity of f2 and f3, these

functionals remain positive. Hypotheses 3.1.2 and 3.1.3 are thus satisfied over Br by the

family {uεi}n+2
i=1 which is controlled by boundary conditions. The proof is complete.

Remark 3.4.1 (On generic global reconstructibility). Let us mention that from the local

reconstructibility statement above, one can establish a global reconstructibility one. Heuris-

tically, by compactness of X, one can cover the domain with a finite number of either

neighborhoods as above or subdomains diffeomorphic to a half-ball if the point x0 is close

to ∂X, over each of which γ is reconstructible. One can then patch together the local re-

constructions using for instance a partition of unity, and obtain a globally reconstructed γ.

The additional technicalities that this proof incurs may be found in [15].

As a conclusion, for any C1,α-smooth tensor γ, there exists a finite N and non-empty

open set O ⊂ (C2,α(∂X))N such that any {gi}Ni=1 ∈ O generates current densities that

reconstruct γ uniquely and stably (in the sense of estimate (3.16)) throughout X.

3.5 Appendix: Exterior calculus and notations

Throughout this chapter, we use the following convention regarding exterior calculus. Be-

cause we are in the Euclidean setting, we will avoid the flat operator notation by identifying

vector fields with one-forms via the identification ei ≡ ei where {ei}ni=1 and {ei}ni=1 denote

bases of Rn and its dual, respectively. In this setting, if V = V iei is a vector field, dV

denotes the two-vector field

dV =
∑

1≤i<j≤n

(∂iV
j − ∂jV

i)ei ∧ ej .
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A two-vector field can be paired with two other vector fields via the formula

A ∧B(C,D) = (A · C)(B ·D)− (A ·D)(B · C),

which allows to make sense of expressions of the form

dV (A, ·) =
∑

1≤i<j≤n

(∂iV
j − ∂jV

i)((A · ei)ej − (A · ej)ei).

Note also the following well-known identities for f a smooth function and V a smooth vector

field, rewritten with the notation above:

d(∇f) = 0, f ∈ C2(X), (3.48)

d(fV ) = ∇f ∧ V + fdV. (3.49)
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Chapter 4

Inverse problems in the Maxwell

system

In this chapter, we study the hybrid inverse problem proposed in Section 1.2. Let X be a

bounded domain with smooth boundary in R3. The smooth anisotropic electric permittivity,

conductivity, and the constant isotropic magnetic permeability are respectively described

by ǫ(x), σ(x) and µ0, where ǫ(x), σ(x) are tensors and µ0 is a constant scalar, known,

coefficient. Let E and H denote the electric and magnetic fields inside the domain X

with a harmonic time dependence. Thus E and H solve the following system of Maxwell’s

equations:





∇×E + ιωµ0H = 0

∇×H − γE = 0
on X, ν × E|∂X = f. (4.1)

Here, γ = σ + ιωε in X, ν is the exterior unit normal vector on the boundary ∂X, with

the frequency ω > 0 fixed. We assume that ε(x) and σ(x) satisfy the uniform ellipticity

condition. We present an explicit (stable) reconstruction procedure for the anisotropic,
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complex-valued tensor γ from knowledge of a set of (at least 6) magnetic fields Hj for

1 ≤ j ≤ J , where Hj solves (4.1) with prescribed boundary conditions fj.

4.1 Main hypotheses and stability results

We first introduce the solution space,

Hs
Div(X) := {u ∈ (Hs(X))3|Div(ν × u) ∈ Hs− 1

2 (∂X)}

where Div denotes the surface divergence (see, e.g., [19] for the definition). Let THs
Div(∂X)

denotes the Sobolev space through the tangential trace mapping acting on Hs
Div(X),

THs
Div(∂X) = {f ∈ (Hs(∂X))3|Divf ∈ Hs(∂X)}

They are Hilbert spaces for the norms

‖u‖Hs
Div

(X) = ‖u‖(Hs(X))3 + ‖Div(ν × u)‖
Hs− 1

2 (∂X)

‖f‖THs
Div

(∂X) = ‖f‖(Hs(∂X))3 + ‖Div(f)‖Hs(∂X).

The boundary value problem (4.1) admits a unique solution (E,H) ∈ Hk
Div(X) ×Hk

Div(X)

with imposed boundary electric condition ν×E|∂X = f ∈ TH
k− 1

2

Div (∂X) except for a discrete

set of magnetic resonance frequencies {ω} when σ = 0; see [35]. The solution satisfies

‖E‖Hs
Div

(X) + ‖H‖Hs
Div

(X) ≤ C‖f‖
TH

s− 1
2

Div
(∂X)

. (4.2)

We assume that ω is not a resonance frequency.
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4.1.1 Main hypotheses

We now list the main hypotheses, which allow us to set up our reconstruction formulas,

which are local in nature: the reconstruction of γ at x0 ∈ X requires the knowledge of

{Hj(x)}1≤j≤J for x only in the vicinity of x0.

The first hypothesis requires the existence of a basis of electric fields which satisfy (4.1).

Hypothesis 4.1.1. Given Maxwell’s equations in form of (4.1) with ε and σ uniformly

elliptic, there exist (f1, f2, f3) ∈ TH
1

2

Div
(∂X)3 and a sub-domain X0 ⊂ X, such that the

corresponding solutions E1, E2, E3 satisfy

inf
x∈X0

|det(E1, E2, E3) ≥ c0| > 0.

Assuming that E1, E2, E3 solutions to (4.1) satisfy the Hypothesis 4.1.1, we consider ad-

ditional solutions {E3+k}mk=1 and obtain the linear dependence relations for each additional

solution,

E3+k =

3∑

i=1

λkiEi, 1 ≤ k ≤ m. (4.3)

As shown in [9, 26], the coefficients λki can be computed as follows:

λki = −det(E1,

i︷ ︸︸ ︷
E3+k, E3)

det(E1, E2, E3)
= −det(∇×H1,

i︷ ︸︸ ︷
∇×H3+k,∇×H3)

det(∇×H1,∇×H2,∇×H3)
.

Therefore these coefficients are computable from magnetic fields. The reconstruction pro-

cedures will make use of the matrices Zk defined by

Zk = [Zk,1, Zk,2, Zk,3] , where Zk,i = ∇λki , 1 ≤ k ≤ m. (4.4)
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These matrices are also uniquely determined from the known magnetic fields.

The next hypothesis which gives a sufficient condition for a local reconstruction of the

anisotropic tensor γ, is that a sufficiently large number of matrices Zk satisfy a full-rank

condition.

Hypothesis 4.1.2. Assume that Hypothesis 4.1.1 holds for (E1, E2, E3) over X0 ⊂ X. We

denote Y as the matrix with columns Y1, Y2, Y3, where Yi = ∇×Hi, 1 ≤ i ≤ 3. Then there

exist E1, · · · , EJ=3+m solutions of Maxwell equations (4.1) and some X ′ ⊆ X0 such that

the space,

W = {(ΩZkY
T )sym|Ω ∈ A3(R), 1 ≤ k ≤ m}, (4.5)

has full rank in S3(C) for all x ∈ X ′, where S3 and A3 denote the space of 3× 3 symmetric

and anti-symmetric matrices, respectively.

Remark 4.1.3. Hypotheses 4.1.1 and 4.1.2 can be both fulfilled for well-chosen boundary

conditions {fi}1≤i≤6 when γ is close to a constant tensor γ0. The proof of such a statement

can be found in Section 4.2.3. For a arbitrary tensor γ, Hypothesis 4.1.1 can be fulfilled

locally. If we suppose additionally that γ is the C1,α vicinity of γ(x0) on some open domain

of x0, then Hypothesis 4.1.2 also holds locally, see Section 4.2.6.

4.1.2 Uniqueness and stability results

We denote by Mn(C) the space of n × n matrices with inner product 〈A,B〉 := tr (A∗B).

We assume that Hypotheses 4.1.1 and 4.1.2 hold over some X0 ⊂ X with J = 3 + m

solutions (E1, · · · , E3+m). In particular, the linear space W ⊂ S3(C) defined in (4.5) is of

full rank in S3(C). We will see that the inner products of (γ−1)∗ with all elements in W can

be calculated from knowledge of (H1, · · · ,H3+m). Together with the fact that W is also

constructed by the measurements, γ can be completely determined by H1, · · · ,H3+m. The
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reconstruction formulas can be found in Theorem 4.2.2. This algorithm leads to a unique

and stable reconstruction in the sense of the following theorem.

Theorem 4.1.4. Suppose that Hypotheses 4.1.1 and 4.1.2 hold over some X0 ⊂ X for two

3+m-tuples {Ei}3+m
i=1 and {E′

i}3+m
i=1 , solutions of the Maxwell system (4.1) with the complex

tensors γ and γ′ satisfying the uniform ellipticity condition (2.2). Then γ can be uniquely

reconstructed in X0 with the following stability estimate,

‖γ − γ′‖W s,∞(X0) ≤ C
3+m∑

i=1

‖Hi −H ′
i‖W s+2,∞(X) (4.6)

for any integer s > 0. If γ is isotropic or in the vicinity of a constant tensor γ0, then γ can

be reconstructed with 6 measurements and the above estimate holds on X0 = X.

Remark 4.1.5. For the case γ is isotropic, it can be reconstructed via a redundant el-

liptic equation which is based on the construction of Complex Geometrical Optics solu-

tions(CGOs). The algorithms will be given in Section 4.2.4.

4.2 Reconstruction approaches

4.2.1 Preliminary

Exterior calculus and notations: Throughout this chapter, we will identify vector

fields with one-forms via the identification ei ≡ ei where {ei}ni=1 and {ei}ni=1 denote bases

of Rn and its dual, respectively. In this setting, if V = V iei is a vector field, dV denotes

the two-vector field

dV =
∑

1≤i<j≤n

(∂iV
j − ∂jV

i)ei ∧ ej .
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A two-vector field can be paired with two other vector fields via the formula

A ∧B(C,D) = (A · C)(B ·D)− (A ·D)(B · C),

Note also the following well-known identities for f a smooth function and V a smooth vector

field, rewritten with the notation above:

d(∇f) = 0, f ∈ C2(X),

d(fV ) = ∇f ∧ V + fdV.

Hodge star operator: For x ∈ Rn, let {e1, · · · , en} and {e1, · · · , en} denote the canonical

bases of TxR
n and its dual T ∗

xR
n. The Hodge star operator on an l-form is defined as the

linear extension of

⋆(eα1 ∧ · · · ∧ eαl)|x = (eβ1 ∧ · · · ∧ eβn−l)|x, (4.7)

where (β1, · · · , βn−l) ∈ {1, · · · , n}n−l is chosen such that

{eα1 , · · · , eαl , eβ1 , · · · , eβn−l} (4.8)

is a positive base of T ∗
xR

n. For a l-form η, the Hodge star operator follows,

⋆ ⋆ η = (−1)l(n−l)η. (4.9)
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4.2.2 Reconstruction algorithms

For some matrices A,B ∈Mn(C), we denote their product A : B by,

A : B = tr (ABT ) = tr (ATB). (4.10)

Starting with 3 solutions (E1, E2, E3) satisfying Hypothesis 4.1.1, we then pick additional

magnetic fields H3+k. The corresponding electric fields E3+k and E1, E2, E3 satisfy the

linear dependence relations defined in (4.3). We recall the 3× 3 matrices,

Y = [Y1, Y2, Y3], Yi = ∇×Hi.

∇×H3+k satisfies the same linear dependence with Y1, Y2, Y3 as E3+k, E1, E2, E3. Thus λ
k
i

defined in (4.3) are computable from only knowledge of the magnetic fields(we use implicit

summation notation),

∇×H3+k = λki∇×Hi; ∇λki := −∇det(∇×H1,

i︷ ︸︸ ︷
∇×H3+k,∇×H3)

detY
. (4.11)

Now we construct the subspace W of S3(C) as denoted in Hypothesis 4.1.2,

W = {(ΩZkY
T )sym|Ω ∈ A3(R), 1 ≤ k ≤ m}. (4.12)

Denote (w1, · · · ,w6) as the natural basis of the 6 dimensional space S3(C). Given 6 vectors

W1, · · · ,W6 in W, for any vector W ∈ S3(C), we define a (7, 1) type tensor N dealing with
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inner products 〈W,Wp〉:

N (W,W1, · · · ,W6) :=

6∑

p=1

〈W,Wp〉

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

〈W1,w1〉 . . . 〈W1,w6〉
...

...
i︷︸︸︷
w1 . . .

i︷︸︸︷
w6

...
...

〈W6,w1〉 . . . 〈W6,w6〉

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

= F (W1, · · · ,W6)W,

(4.13)

where F (W1, · · · ,W6) := det{〈Wp,wq〉}1≤p,q≤6. Obviously, det{〈Wp,wq〉}1≤p,q≤6W = 0 if

and only if W1, · · · ,W6 are linearly dependent. In other words, N (W,W1, · · · ,W6) = 0

never vanishes if W1, · · · ,W6 are linearly independent and W 6= 0.

We summarize the reconstruction algorithms in the following theorem and show that γ

can be algebraically reconstructed via Gram-Schmidt procedure and the explicit expression

(4.13).

Theorem 4.2.1. Assume that Hypothesis 4.1.1 and 4.1.2 are fulfilled on a sub-domain

X0 ⊂ X, then γ can be reconstructed on X0 as follows

γ = det{〈Wp,wq〉}1≤p,q≤6(N−1(γ̄−1,W1, · · · ,W6))
∗. (4.14)

Here, (w1, · · · ,w6) denotes the natural basis of S3(C) and {Wp}1≤p≤6 are linearly indepen-

dent matrices, which can be constructed from the matrices {(ΩZkY
T )sym}1≤k≤m in W by

the Gram-Schmidt procedure. The inner product of γ̄−1 with matrices in W are given by:

〈γ̄−1, (ΩZkY
T )sym〉 = tr (ΩMT

k ), (4.15)

where Mk := ι

2ωµ0 ⋆ (λ
k
iHi −H3+k)(ep, eq)eq ⊗ ep for 1 ≤ k ≤ m and ⋆ denotes the Hodge
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star operator. Moreover, for any other γ′ satisfying (2.2) and Maxwell system (4.1), we

have the following stability estimate,

‖γ − γ′‖W s,∞(X0) ≤ C

3+m∑

i=1

‖Hi −H ′
i‖W s+2,∞(X), (4.16)

where C is a constant and s is any integer.

Proof. We rewrite the time-harmonic Maxwell’s equations (4.1) in terms of differential

forms,





⋆dEi = −ιωµ0Hi

⋆dHi = γEi.
(4.17)

Here d is the exterior derivative and ⋆ denotes the Hodge star operator. Applying the

exterior derivative d to (4.3) gives,

d(
3∑

i=1

λkiEi − E3+k) = 0. (4.18)

Using the formula d(fV ) = df ∧ V + fdV for a scalar function f and a vector field V , we

have

dλki ∧ Ei + λki dEi = dE3+k. (4.19)

Applying the Hodge operator to (4.17) and using the fact that Ei = γ−1∇×Hi, we obtain

the following equation,

dλki ∧ γ−1∇×Hi = ιωµ0 ⋆ (λ
k
iHi −H3+k). (4.20)
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By applying two vector fields ep, ep, 1 ≤ p < q ≤ 3 to the above 2-form, we obtain,

(∇λki · ep)(γ−1Yi · eq)− (∇λki · eq)(γ−1Yi · ep) = ιωµ0 ⋆ (λ
k
iHi −H3+k)(ep, eq), (4.21)

where Yi = ∇×Hi for 1 ≤ i ≤ 3. The above equation reads explicitly,

(γ−1Y )qiZk,pi − Zk,qi(γ
−1Y )pi = ιωµ0 ⋆ (λ

k
iHi −H3+k)(ep, eq) (4.22)

which amounts to the following matrix equation,

γ−1Y ZT − (γ−1Y ZT )T = ιωµ0 ⋆ (λ
k
iHi −H3+k)(ep, eq)eq ⊗ ep. (4.23)

Since γ is symmetric, we pick Ω ∈ A3(R) and calculate its ’:’ product with both sides of the

above equation,

〈γ̄−1, (ΩZkY
T )sym〉 = γ−1 : (ΩZkY

T )sym = tr (ΩMT
k ), (4.24)

where Mk := ι

2ωµ0 ⋆ (λkiHi − H3+k)(ep, eq)eq ⊗ ep. The stability estimate is clear by

inspection of the reconstruction procedure. Two derivatives on {Hk}1≤k≤3+m are taken in

the reconstructions of the matrices Zk and one derivative is taken for the reconstructiongs

of Mk. The Gram-Schmidt procedure preserves errors in the uniform norm. Therefore,

we have a total loss of 2 derivatives in the reconstruction of γ as indicated in Theorem

4.1.4.

4.2.3 Global reconstructions close to constant tensor

In this section, we assume that γ is in the vicinity of a diagonalizable constant tensor γ0.

We will construct special solutions, namely plane waves, of the Maxwell’s equations (4.1)

90



and demonstrate that Hypothesis 4.1.1 and 4.1.2 are fulfilled with these solutions. The

following lemma shows that Hypothesis 4.1.1 is satisfied in the homogeneous media.

Lemma 4.2.2. Suppose that the admittivity γ is sufficiently close to a constant tensor γ0,

where the real and imaginary parts of γ0 satisfy the uniform ellipticity condition (2.2). Then

Hypothesis 4.1.1 holds on X.

Proof. Decompose the tensor γ0 = QΛQT for a diagonal Λ ∈ M3 and QTQ = I. This

decomposition is possible since a symmetric matrix is diagonalizable if and only if it is

complex orthogonally diagonalizable, see [30, Theorem 4.4.13]. We write Q = [β1, β2, β3]

and k1, k2, k3 the components on the diagonal of Λ, such that γ0βj = kjβj , j = 1, 2, 3. We

choose plane waves as possible solutions to Maxwell’s equations (4.1),

Ej = βje
iζj ·x, 1 ≤ j ≤ 3, (4.25)

with some ζj to be chosen in C3. Applying the curl operator to the first equation in (4.1),

we get the vector Helmholtz equation,

∇×∇× Ej + ιωµ0γ0Ej = 0, (4.26)

where γ0 = σ0 + ιωε0. Using the fact that ∇ × ∇× = −∆ + ∇∇·, the above equation

amounts to

(ζj · ζj)eιζj ·xβj − (βj · ζj)eιζj ·xζj + ιωµ0e
ιζj ·xγ0βj = 0. (4.27)

Since eιζj ·x is never zero, the above equation reduces to,

(βj · ζj)ζj − (ζj · ζj)βj = ιωµ0γ0βj . (4.28)
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By choosing ζj to be orthogonal to βj and ζj · ζj = −ιωµ0kj , equation (4.28) obviously

holds by noticing that γ0βj = kjβj . From the above analysis, the solutions can be chosen

as follows,





E1 = β1e
it1β2·x

E2 = β2e
it2β3·x

E3 = β3e
it3β1·x

, (4.29)

where ti are chosen such that t2i = −ιωµ0ki for 1 ≤ i ≤ 3. Then E1, E2, E3 are solutions to

Maxwell’s equations (4.1) and are obviously independent.

The next proposition states that, some proper linear combinations of the solutions chosen

in Hypothesis 4.1.1 also satisfy the Maxwell system (4.1).

Proposition 4.2.3. Let us choose the electric fields E3+k =
∑3

i=1 λ
k
i βie

ιζi·x such that λk

has a constant gradient verifying that ∇λki ⊥ {βi, ζi}, where βi, ζi are chosen in (4.29).

Then E3+k solves Maxwell’s equations (4.1) for γ = γ0.

Proof. Assume that Hypothesis 4.1.1 holds and pick Ei = βie
ιζi·x defined in (4.29) for

i = 1, 2, 3. We pick addition electric fields as indicated in (4.3),

E3+k =
3∑

i=1

λkiEi, k = 1, 2, . . . (4.30)

where λki are to be determined. Inserting E3+k into the vector Helmholtz equation (4.26),

we get,

∇×∇× E3+k =∇×∇× (λkiEi)

=(∇ ·Ei + Ei · ∇)∇λki − (∇ · ∇λki +∇λki · ∇)Ei +∇λki ×∇× Ei + λki∇×∇× Ei

=− ιωµ0γ0λ
k
iEi.
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Here we choose ∇λki to be constant and ∇λki ⊥ βi. Using the fact that ∇ · Ei = 0 for the

special solutions in (4.29) and Ei satisfies the Helmholtz equation (4.26), the above equation

reads

−(∇λki · ∇)Ei +∇λki × (∇×Ei) = 0. (4.31)

Let ∇Ei
denotes the subscripted gradient operator on the factor Ei, the basic formulas for

curl operator give that,

∇λki × (∇× Ei) =∇Ei
(∇λki ·Ei)− (∇λki · ∇)Ei

=ι(∇λki · βi)(∇λki · ep)eιζi·xep − (∇λki · ∇)Ei.

By choosing ∇λki ⊥ βi, equation (4.31) reduces to,

(∇λki · ∇)Ei = ι(∇λki · ζi)Ei = 0. (4.32)

Since E1, E2, E3 are independent, the above equation holds if and only if ∇λki · ζi = 0, for

i = 1, 2, 3. Therefore, E3+k =
∑3

i=1 λ
k
i βie

ιζi·x solves the Maxwell’s equation (4.1), with

∇λki , βi, ζi an orthogonal basis in C3.

Thanks to Proposition 4.2.3, we can choose 3 additional solutions as follows:





E3+1 = λ1E1 = λ1β1e
it1β2·x

E3+2 = λ2E2 = λ2β2e
it2β3·x

E3+3 = λ3E3 = λ3β3e
it3β1·x

, (4.33)

where E1, E2, E3 are chosen in (4.29) and ∇λ1,∇λ2,∇λ3 are chosen to be β3, β1, β2, respec-

tively.
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The following lemma proves that W is of full rank in S3(C) in homogeneous media.

Lemma 4.2.4. Suppose that the admittivity γ is sufficiently close to a constant tensor γ0.

Then Hypothesis 4.1.2 is fulfilled by choosing a minimum number of 6 electric fields as

indicated in (4.29) and (4.33).

Proof. As indicated in Proposition 4.2.3, we pick additional solutions E3+k = λkEk, for

k = 1, 2, 3, where ∇λ1 = β3,∇λ2 = β1 and ∇λ3 = β2. Let A ∈ S3(C) and suppose that

A ⊥ W, we aim to show that A vanishes. Decompose A in terms of βi ⊗ βj ,

A = Aijβi ⊗ βj , where Aij = Aji. (4.34)

Here and below, we use the implicit summation notation for the index i and j. Thus,

ZkY
T = Zk(γE)T =− 1

ιωµ0
Zk[(ζ1 · ζ1)E1, (ζ2 · ζ2)E2, (ζ3 · ζ3)E3]

T

=− 1

ιωµ0
(ζk · ζk)∇λk ⊗ Ek

for k = 1, 2, 3. Since A ⊥ W implies that ZkY
TA is symmetric, we deduce the following

equation,

Aij(∇λk ⊗ Ek)(βi ⊗ βj) = Aij(βi ⊗ βj)(Ek ⊗∇λk). (4.35)

By definition Ek = βke
ιζk·x and the orthogonality of {βi}1≤i≤3 , the above equation reduces

to

Ai,k+1(βk ⊗ βi − βi ⊗ βk) = 0, for k = 1, 2, 3, (4.36)

where we identify k+1 := 1, for k = 3. Notice that {βk ⊗βi −βi ⊗ βk}i,k=1,2,3 form a basis
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in A3(C), so obviously Ai,k+1 = 0, for any i 6= k, which implies that Aij = 0, for any i, j.

Thus W is of full rank in S3(C).

Remark 4.2.5. Since the Maxwell system can be written in the sense of differential forms

as in (4.17) for an arbitrary n dimension space, the above reconstruction formulas can

thus be generalized to the n dimensional case. The proof of Lemmas 4.2.2 and 4.2.4 in n

dimensions is analogous to the 3 dimensional case.

4.2.4 Global reconstructions for isotropic tensor

In this section, we suppose that the admittivity γ is scalar. We will show that γ can be

reconstructed via a redundant elliptic system by constructing 6 Complex Geometrical Optics

solutions. CGO solutions are constructed in [20] and their properties can be extended to

higher order Sobolev spaces, see [18]. The approach in [18] can be used to reconstruct the

scalar γ.

Theorem 4.2.6. Let γ(x) be a smooth scalar function. Then there exist 6 internal magnetic

fields {Hi}1≤i≤6 such that γ is uniquely reconstructed via the following redundant elliptic

equation,

∇γ + β(x)γ = 0, (4.37)

where β(x) is an invertible matrix, which is uniquely determined by the measurements.

Moreover, the stability result (4.6) holds for X0 = X.

Proof. The system (4.1) can be rewritten as the Helmholtz equation,

∇×∇× E − k2nE = 0, (4.38)

where the wave number k is given by k = ω
√
ǫ0µ0 with ǫ0 the dielectric constant, and the
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refractive index n = 1
ǫ0
(ǫ(x) − ι

σ(x)
ω ). The proof is based on the construction of complex

geometrical optics solutions of the form,

E(x) = eιζ·x(η +Rζ(x)), (4.39)

where ζ, η ∈ C3, ζ · ζ = k2 and ζ · η = 0. The existence of Rζ in C2(X) was proved in [20]

and can be generalized to an arbitrary regular space Cd(X), see [18]. Now picking two CGO

solutions E1, E2 as defined in (4.39), we derive the following equation from (4.38),

∇×∇× E1 · E2 +∇×∇× E2 · E1 = 0. (4.40)

Substituting the measurements Yj = ∇ × Hj = γEj into the above equation gives the

following transport equation,

θ · ∇γ + ϑγ = 0, (4.41)

where

θ = χ[(Y2 · ∇)Y1 + (∇ · Y1)Y2 + 2∇Y2
(Y1 · Y2)− (Y1 · ∇)Y2 − (∇ · Y2)Y1 − 2∇Y1

(Y1 · Y2)],

ϑ = χ(∇×∇× Y1 · Y2 −∇×∇× Y2 · Y1).

(4.42)

We choose two specific sets of vectors ζ, η as in [20]. Define ζ1, ζ2 and η1, η2 in terms of a

large real parameter c and an arbitrary real number a,





ζ1 = (a/2, ι
√
c2 + a2/4− k2, c),

ζ2 = (a/2,−ι
√
c2 + a2/4− k2,−c)

,





η1 = 1√
c2+a2

(c, 0,−a/2)

η2 = 1√
c2+a2

(c, 0, a/2).
(4.43)
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Note that

lim
c→∞

ηj = η0 := (1, 0, 0), j = 1, 2,

lim
c→∞

ζ1
|ζ1|

= − lim
c→∞

ζ2
|ζ2|

= ζ0 :=
1√
2
(0, ι, 1),

(4.44)

and

ζ1 + ζ2 = (a, 0, 0), ζ0 · ζ0 = 0, η0 · ζ0 = 0. (4.45)

By choosing χ(x) = −e−ι(ζ1+ζ2)·x 1
4
√
2c
, θ and ζ0 have approximately the same direction

when |ζ|, the length of ζ1, ζ2, tends to infinity (see [18, Proposition 3.6]),

‖θ − γ2ζ0‖Cd(X) ≤
C

|ζ| . (4.46)

Now we choose 3 independent unit vectors ζj0 and η
j
0, such that ζj0 ·ζj0 = ζj0 ·ηj0 = 0, j = 1, 2, 3.

Similarly to (4.43), we choose (ζj1 , ζ
j
2) and (ηj1, η

j
2) such that, |ζ| := |ζj1 | = |ζj2 |, and also,

lim
|ζ|→∞

ζj1
|ζ| = − lim

|ζ|→∞

ζj2
|ζ| = ζj0 and lim

|ζ|→∞
ηj = ηj0. (4.47)

We pick 3 pairs of CGO solutions {Ej
1 , E

j
2}1≤j≤3 as defined in (4.39) and define the cor-

responding {θj, ϑj}1≤j≤3 by (4.42). From the estimate (4.46), we deduce that [θ1, θ2, θ3]

is invertible for |ζ| sufficiently large. Therefore equation (4.41) amounts to a redundant

elliptic equation,

∇γ + β(x)γ = 0, (4.48)

where β = [θ1, θ2, θ3]
−1[ϑ1, ϑ2, ϑ3]. Then γ can be reconstructed using (4.48) if it is known

at one point on the boundary. Since we have to differentiate the measurements twice for the
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construction of β, there is a loss of two derivatives compared to H for the reconstruction of

γ via (4.48). The stability estimate (4.6) obviously follows.

4.2.5 Runge approximation for the anisotropic Maxwell system

To derive local reconstruction formulas for a more general γ, we need to control the local

behavior of solutions by well-chosen boundary conditions. This is done by means of a Runge

approximation. In this section, we will prove the Runge approximation for an anisotropic

Maxwell system using the unique continuation property. For UCP and Runge approximation

in our context, we refer the readers to, e.g., [41, 50].

Unique continuation property

Unique continuation property for an anisotropic Maxwell system with only real magnetic

permeability ǫ has been proved in [22]. We generalize the result to the case of a complex

tensor γ = σ + ιωǫ in (4.1). We recall the div-curl system as follows,

γ(x)E(x) −∇×H(x) = 0, ιωµ(x)H(x) +∇× E(x) = 0,

∇ · (γ(x)E(x)) = 0, ∇ · (µ(x)H(x)) = 0.

(4.49)

We will use the Calderón approach to derive a Carleman estimate which implies the unique

continuation property across every C2-surface. For Calderón approach, we refer the readers

to [16, 52].

Lemma 4.2.7 (Basic Carleman inequality). Let (u(x, t), v(x, t)) ∈ C1(Br(x0))
3 with support

contained in |x| ≤ r, 0 ≤ t ≤ T . There is a constant C independent of (u, v) such that for

r, T and k−1 sufficiently small, the following inequality holds

∫ T

0
‖u, v‖w(t)dt ≤ C(k−1 + T 2)

∫ T

0
‖P (u, v)‖w(t)dt. (4.50)
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where P denotes the div-curl operator,

P (u, v) = (ιωµv +∇× u, γu−∇× v,∇ · (γu),∇ · (µv)). (4.51)

Here ‖ · ‖ denotes the L2 norm with respect to x-variable, w(t) = ek(T−t)2 with k a positive

constant. Then if (E,H) is a solution of the system (4.49) in a neighborhood of the origin,

vanishing identically for t < 0, then (E,H) = 0 in a full neighborhood of the origin.

Proof. We first introduce the div-curl system,

L(x,D) = (∇× u,∇ · (γu)), (4.52)

where the principle symbol of L is

L(x, ξ) =




0 −ξ3 ξ2

ξ3 0 ξ1

−ξ2 ξ1 0

∑3
j=1 γ1jξj

∑3
j=1 γ2jξj

∑3
j=1 γ3jξj




. (4.53)

Notice that the third curl equation does not involve any derivatives in x3 direction, thus it

can be dropped. Then we derive a square system,

L̃(x, ξ) =




ξ3 0 ξ1

0 ξ3 −ξ2
γ1jξj γ2jξj γ3jξj



. (4.54)
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We rewrite the principal part of (4.52) in the form l(x, e3)D3u+ L̄(x,D′)u, where

l(x, e3) =




1 0 0

0 1 0

γ13 γ23 γ33




(4.55)

is invertible and L̄(x,D′)u contains only the derivatives with respect to x1 and x2. Hence

the equation (4.52) can be rewritten as follows,

D3u+ l−1(x, e3)L̄(x,D
′)u = l−1(x, e3)L̃(x,D)u. (4.56)

We then calculate the eigenvalues of l−1(x, e3)L̄(x, ξ
′)u, namely the roots of p(x, ξ′, α) =

det(αI + l−1(x, e3)L̄(x, ξ
′)). We first list the standard hypotheses in Calderón’s approach:

For (x, t) in a neighborhood of the origin, and for every unit vector ξ′ in Rn:

• p(x, ξ′, α) has at most simple real roots α and at most double complex roots,

• distinct roots α1, α2 satisfy ‖α1 − α2‖ ≧ ǫ > 0

• nonreal roots α satisfy ‖ℑα‖ ≧ ǫ

Here ǫ is some fixed positive constant. In the following, the summations will be from 1 to

2.

p(x, ξ′, α) = det(l(x, e3))
−1 det L̃(x, ξ′, α)

=
1

γ33
α(γjkξjξk + 2αγ3jξj + γ33α

2)

=
1

γ33
α(ξ′, α)γ(ξ′, α)T .
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Hence the three roots of p(x, ξ′, α) are:

α1 = 0, α2,3 = −γ3jξj
γ33

±
√

(
γ3jξj
γ33

)2 − γjkξjξk
γ33

. (4.57)

α2 and α3 satisfy the above hypothesis and the prove is essentially given in [28, Lemma

17.2.5]. Since ℜγ and ℑγ are both positive definite, the roots α2,3 are non-real, by noticing

that (ξ′, α)γ(ξ′, α)T 6= 0 for real α. Then |α1−α2|2 = 4|(γ3jξjγ33
)2− γjkξjξk

γ33
| = 4

|γ33|2 |(γ3jξj)
2−

γ33γjkξjξk|. A simple calculation shows that,

|(γ3jξj)2 − γ33γjkξjξk| ≧ |ℑ((γ3jξj)2 − γ33γjkξjξk))| (4.58)

= |eT3 τe3 · ξ′T ǫξ′ + eT3 ǫe3 · ξ′T τξ′ − 2eT3 τξ
′ · eT3 ǫξ′|, (4.59)

which is obviously strictly positive for a unit vector ξ′ by the Cauchy-Schwarz inequality

and the fact that e3 = (0, 0, 1) and ξ′ = (ξ1, ξ2, 0) are not collinear. Then we obtain a

Carleman type inequality, see [52, Page 33],

∫ T

0
‖u‖w(t)dt ≤ C(k−1 + T 2)

∫ T

0
(‖∇ × u)‖+ ‖∇ · (γu)‖)w(t)dt. (4.60)

Here u is compactly support in a neighborhood of the origin and k−1 and T are sufficiently

small. Applying the same analysis to v and using Cauchy-Schwarz, we have the following

estimate,

∫ T

0
‖u, v‖w(t)dt ≤ C(k−1 + T 2)[

∫ T

0
(‖ιωµv +∇× u)‖+ ‖γu−∇× v‖)w(t)dt (4.61)

+

∫ T

0
(‖u, v‖ + ‖∇ · (γu)‖ + ‖∇ · (µv)‖)w(t)dt]. (4.62)

The term ‖u, v‖ can be moved to the RHS by choosing k−1 and T sufficiently small. We
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thus get the Carleman estimate,

∫ T

0
‖u, v‖w(t)dt ≤ C(k−1 + T 2)

∫ T

0
‖P (u, v)‖w(t)dt, (4.63)

where P denote the div-curl operator in (4.51). Now suppose z = (E,H) satisfies Pz = 0.

Let ζ(t) be a nonnegative smooth function defined in t ≧ 0 equal to 1 for t ≤ 2T/3 and 0

for t ≧ T . By applying (4.50) to (u, v) = ζz, we obtain that,

∫ 2T
3

0
‖z‖2wdt ≤ C(k−1 + T 2)

∫ T

2T
3

‖P (ζz)‖2wdt ≤ C ′(k−1 + T 2)

∫ T

2T
3

wdt, (4.64)

with some fixed constant T and C ′ independent of k. Thus, we obtain,

ekT
2/4

∫ T
2

0
‖z‖2dt ≤ C ′(k−1 + T 2)TekT

2/9. (4.65)

Letting k → ∞, we see that z = 0 for t ≤ T/2.

Due to the above lemma, we may generalize the unique continuation property to the

Maxwell system with a complex tensor γ, which is a more general case of [22, Corollary 1.2]

but requires more smoothness of the coefficients in order to apply the Calderón machinery.

We formulate it as the following theorem.

Theorem 4.2.8. Let (E,H) ∈ H1(X) satisfying the Maxwell’s equation (4.1) and let S =

{Φ(x) = Φ(x0)} be a level surface of the function Φ ∈ C2(X̄) near x0 ∈ X such that

∇Φ(x0) 6= 0. If (E,H) vanish on one side of S, then (E,H) = 0 in a full neighborhood of

x0 ∈ X.

Proof. The proof is analogue to Lemma 4.2.7 by introducting new coordinates x3 = Φ(x)−

Φ(x0), in which the level surfaces of Φ becomes {x3 = 0}. By the ellipticity property of

Maxwell’s equations, the analysis of the new system can be returned to the original one.
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See, for example, [22] for details.

Proof of Runge approximation property

The Runge approximation can be proved with the unique continuation property of Maxwell’s

system, since we have the uniqueness of the Cauchy problem near every direction. The prove

of the following theorem follows the idea in [50].

Theorem 4.2.9 (Runge approximation). Let X0 and X be two bounded domains with

smooth boundary such that X̄0 ⊂ X. Let (E0,H0) ∈ H1(X0) locally satisfy the Maxwell’s

equations (4.49),

P (E,H) = 0 (X0). (4.66)

Then for each ǫ > 0, there is a function fǫ ∈ TH
1

2

Div
(∂X) such that the solutions (Eǫ,Hǫ) ∈

H1(X)3 satisfy,

P (Eǫ,Hǫ) = 0 (X), ν ∧Eǫ|∂X = fǫ. (4.67)

Moreover, for a compact subset K ⊂ X0,

‖Eǫ − E0‖H1(K) ≤ ǫ. (4.68)

Proof. We rewrite Maxwell’s equations (4.49) into the following Helmholtz-type equation,

L(E) := ∇× µ−1∇× E + ιωγE = 0. (4.69)

Applying the interior estimate to solutions of Maxwell’s equations (see [61]), we get the
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local estimate,

‖Eǫ − E0‖H1(K) ≤ C‖Eǫ − E0‖L2(K̃) (4.70)

for some constant C > 0 and where K̃ ⊂ X0 is a compact containing K. Therefore, we

wish to prove that,

M = {w : w = u|K̃ , u ∈ H1(X), Lu = 0 in X} (4.71)

is dense in

N = {w : w = u|K̃ , u ∈ H1(X0), Lu = 0 in X0} (4.72)

for the strong L2 topology. By Hahn-Banach theorem, this means that for all f ∈ L2(K̃)

such that,

(f,w)L2(K̃) = 0 for all w in M. (4.73)

This implies that

(f,w)L2(K̃) = 0 for all w in N. (4.74)

We extend f ouside K̃ and still call it f as the extension on X0. Define then

L∗E = f on X, n ∧ E = 0 on ∂X, (4.75)

where L∗ = ∇ × µ−1∇ × +ιωγ∗ denotes the adjoint to L. For any u ∈ H1(X) satisfying
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Lu = 0 on X, integrations by parts show that,

(f, u)L2(K̃) =

∫

K̃
f · u∗dσ =

∫

X
L∗E · u∗dx =

∫

∂X
n ∧ (µ−1∇× E) · u∗dσ = 0. (4.76)

Then we deduce that ν ∧ (µ−1∇ × E) = 0 on ∂X. Combining with equation (4.75), we

obtain,

L∗E = 0 on X\K̃, ν ∧ E = ν ∧ (µ−1∇× E) = 0 on ∂X. (4.77)

Recalling that H = ι

ωµ
−1∇×E, we will prove that (E,H) together with all their first order

derivatives vanish on ∂X, so that the solution can be extended by 0 outside the domain

X. With a local diffeomorphism, we restrict ∂X on a neighborhood of the plan x3 = 0 for

simplicity. In this particular case, ν = e3 and ν ∧ E = 0 means that,

E1 = E2 = 0 on ∂X, (4.78)

where Ei denotes the i-th component of E. Moreover, the third component of ∇ × E

vanishes on ∂X,

ν · ∇ × E = ∂1E
2 − ∂2E

1 = 0 on ∂X (4.79)

by the fact that ∂1E
2 − ∂2E

1 concerns only the tangential derivatives of E1, E2, which

vanish on the boundary. As for (4.78), ν ∧ (µ−1∇×E) = 0 implies that the first and second

components of µ−1∇ × E are both zero. Together with (4.79) and the fact that µ−1 is

positive definite, we infer that,

∇× E = 0 on ∂X. (4.80)
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Therefore H = ι

ωµ
−1∇×E = 0 on ∂X. Recalling that L∗E = ∇×µ−1∇×E + ιωγ∗E = 0

on X\K̃ , we obviously have,

∇×H = γ∗E on ∂X. (4.81)

Since the third component of ∇ × H only concerns the tangential derivatives, it has to

vanish. Then by (4.78) and the fact that γ33 6= 0, we have the following equality,

∇×H = E = 0 on ∂X. (4.82)

Since the tangential derivatives of H are both zero on the boundary,

∇×H = (∂2H
3 − ∂3H

2, ∂3H
1 − ∂1H

3, ∂1H
2 − ∂2H

1) = 0 on ∂X (4.83)

implies that

∂3H
1 = ∂3H

2 = 0 on ∂X. (4.84)

Noticing that ∇ · (µH) = 0 and H = 0 on the boundary ∂X, we get,

∑

1≤i,j≤3

∂i(µijH
j) = µ33∂3H

3 = 0 on ∂X. (4.85)

Together with (4.84) and µ33 6= 0, this implies that ∂3H
1 = ∂3H

2 = ∂3H
3 = 0. Applying

the same calculations for E and its first order derivatives as above, we have

∇× E = ∇ · (γ∗E) = 0 on ∂X. (4.86)

We deduce that all first-order derivatives of E and E itself vanish on ∂X. Thus (E,H) can

106



be extended to 0 outside ∂X. By the unique continuation property in Theorem 4.2.8, we

conclude that E = 0 on X\K̃ . So for any u ∈ H1(X0) with Lu = 0 in X0, we have,

∫

K̃
f · u∗dx =

∫

X0

L∗E · u∗ = 0, (4.87)

which completes the proof.

Remark 4.2.10. In the above analysis of UCP and Runge approximation, the magnetic

permeability µ in the Maxwell system (4.49) can be any uniformly elliptic tensor, but not

necessarily a constant scalar µ0 as imposed at the beginning of this chapter.

The next corollary shows that the Runge approximation can be applied to more regular

spaces, such as Hölder space.

Corollary 4.2.11. Let X0 ⊂ X be a bounded domain with smooth boundary. With same

hypotheses as Theorem 4.2.9, there is a open subset X ′ ⊂ X0 such that for any ǫ

‖Eǫ − E0‖C1,α(X′) ≤ ǫ, (4.88)

where E0, Eǫ satisfy the Maxwell equations (4.1) on X0 and X, respectively.

Proof. Recall that Eǫ and E0 satisfy the equations,

∇×∇× Eǫ + ιωµ0γE
ǫ = ∇×∇× E0 + ιωµ0γE0 = 0 (X0). (4.89)

Let v = Eǫ − E0, then v also satisfy the equation

∇×∇× v + ιωµ0γv = 0 (X0). (4.90)
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Differentiating (4.90) with respect to xj for 1 ≤ j ≤ 3, we obtain,

∇×∇× ∂jv + ιωµ0γ∂jv = −ιωµ0∂jγv (X0), (4.91)

where the operator ∂j denotes the xj-derivative applied on each component of v and γ.

Recalling the local estimate ‖v‖H1(K) ≤ ǫ in Theorem 4.2.9, with the interior estimate and

the smoothness of γ, we deduce

‖∂jv‖H1(X′) ≤ C‖∂jγv‖H1(X′) ≤ C ′ǫ, (4.92)

where X ′ is contained in K. We iterate the above procedure such that s > 5
2 . By applying

Sobolev embedding theorem, we obtain the following estimate,

‖v‖C1,α(X′) ≤ C‖v‖Hs(X′) ≤ C ′′ǫ, (4.93)

which completes the proof.

4.2.6 Local reconstructions with redundant measurements

In this section, we will show that local reconstructions are possible for a more general γ

than presented in earlier sections. The linear independence of the matrices in Hypothesis

4.1.1 becomes local. If in addition, γ is in the C1,α(X) vicinity of a constant tensor γ0

on some open domain X ′ ⊂ X, Hypothesis 4.1.2 also holds locally. We thus need to use

potentially more than 6 internal magnetic fields, although we do not expect this large

number of measurements to be necessary in practice. The control of linear independence

from the boundary relies on the Runge approximation in Theorem 4.2.9. This scheme was

used in [26, 15].

Theorem 4.2.12. Let X ⊂ Rn a smooth domain and γ a smooth tensor. Then for any
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x0 ∈ X, there exists a neighborhood X ′ ⊂ X of x0 and 6 solutions of (4.1) such that

Hypothesis 4.1.1 holds. Moreover, if γ is in the C1,α vicinity of γ(x0), then Hypothesis

4.1.2 also holds locally on some open domain X0 ⊂ X.

Proof. We denote γ0 := γ(x0). We first construct solutions of the constant-coefficient

problem by picking the functions {E0
i }1≤i≤6 defined in (4.29) and (4.33). These solutions

satisfy ∇× ∇ × E + ιωµ0γ0E = 0 and fulfill Hypothesis 4.1.1 and 4.1.2 globally. Second,

we look for solutions of the form,

∇×∇× Er
i + ιωµ0γE

r
i = 0 in Br, ν × Er

i = ν × E0
i on ∂Br, 1 ≤ i ≤ 6, (4.94)

where Br is the ball centered at x0 with r to be chosen. Let w = Er
i − E0

i ,

∇×∇× w + ιωµ0γw = ιωµ0(γ0 − γ)E0
i in Br, ν × w = 0 on ∂Br. (4.95)

By the smoothness of γ as well as interior regularity results for elliptic equations, we deduce

that,

lim
r→∞

‖Er
i − E0

i ‖C0,α(Br) ≤ C lim
r→∞

‖(γ0 − γ)E0
i ‖C0,α(Br) = 0. (4.96)

Thus we can fix r sufficiently small such that ‖Er
i −E0

i ‖C0,α(Br) ≤ ǫ for ǫ sufficiently small.

Finally, by the Runge Approximation property, we claims that for every ǫ > 0 and 1 ≤ i ≤ 6,

there exists fǫ ∈ TH
1

2

Div(∂X) such that the corresponding solution Eǫ
i to (4.1) satisfy,

‖Eǫ
i − Er

i ‖C1,α(Br) ≤ ǫ, where ν × Eǫ
i = fǫ on ∂X. (4.97)
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Combined with equation (4.96), we deduce that,

‖Eǫ
i − E0

i ‖C0,α(Br) ≤ 2ǫ. (4.98)

By choosing a sufficiently small ǫ, Hypothesis 4.1.1 obviously holds by continuity of the

determinant. In addition, if γ is in the C1,α vicinity of γ0, we can choose a sufficiently small

r, such that (4.96) holds in C1,α(Br),

‖Er
i − E0

i ‖C1,α(Br) ≤ C‖(γ0 − γ)E0
i ‖C1,α(Br) ≤ ǫ. (4.99)

Then together with (4.97), we derive the estimate as following,

‖Eǫ
i − E0

i ‖C1,α(Br) ≤ 2ǫ. (4.100)

Notice that the space W constructed in (4.5) contains up to first derivatives of Ei. Again

by choosing a sufficient small ǫ, the full rank property of W in Hypothesis 4.1.2 is satisfied

by {Eǫ
i }1≤i≤6.
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Chapter 5

Imaging of conductivities from

current densities

In this chapter, we consider the problem of reconstructing an anisotropic conductivity γ in

a domain X ∈ R2 from measurement of internal current densities H. The explicit inversion

procedure is presented in several numerical simulations, which demonstrate the influence of

the choice of boundary conditions on the stability of the reconstruction.

5.1 Modeling of the problem

Let X ⊂ R2 be a bounded domain with a C2,α boundary ∂X. Although most of the

following results generalize to arbitrary spatial dimensions, we restrict the setting to R2;

see [10] for results in higher dimensions. We consider the inverse problem of reconstructing

an anisotropic conductivity tensor in the second-order elliptic equation,

∇ · (γ∇u) = 0 (X), u|∂X = g, (5.1)

111



from knowledge of internal current densities of the formH = γ∇u, where u solves (5.1). The

above equation has real-valued coefficients and γ = (γij)1≤i,j≤2 is a symmetric (real-valued)

tensor satisfying the uniform ellipticity condition

κ−1‖ξ‖2 ≤ ξ · γξ ≤ κ‖ξ‖2, ξ ∈ R
2, for some κ ≥ 1, (5.2)

so that (5.1) admits a unique solution in H1(X) for g ∈ H
1

2 (∂X).

5.1.1 Global reconstructibility condition

We start by selecting 4 boundary conditions (g1, g2, g3, g4) and the corresponding current

densities

Hi = γ∇ui, 1 ≤ i ≤ 4, (5.3)

where the function ui solves (5.1). Assuming that over X, the two solutions u1, u2 satisfy

the following positivity condition

inf
x∈X

|det(∇u1,∇u2)| ≥ c0 > 0, (5.4)

then the gradients of additional solutions ∇u3,∇u4 can be decomposed as linear combina-

tions in the basis (∇u1,∇u2),





∇u3 = µ1∇u1 + µ2∇u2
∇u4 = λ1∇u1 + λ2∇u2

, (5.5)
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where the coefficients {µi}1≤i≤2 can be computed by Cramer’s rule as

(µ1, µ2) = (
det(∇u3,∇u2)
det(∇u1,∇u2)

,
det(∇u1,∇u3)
det(∇u1,∇u2)

) = (
det(H3,H2)

det(H1,H2)
,
det(H1,H3)

det(H1,H2)
). (5.6)

The same expression holds for {λi}1≤i≤2 by replacing u3 by u4 in the above equation.

Therefore these coefficients are computable from the available current densities. The recon-

struction procedures will make use of the matrices Zk defined by

Zk = [Zk,1, Zk,2] , where Z1,i = ∇µi Z2,i = ∇λi, 1 ≤ i, k ≤ 2. (5.7)

These matrices are also uniquely determined by the known current densities. Denoting the

matrix H = [H1,H2] and the skew-symmetric matrix J = e2 ⊗ e1 − e1 ⊗ e2, we construct

two matrices as follows,

Mk = (ZkH
TJ)sym, for k = 1, 2. (5.8)

The calculations in the following section show that condition (5.4) and the independence

of M1,M2 ∈ S2(R) give a sufficient condition for a global reconstruction of γ. Condition

(5.4) may be fulfilled using [1, Theorem 4] which guarantees that (5.4) holds if the map

∂X ∋ x → (g1(x), g2(x)) is a homeomorphism onto its image. That all required conditions

are met for some boundary conditions is provided in the following lemma.

Lemma 5.1.1. Let γ(x) ∈ H5+ǫ(X) for some ǫ > 0 and satisfy the uniform elliptic con-

dition (2.2). Then there exists a set of illuminations {gi}1≤i≤4, such that the solutions

{ui}1≤i≤4 satisfy the following conditions:

A. inf
x∈X

|det(H1,H2)| ≥ c0 > 0 holds on X.

B. The two matrices M1,M2 constructed by (5.8) are independent in S2(R) throughout
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X.

Since γ is uniformly elliptic on X, condition A is completely equivalent to equation

(5.4), though it is expressed in terms of measured quantities, and as such can be checked

directly during experiments.

The proof of Lemma 5.1.1 is based on the construction of Complex Geometrical Op-

tics(CGO) solutions and will be given in Section 5.2.3.

Remark 5.1.2. For the general n dimensional case, Lemma 5.1.1 does not necessarily hold

globally. However, it holds locally with 4 well-chosen illuminations. The proof is based on

the Runge approximation; see [10] for details.

5.1.2 Uniqueness and stability results

We denote by M2(R) the space of 2 × 2 matrices with inner product 〈A,B〉 := tr (ATB).

Assuming that there exist 4 illuminations {gi}1≤i≤4 with their corresponding solutions

(ui)1≤i≤4 satisfying the conditions in Lemma 5.1.1. Then the isotropic part β can be

reconstructed via a redundant elliptic system with a prior knowledge of the anisotropic part

γ̃. In particular, the matrices M1,M2 constructed by (5.8) are independent and of codi-

mensiton 1 in S2(R). We will see that γ̃ is orthogonal to M1,M2 which can be calculated

from knowledge of {Hi}1≤i≤4. Together with the fact that det γ̃ = 1 and γ̃ is positive,

γ̃ can be completely determined by (Hi)1≤i≤4. The algorithm is based on an appropriate

generalization of the cross-product. The reconstruction formulas can be found in Section

5.2.1 and 5.2.2. This algorithm leads to a unique and stable reconstruction in the sense of

the following theorem.

Theorem 5.1.3. Suppose that Lemma 5.1.1.A holds over X for two couples {ui}2i=1 and

{u′i}2i=1, solutions of the conductivity equation (5.1) with the tensors γ = βγ̃ and γ′ = β′γ̃′

satisfying the uniform ellipticity condition (2.2), where γ̃, γ̃′ ∈ W 1,∞(X) are known. Then
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β can be uniquely reconstructed in X with the following stability estimate,

‖ log β − log β′‖W p,∞(X) ≤ ǫ0 + C


∑

i=1,2

‖Hi −H ′
i‖W p,∞(X) + ‖γ̃ − γ̃′‖W p,∞(X)


 . (5.9)

Here, ǫ0 = | log β(x0) − log β′(x0)| is the error committed at some fixed x0 ∈ X. If in

addition Lemma 5.1.1.B holds for the two sets {ui}4i=1 and {u′i}4i=1 as above, then γ̃ can be

reconstructed with the stability as follows,

‖γ̃ − γ̃′‖W p,∞(X) ≤ C

4∑

i=1

‖Hi −H ′
i‖W p+1,∞(X). (5.10)

Remark 5.1.4. From Theorem 5.1.3, with a prior knowledge of the anisotropic part γ̃, the

reconstruction of the scalar β has a better stability estimate than γ̃. This will be demon-

strated by the numerical experiments in Section 5.3.1.

5.2 Reconstruction approaches

The reconstruction approaches were presented in [10] for a general n dimensional case. To

make this chapter self-contained, we briefly list the algorithm for the 2 dimensional case

and prove the global reconstructibility condition in Lemma 5.1.1. We first present the

reconstruction formula for β, assuming that the anisotropic part γ̃ is known from prior

informations or reconstructed by current densities.

5.2.1 Reconstruction of β

Denoting the curl operator in R2 by J∇·, where J = e2 ⊗ e1 − e1 ⊗ e2. We rewrite (5.3) as

1
β γ̃

−1Hi = ∇ui for i = 1, 2 and apply the curl operator to both sides. Using the fact that
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∇ui is curl free, we get the following equation,

∇ log β · (Jγ̃−1Hi) = −J∇ · (γ̃−1Hi).

Considering both j = 1, 2, simple calculations lead to

∇ log β = −Jγ̃H−T




J∇ · (γ̃−1H1)

J∇ · (γ̃−1H2)


 . (5.11)

Since both first order derivatives of log β can be reconstructed by (5.11), together with the

boundary condition, the above equation leads to an over-determined elliptic system for β.

5.2.2 Reconstruction of γ̃

We now develop the reconstruction algorithm for γ̃. This reconstruction is algebraic and

local in nature: the reconstruction of γ at x0 ∈ X requires the knowledge of current densities

for x only in the vicinity of x0. In addition to H1,H2, we pick 2 more measurements H3,H4

satisfying Lemma 5.1.1.B. We apply the curl operator J∇· to the linear combinations in

(5.5). Again, using the fact that ∇ui = γ−1Hi is curl free, we obtain the following equations,

∑

i=1,2

Zk,i · (Jγ̃−1Hi) = 0 where k = 1, 2.

Using the fact that tr (A) = tr (S−1AS) and γ is symmetric, the above equation amounts

to

0 = γ̃ : ZkH
TJ = γ̃ : (ZkH

TJ)sym = γ̃ :Mk.
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Since {M1,M2} are of codimension 1 in S2(R), the above equation leads to the fact that γ̃

must be parallel to the following matrix constructed with M1,M2,

B =




2M22
1 M12

2 − 2M12
1 M22

2 M11
1 M22

2 −M22
1 M11

2

M11
1 M22

2 −M22
1 M11

2 2M12
1 M11

2 − 2M11
1 M12

2


 . (5.12)

Here, M ij
k denotes the ij element of the symmetric matrix Mk. Notice that B vanishes

only if M1 and M2 are linearly dependent. Together with the fact that det γ̃ = 1 and γ̃ is

positive, we obtain the following explicit reconstruction,

γ̃ = sign(B11)|B|− 1

2B. (5.13)

Proof of Theorem 5.1.3: The proof is straightforward by noticing that one derivative

is taken in the reconstruction procedure for γ̃. The stability for β is a direct result from

the standard regularity estimate for elliptic operators. See [10] for details.

5.2.3 Proof of Lemma 5.1.1

Isotropic tensors γ = βI2. The proof is based on the construction of complex geometrical

optics (CGO) solutions. As shown in [14], letting β ∈ H5+ε(X), one is able to construct a

complex-valued solution of (5.1) of the form

uρ =
1√
β
eρ·x(1 + ψρ), (5.14)

where ρ ∈ C2 is of form ρ = ρ(k+ ik⊥) with k ∈ S1 and k ·k⊥ = 0. Thus eρ·x is a harmonic

complex plane wave with ρ · ρ = 0. With the assumed regularity, we have the following
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estimate (see [14, Proposition 3,3]),

lim
ρ→∞

‖ψρ‖C2(X̄) = 0.

Computing the gradient of uρ and rearranging terms, we obtain that

∇uρ = eρ·x(ρ+ϕρ), with ϕρ := ∇ψρ + ψρρ− (1 + ψρ)∇ log
√
β,

where ‖ϕρ‖C1(X̄) is uniformly bounded independent of ρ. Since β is real-valued, both the

real and imaginary parts of uρ are real-valued solutions of (5.1) and we obtain the following

expression

∇uℜρ =
ρeρk·x√

β

(
(k+ ρ−1ϕℜ

ρ ) cos(ρk
⊥ · x)− (k⊥ + ρ−1ϕℑ

ρ ) sin(ρk
⊥ · x)

)
,

∇uℑρ =
ρeρk·x√

β

(
(k⊥ + ρ−1ϕℑ

ρ ) cos(ρk
⊥ · x) + (k+ ρ−1ϕℜ

ρ ) sin(ρk
⊥ · x)

)
.

Straightforward computations lead to

det(∇uℜρ ,∇uℑρ ) =
ρ2e2ρk·x

β
(1 + fρ), where lim

ρ→∞
‖fρ‖C1(X̄) = 0.

Now we identify k = e1 and define k1 = k, k2 = −k. For j = 1, 2, define ρj := ρ(kj + ik
⊥
j ).

Considering the solutions (uℜ
ρ1
, uℑ

ρ1
, uℜ

ρ2
, uℑ

ρ2
), the previous calculations show that

inf
x∈X

|det(∇uℜ
ρ1
,∇uℑ

ρ1
)| ≥ c0 > 0, (5.15)
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Together with the uniform ellipticity of γ, the above inequality implies condition A . Then

using Cramer’s rule in (5.6), simple algebra shows that

µ1 =
sin(2ρk⊥ · x) + gµ1

e2ρk·x(1 + fρ1
)

, µ2 =
− cos(2ρk⊥ · x) + gµ2

e2ρk·x(1 + fρ1
)

and similarly,

λ1 =
− cos(2ρk⊥ · x) + gλ1

e2ρk·x(1 + fρ1
)

, λ2 =
− sin(2ρk⊥ · x) + gλ2

e2ρk·x(1 + fρ1
)

,

where ‖gµi
‖C1(X̄), ‖gλi

‖C1(X̄) are bounded for i = 1, 2. Then by the definition of Zk in (5.7),

we obtain the following expression,

Z1 = 2ρe−2ρk·x[(−k sin(2ρk⊥ · x) + k⊥ cos(2ρk⊥ · x),k cos(2ρk⊥ · x) + k⊥ sin(2ρk⊥ · x)) + o(ρ−1)]

Z2 = 2ρe−2ρk·x[(k cos(2ρk⊥ · x) + k⊥ sin(2ρk⊥ · x),k sin(2ρk⊥ · x)− k⊥ cos(2ρk⊥ · x)) + o(ρ−1)].

Together with k = e1 and H = β(∇uℜρ1
,∇uℑρ1

), we obtain that,

(Z1H
TJ)sym = 2ρ2

√
βe−ρk·x







cos(ρk⊥ · x) sin(ρk⊥ · x)

sin(ρk⊥ · x) − cos(ρk⊥ · x)


+ o(ρ−1)




(Z2H
TJ)sym = 2ρ2

√
βe−ρk·x







sin(ρk⊥ · x) − cos(ρk⊥ · x)

− cos(ρk⊥ · x) − sin(ρk⊥ · x)


+ o(ρ−1)


 .

Since

M1 :M2

‖M1‖‖M2‖
= o(ρ−1),

M1, M2 are almost orthogonal as ρ is large enough, which implies the independence. This

proves condition B.
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General case: Following the idea in [15, Theorem 4.4], we extend γ to a smooth tensor

on R2 ≃ C, which remains uniformly positive definite and equal to I2 outside of a compact

domain. For ϕ : R2 ∋ x 7→ ϕ(x) = y ∈ R2 a diffeomorphism, we denote the push-forward of

γ by the ϕ as follows,

ϕ∗γ(y) =
Dϕ(x)γ(x)Dϕt(x)

|det(Dϕ)| |x=ϕ−1(y). (5.16)

The theory of quasi-conformal mappings [5] implies that there exists a unique such diffeo-

morphism ϕ satisfying the Beltrami system,

ϕ∗γ(y) = |γ| 12 ◦ ϕ−1(y), ϕ(z) = z +O(z−1) as z → ∞,

which means that the conductivity γ is conformal to the Euclidean conductivity I2. As in

the isotropic case, we can construct CGOs of the form,

vρ =
1√

ϕ∗γ(y)
eρ·y(1 + ψρ(y)), (5.17)

where limρ→∞ ‖ψρ‖C2(ϕ(X)) = 0. Using the change of variables, we construct u = v ◦ ϕ,

uρ =
1√

ϕ∗γ ◦ ϕ(x)
eρ·ϕ(x)(1 + φρ(x)), (5.18)

where limρ→∞ ‖φρ‖C2(X) = 0. By the method in the isotropic case, we construct the solu-

tions (v1, v2, v3, v4) = (vℜρ1
, vℑρ1

, vℜρ2
, vℑρ2

), with ρ1,ρ2 defined as before. Then for 1 ≤ i ≤ 4,

the functions ui = vi ◦ ϕ satisfy the conductivity equation (5.1). Using the chain rule

∇ui = ∇(vi ◦ ϕ) = Dϕt∇vi ◦ ϕ, condition A is satisfied with ρ sufficiently large since

∇v1,∇v2 are linearly independent as indicated in the isotropic case. Denote the skew-

symmetric matrice J ′ = DϕtJDϕ and Z ′
k(y) = Zk(x)|x=ϕ−1(y). Again by the chain rule,
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the following relation holds for every x ∈ X,

(ZkH
TJ ′)sym = (DϕtZ ′

k(∇v1,∇v2)tDϕγDϕtJDϕ)sym

= det(Dϕ)Dϕt((Z ′
kβ(∇v1,∇v2)tJ)sym ◦ ϕ)Dϕ,

where J ′ = DϕtJDϕ is skew-symmetric. As in the proof in the isotropic case, we see that

(Z ′
kβ(∇v1,∇v2)tJ)sym are linearly independent over ϕ(X) for k = 1, 2. Thus, M1,M2 are

linearly independent thoughout X, which proves condition B.

5.3 Numerical experiments

To demonstrate the computational feasibility of the reconstruction algorithm, we performed

some numerical experiments to validate the reconstruction algorithms from the previous

section, assess their robustness to noisy measurements and determine how reconstructions

are affected by boundary conditions limited to a part of the domain.

5.3.1 Preliminary facts on the numerical implementation

Recall that we decompose γ into the following form with three unknown coefficients {ξ, ζ, β},

γ = βγ̃ = β



ξ ζ

ζ 1+ζ2

ξ


 , ξ > 0, (5.19)

where β = |γ| 12 and |γ̃| = 1. The full reconstruction is a two-step procedure, starting with

the reconstruction of the anisotropy γ̃(ξ, ζ) via formula (5.13). This requires implementing

the formula

γ̃ =

∑m
i=1 sign(B

11
i )Bi∑m

i=1 |detBi|
1

2

, (5.20)
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where each Bi is constructed via (5.12) by choosing two additional current densities. Once

γ̃ is reconstructed, β is in turn reconstructed via the redundant elliptic system (5.11).

Regularized inversion. Since we have explicit reconstruction formulas for γ, we use a

total variation method as the denoising procedure by minimizing the following functional,

f = argmin
g

1

2
‖g − frc‖22 + ρ‖Mg‖TV, (5.21)

where frc denotes the explicit reconstructions of the coefficients of γ andM is the discretized

version of the gradient operator. We choose the l1-norm as the regularization TV norm for

discontinuous, piecewise constant, coefficients. In this case, the minimization problem can

be solved using the split Bregman method presented in [25]. To recover smooth coefficients,

we minimize the following least square problem,

f = argmin
g

1

2
‖g − frc‖22 + ρ‖Mg‖22,

where the Tikhonov regularization functional admits an explicit solution f = (I+ρM∗M)−1M∗frc.

5.3.2 Experiment with control over the full boundary

In the numerical experiments below, we take the domain of interest to be the square X =

[−1, 1]2 and use the notation x = (x, y). We use a N+ 1× N+ 1 square grid with N =

80, the tensor product of the equi-spaced subdivision x = −1 : h : 1 with h = 2/N. The

internal current densities H(x) used are synthetic data that are constructed by solving

the conductivity equation (5.1) using a finite difference method implemented with MatLab.

Although the data constructed this way may contain some noise, we refer to these data as

the “noise-free” or “clean” data.

We also perform the reconstructions with noisy data by perturbing the internal func-
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tionals H(x) so that,

H̃(x) = H(x). ∗ (1 + α ∗ random(x)),

where random(x) is a N+ 1× N+ 1 random matrix taking uniformly distributed values in

[−1, 1] and α is the noise level. We then run a de-noising process on the random matrix,

which we chose as a low-pass filter constructed by a 5-point sliding averaging process.

We use the relative L2 error between reconstructed and true coefficients to measure the

quality of the reconstructions. EC
ξ , EN

ξ , EC
ζ , EN

ζ , EC
β , EN

β denote the relative L2 error in the

reconstructions from clean and noisy data for ξ, ζ and β, respectively.

Experiment 1. In the first experiment, we intend to reconstruct the smooth coefficients

ξ, ζ and β defined in (5.19) and given by,





ξ = 2 + sin(πx) sin(πy)

ζ = 0.5 sin(2πx)

β = 1.8 + e−15(x2+y2) + e−15((x−0.6)2+(y−0.5)2) − e−15((x+0.4)2+(y+0.6)2).

(5.22)

We consider five different illuminations (g1, g2, g3, g4, g5) that are defined as follows,

(g1, g2, g3, g4, g5)(x) = (x+ y, y + 0.1y2, 3x2 + 2y2, x2 − 0.5y2, xy) x ∈ ∂[−1, 1]2 (5.23)

where g1, g2 are used generating the solutions satisfying Lemma 5.1.1.A. We performed

two sets of reconstructions using clean and noisy synthetic data respectively. The l2-

regularization procedure is used in this simulation. For the noisy data, the noise level

α = 4%. The results of the numerical experiment are shown in Figure 5.1. The relative

L2 errors in the reconstructions are EC
ξ = 0.1%, EN

ξ = 4.0%, EC
ζ = 0.6%, EN

ζ = 11.8%,

EC
β = 0.2% and EN

β = 3.7%.

123



 

1 1.5 2 2.5 3

(a) true ξ

 

1 1.5 2 2.5 3

(b) ξ (α = 0%)

 

1 1.5 2 2.5 3

(c) ξ (α = 4%)

−1 −0.5 0 0.5 1
1.6

1.7

1.8

1.9

2

2.1

2.2

2.3

 

 

true ξ
ξ(α=0%)
ξ(α=4%)

(d) ξ at {y = 0}

 

−0.5 0 0.5

(e) true ζ

 

−0.5 0 0.5

(f) ζ (α = 0%)

 

−0.5 0 0.5

(g) ζ (α = 4%)

−1 −0.5 0 0.5 1
−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

 

 

true ζ
ζ(α=0%)
ζ(α=4%)

(h) ζ at {y = 0}

 

1 1.5 2 2.5 3

(i) true |γ|
1

2

 

1 1.5 2 2.5 3

(j) |γ|
1

2 (α = 0%)

 

1 1.5 2 2.5 3

(k) |γ|
1

2 (α = 4%)

−1 −0.5 0 0.5 1
1.6

1.8

2

2.2

2.4

2.6

2.8

3

 

 

true β
β(α=0%)
β(α=4%)

(l) |γ|
1

2 at {y = 0}

Figure 5.1: Experiment 1. (a)&(e)&(i): true values of (ξ, ζ, β). (b)&(f)&(j): reconstructions
with noiseless data. (c)&(g)&(k): reconstructions with noisy data(α = 4%). (d)&(h)&(l):
cross sections along {y = 0}.
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Reconstruction of β with (known) true anisotropic part γ̃. We now use the true ξ and ζ to

reconstruct β with noisy data (α = 20%). Figure 5.2 displays the numerical results. The

reconstruction is quite robust to noise when the anisotropy is known: the L2 relative error

is 1.6%. Comparing Fig.5.1(k)&(l) with Fig.5.2(a)&(b), it is clear that the reconstruction

of the isotropy β is more stable than that of the anisotropy γ̃. This is consistent with the

better stability estimates obtained in Theorem 5.1.3.
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Figure 5.2: Reconstruction of β with true anisotropy. (a): reconstructed β using true
anisotropy and noisy data(α = 20%). (b): cross-section along y = 0.

Experiment 2. In this experiment, we intend to reconstruct the isotropy given by

β(x) =





1 + (sign(random) + 1), x ∈ Xij , 1 ≤ i, j ≤ 10

1 + (sign(random) + 1), x ∈ X ′
ij ∪X ′′

ij , 1 ≤ i ≤ 3, 1 ≤ j ≤ 5

1, otherwise

, (5.24)

where random is a random number in [−1, 1], Xij = [0.1(i − 1) − 0.4, 0.1i − 0.4] × [0.1(j −

1) − 0.4, 0.1j − 0.4], X ′
ij = [0.1(i − 1) − 1, 0.1i − 1] × [0.1(j − 1) − 0.4, 0.1j − 0.4] and

X ′′
ij = [0.1(i−1)+0.7, 0.1i+0.7]× [0.1(j −1)−0.8, 0.1j−0.8]. The anisotropy characterized

by (ξ, ζ) is the same as Experiment 1. The measurements are constructed with the 5

illuminations given by (5.23). Reconstructions with noise-free and noisy data are performed

with a l2 regularization for the anisotropy and l1 regularization using the split Bregman
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Figure 5.3: Experiment 2. (a)&(e)&(i): true values of (ξ, ζ, β). (b)&(f)&(j): reconstructions
with noiseless data. (c)&(g)&(k): reconstructions with noisy data(α = 4%). (d)&(h)&(l):
cross sections along {y = 0}.

iteration method for the isotropic component. The noise level α = 4%. The numerical

results of the numerical experiment are shown in Figure 5.3. The relative L2 errors in the

reconstructions are EC
ξ = 2.8%, EN

ξ = 3.7%, EC
ζ = 6.9%, EN

ζ = 11.8%, EC
β = 5.1% and

EN
β = 8.2%, respectively.

Experiment 3. In this experiment, we attempt to reconstruct coefficients with disconti-

nuities. To simplify the implementation, we only consider piecewise constant coefficients.

Here we use the same illuminations as in Experiment 1. Reconstructions with both noise-
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Figure 5.4: Experiment 3. (a)&(e)&(i): true values of (ξ, ζ, β). (b)&(f)&(j): reconstructions
with noiseless data. (c)&(g)&(k): reconstructions with noisy data(α = 4%). (d)&(h)&(l):
cross sections along {y = −0.5}.

less and noisy data are performed with l1 regularization using the split Bregman iteration

method for both the anisotropic and isotropic components. The noise level α = 4%. The

results of the numerical experiment are shown in Figure 5.4. From the figures, we observe

that the singularities of the coefficients create minor artifacts on the reconstructions and the

error in the reconstruction is larger at the discontinuities than in the rest of the domain.

The relative L2 errors in the reconstructions are EC
ξ = 3.9%, EN

ξ = 9.6%, EC
ζ = 13.4%,

EN
ζ = 31.9%, EC

β = 3.7% and EN
β = 8.2%.
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5.3.3 Experiments with control over part of the boundary

The previous experiments show that the reconstruction of both smooth and discontinuous

coefficients is very accurate and robust to noise when one can fully prescribe boundary

conditions ensuring conditions A&B of Lemma 5.1.1. In practice, one does not always have

access to the whole boundary, and instead may have to prescribe boundary conditions on

only a small part of the domain. In the next series of experiments, we assume to only have

control over the bottom boundary of the square domain X, call it ∂XB = [−1, 1] × {−1}.

Over the rest of the boundary, we successively impose homogeneous Dirichlet boundary

conditions (Experiment 4), then homogeneous Neumann boundary conditions (Experiment

5). In two spatial dimensions, either case forces all conductivity solutions to have their gra-

dients to be pairwise collinear (normal to the boundary for Dirichlet conditions, tangential

to the boundary for Neumann conditions). This violates both conditions of Lemma 5.1.1,

and we expect reconstructions to do poorly near the uncontrolled part of the boundary.

However, conditions A&B in Lemma 5.1.1 could be verified by calculating the determinant

of measurements. Thus, the quality of reconstructions could be predicted by the measure-

ments: if the determinant of two measurements are somewhere too small, i.e., they are

not linearly independent, one can pick 2 other measurements and apply the reconstruction

formulas there again.

Note that in higher spatial dimensions, the practically more relevant homogeneous Neu-

mann conditions should lead to better reconstructions as these conditions impose less con-

straints on gradients than homogeneous Dirichlet conditions.

Experiment 4. We now repeat Experiment 3 using illuminations that are only non-zero

on the bottom boundary of the domain.

Reconstructions of the anisotropy γ̃ in [−1, 1]2. We first perform the reconstructions of ξ
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Figure 5.5: Simulations on X. (a)&(b)&(c): reconstructions with noiseless data. (d): cross
section of max

1≤i<j≤5
log |det(∇ui,∇uj)| along {x = 0}, {x = −0.5} and {x = 0.5}.

and ζ. We use five illuminations given by Gaussian functions as follows,

gi(x) =





(2π · 0.22)− 1

2 exp{− 1
2·0.22 (x+ xi)

2}, x ∈ ∂XB

0, x ∈ ∂X \ ∂XB

1 ≤ i ≤ 5, (5.25)

where {xi}1≤i≤5 = {−0.8,−0.4, 0, 0.4, 0.8}. Reconstructions with noise-free data are shown

in Figure 5.5. From this simulation, we can see that even with noise-free data, the recon-

struction degrades as one gets farther away from the controlled boundary ∂XB , while it

remains accurate near ∂XB .

Reconstructions of γ in an extended domain. From the numerical simulation in Figure 5.5,

it is clear that the reconstruction procedure does not perform well for x far from ∂XB . From

Fig.5.5(d), we can see that det(∇ui,∇uj) decays very rapidly, which means that Lemma

5.1.1.A is not fulfilled.

A way to scan a deeper part of the domain with conductivity solutions of linearly

independent gradients is obtained by spreading out the various boundary conditions along

the x-axis. To this end, we now extend the domain X to X ′ = [−3, 3]× [−1.2, 4.8] and use

a N
′ + 1× N

′ + 1 square grid with N
′ = 240. We use the following five Gaussian functions
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as illuminations,

gi(x) =





(2π · 0.22)− 1

2 exp{− 1
2·0.22 (x+ xi)

2}, x ∈ ∂X ′
B

0, x ∈ ∂X ′ \ ∂X ′
B

1 ≤ i ≤ 5, (5.26)

where {xi}1≤i≤5 = {−2.8,−1.5, 0, 1.5, 2.8}. The reconstruction of the anisotropy γ̃ with

noise free data is shown in Figure 5.6. In this setting, we see that the domain X is now

fully covered by conductivity solutions whose gradients fulfill condition A from Lemma 5.1.1,

and the reconstruction performs well everywhere on X. On the other hand, as expected,

the reconstruction does not perform well outside X.
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Figure 5.6: Simulations on extended domain X ′. (a)&(d): true anisotropy (ξ, ζ). (b)&(e):
reconstructions with noiseless data. (c)&(f): reconstructions with noisy data(α = 4%).

We then use the reconstructions restricted on X to present the desired anisotropy. In

the next step, β can be recovered on X by using the reconstructed γ̃ in the first step. Figure

5.7 displays the numerical results with noiseless data and noisy data(α = 1%, 4%). A l1

regularization using the split Bregman iteration method is used for both the anisotropic and
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isotropic components in this simulation. The relative L2 errors in the reconstructions are

EC
ξ = 9.4%, EC

ζ = 27.6%, EC
β = 7.2%; EN

ξ = 9.6%, EN
ζ = 28.1%, EN

β = 7.6% when α = 1%;

EN
ξ = 15.8%, EN

ζ = 38.3% EN
β = 13.7% when α = 4%.
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Figure 5.7: Experiment 4. (a)&(e)&(i): reconstructions with noiseless data. (b)&(f)&(j):
reconstructions with noisy data (α = 1%). (c)&(g)&(k): reconstructions with noisy data
(α = 4%). (d)&(h)&(l): cross sections along y = −0.5.

Experiment 5. In this experiment, we repeat Experiment 4 on the extended domain X ′,

replacing homogeneous Dirichlet boundary conditions on the left, top and right edges, by

homogeneous Neumann conditions on the three other edges. The same (Dirichlet) boundary
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conditions are used on the bottom edge of the domain,





u(x) = (2π · 0.22)− 1

2 exp{− 1
2·0.22 (x+ xi)

2}, x ∈ ∂X ′
B

∂u
∂n(x) = 0, x ∈ ∂X ′ \ ∂X ′

B

1 ≤ i ≤ 5, (5.27)

where {xi}1≤i≤5 = {−2.8,−1.5, 0, 1.5, 2.8}. As in the last experiment, we first apply the

reconstruction algorithm of γ̃ on X ′ and present its restriction on X. Then β can be

recovered on X by using the reconstructed γ̃. Figure 5.8 displays the numerical results with

noiseless data and noisy data (α = 1%, 4%). An l1 regularization procedure is again used in

this simulation. The relative L2 errors in the reconstructions are EC
ξ = 9.4%, EC

ζ = 26.9%,

EC
β = 6.8%; EN

ξ = 9.5%, EN
ζ = 28.7%, EN

β = 7.7% when α = 1%; EN
ξ = 14.3%, EN

ζ = 52.1%,

EN
β = 13.5% when α = 4%.

5.4 Conclusion

This work presents an explicit reconstruction procedure for an anisotropic conductivity

tensor γ = (γij)1≤i,j≤2 from knowledge of current densities of the form H = γ∇u.

As explained in Theorem 5.1.3, these reconstruction algorithms, displaying local recon-

struction formulas with Lipschitz stability (with the loss of one derivative from the measure-

ments to the reconstructed quantities) for the anisotropic part of γ and Lipschitz stability

(with no loss of derivatives) for det γ, rely heavily on the ability to construct families of

solutions of the conductivity equation with linearly independent gradients (i.e. conditions

A and B in Lemma 5.1.1). As the experimenter pilots these solutions from the boundary, it

is then necessary to find appropriate boundary conditions ensuring the linear independence

criterion. These linear independence conditions could be checked by the measurements. If

they are violated somewhere, one can pick more measurements and reconstruct over again.

This method was used in Experiments 4 and 5.
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Figure 5.8: Experiment 5. (a)&(e)&(i): reconstructions with noiseless data. (b)&(f)&(j):
reconstructions with noisy data (α = 1%). (c)&(g)&(k): reconstructions with noisy data
(α = 4%). (d)&(h)&(l): cross sections along y = −0.5.
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We first prove in Lemma 5.1.1 that, if one can control the entire boundary, then bound-

ary conditions close to traces of Complex Geometrical Optics solutions will generate solu-

tions satisfying conditions A and B throughout the domain. In fact, these conditions can

be verified numerically for quite a large class of boundary conditions, such as for instance

traces of well-chosen polynomials, and Experiments 1-3 in the numerics section illustrate the

success of the method on full reconstruction of both smooth and discontinuous coefficients,

as well as its robustness to noise.

On the other hand, when one has control over only part of the boundary, there will

inherently be a breakdown in the reconstruction near the part of the boundary that is not

controlled, as homogeneous boundary conditions there will automatically violate the linear

independence criterion. On the controlled part of the boundary, using solutions generated

with peaked Gaussian profiles at various positions yields satisfactory reconstructions up

to a certain depth. As seen numerically on Experiments 4 and 5, the region where re-

constructions are stable can be improved by increasing the spacing between the Gaussian

profiles.
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Chapter 6

Imaging of tensors for Maxwell’s

equations

In this chapter we are interested in the hybrid inverse problem of reconstructing (σ, ε) in

the Maxwell’s system in R2 from the internal magnetic fields H. The reconstructibility

hypothesis is proved in Section 6.2. The numerical implementations of the algorithm with

synthetic data are shown in Section 6.3.

6.1 Modeling of the problem

Let X be a simply connected, bounded domain of R2 with smooth boundary. The smooth

anisotropic electric permittivity, conductivity, and the constant isotropic magnetic perme-

ability are respectively described by ε(x), σ(x) and µ0, where ε(x), σ(x) are tensors and µ0

is a constant scalar, known, coefficient. We denote γ = σ + ιωε, where ω > 0 is the fre-

quency of the electromagnetic wave. We assume that ε(x) and σ(x) are uniformly bounded
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from below and above, i.e., there exist constants κε, κσ > 1 such that for all ξ ∈ R2,

κ−1
ε ‖ξ‖2 ≤ ξ · εξ ≤ κε‖ξ‖2 in X

κ−1
σ ‖ξ‖2 ≤ ξ · σξ ≤ κσ‖ξ‖2 in X.

(6.1)

Let E = (E1, E2)′ ∈ C2 and H ∈ C denote the electric and magnetic fields inside the

domain X. Thus E and H solve the following time-harmonic Maxwell’s equations:





∇×E + ιωµ0H = 0

∇×H − γE = 0,
(6.2)

with the boundary condition

ν ×E := ν1E
2 − ν2E

1 = f, on ∂X, (6.3)

where ν = (ν1, ν2) is the exterior unit normal vector on the boundary ∂X. The standard

well-posedness theory for Maxwells equations [21] states that given f ∈ H
1

2 (∂X), the equa-

tion (6.2)-(6.3) admits a unique solution in the Sobolev space H1(X). In this chapter, the

notations ∇ and ∇ distinguish between the scalar and vector curl operators:

∇×E =
∂E2

∂x1
− ∂E1

∂x2
and ∇×H = (−∂H

∂x2
,
∂H

∂x1
)′. (6.4)

Although (6.2) can be reduced to a scalar Laplace equation for H, we treat it as a system.

The reconstruction method holds for the full 3 dimensional case. In this chapter, we assume

that the conductivity σ and the permeability ε are independent of the third component in R3

and give the numerical simulations in two dimension to validate the reconstruction method.
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6.1.1 Local reconstructibility condition

We select 5 boundary conditions {fi}1≤i≤5 such that the corresponding electric and magnetic

fields {Ei,Hi}1≤i≤5 satisfy the Maxwell’s equations (6.2). Assuming that over a sub-domain

X0 ⊂ X, the two electric fields E1, E2 satisfy the following positive condition,

inf
x∈X0

|det(E1,E2)| ≥ c0 > 0. (6.5)

Thus the 3 additional solutions {E2+j}1≤j≤3 can be decomposed as linear combinations in

the basis (E1,E2),

E2+j = λj1E1 + λj2E2, 1 ≤ j ≤ 3, (6.6)

where the coefficients {λj1, λj2}1≤j≤3 can be computed by Cramer’s rule as follows:

λj1 =
det(E2+j ,E2)

det(E1,E2)
=

det(∇×H2+j ,∇×H2)

det(∇×H1,∇×H2)
,

λj2 =
det(E1,E2+j)

det(E1,E2)
=

det(∇×H1,∇×H2+j)

det(∇×H1,∇×H2)
.

(6.7)

Thus these coefficients can be computed from the available magnetic fields. The reconstruc-

tion procedures will make use of the matrices Zj defined by

Zj =
[
∇× λj1|∇× λj2

]
, where 1 ≤ j ≤ 3. (6.8)

These matrices are also uniquely determined from the known magnetic fields. Denoting the

matrix H := [∇ ×H1|∇ ×H2] and the skew-symmetric matrix J =
[
0 −1
1 0

]
, we construct

three matrices as follows,

Mj = (ZjH
T )sym, 1 ≤ j ≤ 3, (6.9)
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where AT denotes the transpose of a matrix A and Asym := (A+AT )/2. The calculations in

the following section show that condition (6.5) and the linear independence of {Mj}1≤j≤3 in

S2(C) are sufficient to guarantee local reconstruction of γ. The required conditions, which

allow us to set up our reconstruction formulas, are listed in the following hypotheses. The

reconstructions are local in nature: the reconstruction of γ at x0 ∈ X requires the knowledge

of {Hj(x)}1≤j≤J for x only in the vicinity of x0.

Hypothesis 6.1.1. Given Maxwell’s equations (6.2) with smooth ε and σ satisfying the

uniform ellipticity conditions (6.1), there exist a set of illuminations {fi}1≤i≤5 such that

the corresponding electric fields {Ei}1≤i≤5 satisfy the following conditions:

1. infx∈X0
|det(E1,E2)| ≥ c0 > 0 holds on a sub-domain X0 ⊂ X,

2. The matrices {Mj}1≤j≤3 constructed in (6.9) are linearly independent in S2(C) on

X0, where S2(C) denotes the space of 2× 2 symmetric matrices.

Remark 6.1.2. Note that both conditions in Hypothesis 6.1.1 can be expressed in terms

of the measurements {Hj}j , and thus can be checked during the experiments. When the

above constant c0 is deemed too small, or the matrices Mj are not sufficiently independent,

then additional measurements might be required. For the 3 dimensional case, Hypothesis

6.1.1 holds locally, under some smoothness assumptions on γ, with 6 well-chosen boundary

conditions. The proof is based on the Runge approximation, see [26] for details.

6.1.2 Reconstruction approaches and stability results

The reconstruction approaches were presented in [26] for a 3 dimensional case. To make this

chapter self-contained, we briefly list the algorithm for the two-dimensional case. Denote

M2(C) as the space of 2×2 matrices with inner product 〈A,B〉 := tr (A∗B). We assume that

Hypothesis 6.1.1 holds over some X0 ⊂ X with 5 electric fields {Ei}1≤i≤5. In particular, the

matrices {Mj}1≤j≤3 constructed in (6.9) are linearly independent in S2(C). We will see that
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the inner products of (γ−1)∗ with all Mj can be calculated from knowledge of {Hj}1≤j≤5.

Then γ can be explicitly reconstructed by least-square method. The reconstruction formulas

can be found in Section 6.1.2. This algorithm leads to a unique and stable reconstruction

and the stability estimate will be given in Section 6.1.2.

Reconstruction algorithms

We apply the curl operator to both sides of (6.6). Using the product rule, we get the

following equation,

∑

i=1,2

λji∇×Ei +Ei ·∇× λji = ∇×E2+j , for j ≥ 3. (6.10)

Substituting Hi into Ei in the above equation, we obtain the following equation after

rearranging terms,

∑

i=1,2

∇× λji · (γ−1
∇×Hi) =

∑

i=1,2

ιωµ0(λ
j
iHi −H2+j). (6.11)

Recalling the definition of Zj by (6.8), the above equation leads to

γ−1 : (ZjH
t)sym =

∑

i=1,2

ιωµ0(λ
j
iHi −H2+j), (6.12)

where the matrix H = [∇ × H1|∇ × H2]. Note that Mj = (ZjH
T )sym and the RHS

of the above equation are computable from the measurements, thus γ can be explicitly

reconstructed by (6.12) provided that {Mj}1≤j≤3 are of full rank in S2(C).

Remark 6.1.3. The reconstruction formulae is local. In practice, we add more measure-

ments and get additional Mj such that {Mj}j is of full rank in S2(C). The system (6.12)

becomes overdetermined and γ can be reconstructed by solving (6.12) using least-square
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method.

Uniqueness and stability results

The algorithm derived in the above section leads to a unique and stable reconstruction in

the sense of the following theorem:

Theorem 6.1.4. Suppose that Hypotheses 6.1.1 hold over some X0 ⊂ X for two sets of

electric fields {Ei}1≤i≤5 and {E′
i}1≤i≤5, which solve the Maxwell’s equations (6.2) with the

complex tensors γ and γ′ satisfying the uniform ellipticity condition (6.1). Then γ can be

uniquely reconstructed in X0 with the following stability estimate,

‖γ − γ′‖W s,∞(X0) ≤ C

5∑

i=1

‖Hi −H ′
i‖W s+2,∞(X), (6.13)

for any integer s > 0 and some constant C = C(s).

Proof. The above estimate is straightforward by noticing that two derivatives are taken in

the reconstruction procedure for γ.

6.2 Fulfilling Hypothesis

In this section, we assume that γ is a diagonalizable constant tensor. We will take special

CGO-like solutions of the Maxwell’s equations (6.2) and demonstrate that Hypothesis 6.1.1

can be fulfilled with these solutions. By definition of the curl operator, it suffices to show

that

M̃j = (Z̃jH̃
T )sym, 1 ≤ j ≤ 3, (6.14)
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are linearly independent in S2(C), where Z̃j =
[
∇λj1|∇λj2

]
and H̃ = [∇H1|∇H2]. We derive

the following Helmholtz-type equation from (6.2),

−∇ · γ̃−1∇Hi +Hi = 0, for 1 ≤ i ≤ 5, (6.15)

where γ̃ = −ιωµJTγJ and admits a decomposition γ̃ = QQT with Q invertible. We take

special CGO-like solutions of the form

Hi = ex·Qui, (6.16)

where the ui are vectors of unit length. Obviously, ui defined in (6.16) satisfy (6.15) and

H̃ = QU



ex·Qu1 0

0 ex·Qu2


 , (6.17)

where U = [u1|u2]. Therefore, Hypothesis 6.1.1.1 can be easily fulfilled by choosing inde-

pendent unit vectors u1 = e1, u2 = e2. Using the corresponding additional electric fields

{E2+j}1≤j≤3, Cramer’s rule as in (6.7) yields the decompositions

E2+j = λj1E1 + λj2E2, with λj1 = ex·Q(u2+j−u1) det(u2+j , u2), λ
j
2 = ex·Q(u2+j−u2) det(u1, u2+j).

Then by definition of Z̃j , we get the following expression,

Z̃j = Q[
H2+j

H1
det(u2+j , u2)(u2+j − u1),

H2+j

H2
det(u1, u2+j)(u2+j − u2)]. (6.18)

Together with (6.17), straightforward calculations lead to

Z̃jH̃
T = H2+jQ[det(u2+j , u2)(u2+j − u1),det(u1, u2+j)(u2+j − u2]Q

T . (6.19)
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Using the fact that u2+j = (u2+j · u1)u1 + (u2+j · u2)u2, the above equation leads to

M̃j = H2+jQ




(u2+j · u1)((u2+j · u1)− 1) (u2+j · u1)(u2+j · u2)

(u2+j · u1)(u2+j · u2) (u2+j · u2)((u2+j · u2)− 1)


QT , (6.20)

where u1 = e1, u2 = e2. Therefore, it is easy to find u2+j vectors of unit length such that

M̃j are linearly independent in S2(C).

Remark 6.2.1. To derive local reconstruction formulas for more general tensors (e.g.

C1,α(X)), we need local independence conditions of {Mj}j and we need to control the local

behavior of solutions by well-chosen boundary conditions. This is done by means of a Runge

approximation. For details, we refer the reader to [10],[15] and [26].

6.3 Numerical experiments

In this section we present some numerical simulations based on synthetic data to validate

the reconstruction algorithms from the previous section.

6.3.1 Preliminary

We decompose γ = σ+ ιωε into the following form with six unknown coefficients {σi}1≤i≤3,

{εi}1≤i≤3 respectively for σ and ǫ,

γ =



σ1 σ2

σ2 σ3


+ ιω



ε1 ε2

ε2 ε3


 , (6.21)

where each coefficient can be explicitly reconstructed by solving the overdetermined linear

system (6.12) using least-square method.
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In the numerical experiments below, we take the domain of reconstruction to be the

square X = [−1, 1]2 and use the notation x = (x, y). We use a N+ 1× N+ 1 square grid

with N = 80, the tensor product of the equi-spaced subdivision x = −1 : h : 1 with h = 2/N.

The synthetic data H are generated by solving the Maxwell’s equations (6.2) for known

conductivity σ and electric permittivity ε, using a finite difference method implemented

with MatLab. We refer to these data as the ”noiseless” data. To simulate noisy data, the

internal magnetic fields H are perturbed by adding Gaussian random matrices with zero

means. The standard derivations α are chosen to be 0.1% of the average value of |H|.

We use the relative L2 error to measure the quality of the reconstructions. This error is

defined as the L2-norm of the difference between the reconstructed coefficient and the true

coefficient, divided by the L2-norm of the true coefficient. EC
σi
, EN

σi
, EC

εi , EN
εi with 1 ≤ i ≤ 3

denote respectively the relative L2 error in the reconstructions from clean and noisy data

for σi and εi.

Regularization procedure. We use a total variation method as the denoising proce-

dure by minimizing the following functional,

O(f) =
1

2
‖f − frc‖22 + ρ‖Γf‖TV, (6.22)

where frc denotes the explicit reconstructions of the coefficients of σ and ε, Γ denotes dis-

cretized version of the gradient operator. We choose the l1-norm as the regularization

TV norm for discontinuous, piecewise constant, coefficients. In this case, the minimiza-

tion problem can be solved using the split Bregman method presented in [25]. To recover

smooth coefficients, we minimize the following least square problem with the l2-norm for

the regularization term,

O(f) =
1

2
‖f − frc‖22 + ρ‖Γf‖22, (6.23)
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where the Tikhonov regularization functional admits an explicit solution f = (I+ρΓ∗Γ)−1frc.

The regularization methods are used when the data are differentiated.

6.3.2 Simulation results

Simulation 1. In the first experiment, we intend to reconstruct the smooth coefficients

{σi, εi}1≤i≤3 defined in (6.21). The coefficients are given by,





σ1 = 2 + sin(πx) sin(πy)

σ2 = 0.5 sin(2πx)

σ3 = 1.8 + e−15(x2+y2) + e−15((x−0.6)2+(y−0.5)2) − e−15((x+0.4)2+(y+0.6)2)

and





ε1 = 2− sin(πx) sin(πy)

ε2 = 0.5 sin(2πy)

ε3 = 1.8 + e−12(x2+y2) + e−12((x+0.6)2+(y−0.5)2) − e−12((x−0.4)2+(y+0.6)2).

We performed two sets of reconstructions using clean and noisy synthetic data respec-

tively. The l2-regularization procedure is used in this simulation. For the noisy data, the

noise level is α = 0.1%. The results of the numerical experiment are shown in Figure 6.1

and Figure 6.2. The relative L2 errors in the reconstructions are EC
σ1

= 0.3%, EN
σ1

= 5.1%,

EC
σ2

= 0.8%, EN
σ2

= 33.4%, EC
σ3

= 0.2%, EN
σ3

= 4.9%; EC
ε1 = 0.1%, EN

ε1 = 5.8%, EC
ε2 = 0.5%,

EN
ε2 = 30.0%, EC

ε3 = 0.1%, EN
ε3 = 4.8%.

Simulation 2. In this experiment, we attempt to reconstruct piecewise constant co-

efficients. Reconstructions with both noiseless and noisy data are performed with l1-

regularization using the split Bregman iteration method. The noise level is α = 0.1%.

The results of the numerical experiment are shown in Figure 6.3 and 6.4. From the figures,
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Figure 6.1: σ in Simulation 1. (a)&(e)&(i): true values of (σ1, σ2, σ3). (b)&(f)&(j): recon-
structions with noiseless data. (c)&(g)&(k): reconstructions with noisy data(α = 0.1%).
(d)&(h)&(l): cross sections along {y = −0.5}.
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Figure 6.2: ε in Simulation 1. (a)&(e)&(i): true values of (ε1, ε2, ε3). (b)&(f)&(j): recon-
structions with noiseless data. (c)&(g)&(k): reconstructions with noisy data(α = 0.1%).
(d)&(h)&(l): cross sections along {y = −0.5}.
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we observe that the singularities of the coefficients create minor artifacts on the reconstruc-

tions and the error in the reconstruction is larger at the discontinuities than in the rest of

the domain. The relative L2 errors in the reconstructions are EC
σ1

= 4.0%, EN
σ1

= 17.6%,

EC
σ2

= 12.8%, EN
σ2

= 48.1%, EC
σ3

= 4.5%, EN
σ3

= 16.5%; EC
ε1 = 0.1%, EN

ε1 = 16.3%, EC
ε2 = 0.5%,

EN
ε2 = 35.2%, EC

ε3 = 0.1%, EN
ε3 = 16.2%.
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Figure 6.3: σ in Simulation 2. (a)&(e)&(i): true values of (σ1, σ2, σ3). (b)&(f)&(j): recon-
structions with noiseless data. (c)&(g)&(k): reconstructions with noisy data(α = 0.1%).
(d)&(h)&(l): cross sections along {y = −0.5}.
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Figure 6.4: ε in Simulation 2. (a)&(e)&(i): true values of (ε1, ε2, ε3). (b)&(f)&(j): recon-
structions with noiseless data. (c)&(g)&(k): reconstructions with noisy data(α = 0.1%).
(d)&(h)&(l): cross sections along {y = −0.5}.
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6.4 Conclusion

We presented in this chapter the reconstruction of (σ, ε) from knowledge of several magnetic

fields Hj , where the measurements Hj solve the Maxwell’s equations (6.2) with prescribed

illuminations f = fj on ∂X.

The reconstruction algorithms rely heavily on the linear independence of electric fields

and the families of {Mj}j constructed in Hypothesis 6.1.1. These linear independence con-

ditions can be checked by the available magnetic fields {Hj}j and additional measurements

could be added if necessary. This method was used in the numerical simulations. We proved

in Section 6.2 that these linear independence conditions could be satisfied by constructing

CGO-like solutions for constant tensors. In fact, these conditions can be verified numeri-

cally for a large class of illuminations and more general tensors. The numerical simulations

illustrate that both smooth and rough coefficients could be well reconstructed, assuming

that the interior magnetic fields Hj are accurate enough. However, the reconstructions

are very sensitive to the additional noise on the functionals Hj. This fact is consistent

with the stability estimate (with the loss of two derivatives from the measurements to the

reconstructed quantities) in Theorem 6.1.4.
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