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ABSTRACT 

Modulation of Hippocampal-Prefrontal Circuitry  

During Spatial Working Memory 

Timothy Spellman 

 

Spatial working memory (SWM) is an essential feature of goal-directed 

action. Locating a resource, a threat, or even oneself within a dynamic or 

unfamiliar environment requires a cached representation of relevant spatial 

features that must be continuously updated, preserved, and applied as needed to 

the execution of appropriate behaviors (Baddeley and Hitch 1974).  

SWM is disrupted in schizophrenia, as well as in multiple animal models of 

the disease. Patients with schizophrenia show impairment on tasks with both 

verbal and spatial working memory demands (Park and Holzman 1992, Conklin, 

Curtis et al. 2000) and exhibit abnormalities in neurophysiological signals that are 

associated with normal cognitive performance. More specifically, convergent data 

from diverse studies suggests that disruption of long-range functional connectivity 

may underlie diverse cognitive and physiological symptoms of the schizophrenia. 

It is therefore imperative that pathways of long-range functional connectivity that 

support the cognitive processes impaired in schizophrenia be identified and 



	
  

characterized, so that effective interventions can be targeted to the appropriate 

neural structures and pathways.   

Despite long-standing interest in the neurobiological underpinnings of 

working memory, its multiple cognitive components, distributed anatomical 

constituents, and distinct temporal phases have rendered its investigation elusive 

(Logie 1995, Miyake and Shah 1999, Andrade 2001, de Zubicaray, McMahon et 

al. 2001, Baddeley 2003, Klauer and Zhao 2004). Despite these challenges, an 

extensive body of work supports the idea that the prefrontal cortex (PFC) plays a 

central role in the successful execution of tasks requiring spatial working memory 

(Curtis and D'Esposito 2004). Moreover, the joint contribution of medial prefrontal 

cortex (mPFC) and hippocampus (HPC) supports successful spatial working 

memory in rodents (Lee and Kesner 2003, Jones and Wilson 2005, Wang and 

Cai 2006, Hyman, Zilli et al. 2010, Sigurdsson, Stark et al. 2010). It remains 

unclear, however, which phase(s) of SWM (encoding, maintenance, and/or 

retrieval) require the joint participation of HPC and mPFC, what behaviorally 

relevant information is conveyed between the two structures, and by what 

anatomical pathway(s) they interact. 

Although HPC and mPFC share multiple second-degree anatomical 

connections, including via striatum, amygdala, entorhinal cortex, and midline 

thalamic nuclei, direct connectivity between the two structures is confined to a 

unidirectional projection from the Ca1/subiculum of the ventral hippocampus 



	
  

(vHPC) to prelimbic (PL) and infralimbic (IL) regions of the mPFC (Jay and Witter 

1991, Hoover and Vertes 2007, Oh 2014).  

Cells of both vHPC and mPFC exhibit location-specific firing that could 

function to encode spatial cues critical to SWM (Jung, Wiener et al. 1994, Poucet, 

Thinus-Blanc et al. 1994, Jung, Qin et al. 1998, Hok, Save et al. 2005, Kjelstrup, 

Solstad et al. 2008, Burton, Hok et al. 2009, Royer, Sirota et al. 2010, Keinath, 

Wang et al. 2014). Moreover, damage to the vHPC disrupts representations of 

salient locations in mPFC (Burton, Hok et al. 2009), suggesting that the vHPC-

mPFC projection may transmit SWM critical location information.  

We therefore tested the role of vHPC-mPFC afferents in spatial working 

memory using an a projection silencing approach that afforded anatomical and 

temporal precision and found that the vHPC-mPFC direct input is necessary for 

encoding, not maintenance or retrieval, of SWM-dependent cues. Combining this 

approach with in vivo extracellular recordings of mPFC single units, we found that 

location-selective firing in the mPFC during SWM is dependent on vHPC direct 

input exclusively during the encoding phase of each trial. Finally, we found 

evidence that the transmission of task-critical information in the vHPC-mPFC 

pathway is mediated by the synchronizing of mPFC cells to gamma oscillations in 

the vHPC. Together, these findings suggest a role for the vHPC-mPFC pathway 

in the encoding of cues critical to SWM and may indicate a potential locus of 

pathophysiological disruption underlying the cognitive impairments associated 

with schiziphrenia. 



	
  

i	
  

TABLE OF CONTENTS 

 

List of Figures.....................................................................................................iv 

Acknowledgements………………………………………………………………….vii 

Chapter 1: Introduction          

1.1 Introduction……….…….…….…….…….…….…….…….…….…….…….…….2 

1.2  Working memory: A compound cognitive process……..…….…….…….……3 

1.3 The vHPC-mPFC direct projection as a candidate signaling pathway for     

working memory-related spatial information……………….………….…………4  

1.4  Neuropathophysiology in schizophrenia: a window into circuit-level cognitive 

dysfunction …………………………………...….….….…….…………….……....7 

 

Chapter 2: Approaches to modulation of hippocampal-prefrontal 

connectivity 

2.1 Introduction…….…….…….…….…….…….…….…….…….…….…….……...24 

2.2 Effects of Light on Temperature of Illuminated Neural Tissue In Vivo………26 

2.3 Opsin-mediated inhibition of HPC-to-mPFC terminals in vivo………………..32 

2.4 Discussion………………………………………………………………………….33 

2.5 Methods…………………………………………………………………………….35 

Chapter 3: Inhibition of hippocampal-prefrontal input impairs spatial 

working memory 

3.1 Introduction…………………………………………………………………………51 



	
  

ii	
  

3.2 vHPC-mPFC Terminal Inhibition Impairs Performance on a 2-Goal T-Maze 

Task ………………………………………………………..……………………….53 

3.3 vHPC-mPFC Terminal Inhibition During Encoding, not Maintenance or 

Retrieval, Impairs SWM Performance……………..…………………………….55 

3.4 Discussion………………………………………………………………………….57 

3.5 Methods…………………………………………………………………………….58 

 

Chapter 4: Hippocampal-dependent representation of location cues by 

mPFC neurons 

4.1 Introduction…………………………………………………………………………66 

4.2 mPFC Cells Encode Goal Location Both Categorically and Globally.……….68 

4.3 Hippocampal Input is Required for Spatial Encoding in mPFC Units………..69 

4.4 Hippocampal Input is Not Required for Episodic Encoding in mPFC Units…70 

4.5 mPFC Cells Encode Choice Goal Location, and Not Sample Goal       

Location, During Choice Runs…..….…..…..…..…..…..…..…..…..…..…..…..76 

4.6 mPFC Units Encode vHPC Input, though Not as a Change in Overall      

Firing Rate…...…..…..…..…..…..…..…..…..…..…..…..…..…..…..…..…..…..71 

4.7 mPFC Units Show Hippocampal-dependent Location Selectivity During 

Encoding but Not Retrieval…..…..…..…...…..…..…..…..…..…..…..…..……..72 

4.8 Discussion…..…..…..…..…..…..…..…..…..…..…..…..…..…..…..…..…..…...73 

4.9 Methods…………………………………………………………………………….76 

 



	
  

iii	
  

Chapter 5: Evidence for facilitation of long-range functional connectivity by 

synchronization at distinct frequencies 

5.1 Introduction...………………………………………………………………………96  

5.2 mPFC Units are Not Directionally Modulated by vHPC Theta ……………….97 

5.3 mPFC Units are Directionally Modulated by dHPC Theta Oscillations……...98 

5.4 vHPC Units are Driven by mPFC Theta of the Past…..…..…..…..…..………98 

5.5 vHPC Gamma Robustly and Coherently Modulates Local Output…………..99 

5.6 vHPC Gamma Directionally Modulates mPFC Spiking…..…..…..…..……..100 

5.7 Discussion………………………………………………………………………...101  

5.8 Methods…………………………………………………………………………...104  

 

Chapter 6: Discussion of Findings 

6.1 Summary of principal findings…………………………………………………..116  

6.2 Role of vHPC-mPFC input in SWM – specificity vs generality….…………..121 

6.3 vHPC-mPFC Connectivity and Working Memory: Implications for 

Schizophrenia………………….…………………………………………………124 

 

References…………………………………………………………………………...126 

Appendix A: Repeated Cortico-striatal stimulation generates persistent        

OCD-like Behavior………….………………………………………..140 

 

 



	
  

iv	
  

LIST OF FIGURES 

 
Chapter 1: Introduction        Pages  

Figure 1.1  Disruptions in gamma synchrony in schizophrenia patients and in  

genetic animal models……………….…….…….…….…….………….26 

 

Chapter 2: Approaches to modulating hippocampal-prefrontal connectivity 

Figure 2.1 Validation of Light-evoked Heat Model with In Vivo Temperature 

Measurements ……………….……..……..……..……..……..………..47 

Figure 2.2 Effects of Changes in Relevant Light Parameters on Heat……….…49 

Figure 2.3 Characterizing the vHPC-mPFC projection in vivo…..……..…..……51 

Figure 2.4 Expression of virally-packaged synthetic protein in vHPC Ca1……..51 

Figure 2.5 Optogenetically Mediated Inhibition of vHPC-mPFC Terminal Fields 

Impairs Projection-specific Signal Propagation but not Spontaneous 

Activity in vivo……..…..…..…..…..…..…..…..…..…..…..…..…..……53 

 

Chapter 3: Behavioral effects of modulating hippocampal-prefrontal input 

Figure 3.1 Inhibition of vHPC-mPFC Terminal Fields Impairs Performance in 

SWM-dependent Task ………………………...……………………….66 

Figure 3.2 Inhibition of vHPC-mPFC Terminal Fields Impairs the Encoding, but 

not Maintenance or Retrieval, of Spatial Working Memory……........68 

 

Chapter 4: Hippocampal-dependent encoding of location cues by mPFC 



	
  

v	
  

neurons 

Figure 4.1 Individual mPFC Units Clustered from Fiber-Coupled 

Stereotrodes……………………………………………………………....84 

Figure 4.2 mPFC Cells Encode Goal Location Both Categorically  

And Globally……………………………………………………………….85 

Figure 4.3 Hippocampal Input is Required for Spatial Encoding                            

in mPFC Units……………………………………………………………..87 

Figure 4.4 Hippocampal Input is Not Required for Episodic Encoding                   

in mPFC Units….…..…..…....…..…..…..…..…..…..…..…..…..…..….89 

Figure 4.5 mPFC Cells Encode Choice Goal Location, and Not Sample Goal 

Location, During Choice Runs…..…..…..…..….…..…..…..…..……...90 

Figure 4.6 vHPC-mPFC Terminal Inhibition Changes the mPFC            

Population-wide Activity Profile but Not Overall Firing Rate………....92 

Figure 4.7 mPFC Units Show Hippocampal-dependent Location Selectivity 

During Encoding but Not Retrieval……...…..…..…..…..…..…..……..95 

Figure 4.8 Effect of mPFC Illumination on Goal-Selective Firing in mPFC……..97 

Figure 4.9 Schematic of decoder training and testing…………………………...100  

 

Chapter 5: Gamma but not theta oscillations mediate vHPC-mPFC input 

during spatial working memory 

Figure 5.1 Comparison of Sample-Size Effects on MRL Value                           

and PPC  Value……….………..………..………..………..…………...111 



	
  

vi	
  

Figure 5.2 Theta and Gamma Activity Bands Dominate the LFP                          

of vHPC During SWM…..…..…..…..…..…..…..…..…..…..…..……..112 

Figure 5.3 mPFC Spiking is Modulated by Theta Activity                                      

in dHPC but not vHPC………….…...…….…….…….…….…….……113 

Figure 5.4 vHPC Spikes Are Modulated by mPFC Theta Activity……………...115 

Figure 5.5 vHPC Gamma Modulates vHPC Output……………………………...116 

Figure 5.6 mPFC Spiking is Modulated by the vHPC Gamma Rhythm………..118 

Figure 5.7 mPFC-vHPC Gamma Phase-locking is Mediated by Monosynaptic 

Input and by Behavior…………………………………………………..120 

 

 

 

 

 

 

  



	
  

vii	
  

Acknowledgements 

In concluding a series of projects that have collectively taken one sixth of 

my life to complete, I would like to thank some people whose support has been 

incalculable in guiding me through this challenging, tortuous, and ultimately 

enriching process. First, I would like to thank Josh, who accepted me into the lab 

when I was a first-year student with a background in psychology, a vague interest 

in circuit neurobiology, and zero immediately relevant experience or skills. His 

lucid scientific thinking, no-nonsense approach to mentorship, and personal and 

professional integrity have contributed to a predoctoral experience that has been 

immensely rewarding. I also want to thank Joseph Gogos, who welcomed a 

collaborative joint mentorship on a somewhat risky project using untested 

methods. His patience and guidance in this work are a testament to his 

appreciation for the importance of understanding the fundamental circuit bases of 

pathophysiologies in psychiatric disorders.  

I would like to thank Mihir Topiwala and Torfi Sigurdsson for teaching me 

the finer points of rodent behavior and in vivo electrophysiology – their boundless 

patience and encouragement gave me the confidence to design my own 

experiments. Thanks as well to Susanne Ahmari and Mazen Kheirbek, in whose 

esteemed but short-lived Center for Excellence in Neuroscience I first learned to 

apply optogenetic techniques.  

I owe many thanks as well to the senior post-docs with whom I 

collaborated and learned a great deal, including Karine Fenelon, Jayeeta Basu, 



	
  

viii	
  

Liam Drew, and Mattia Rigotti. Many thanks also Randy Bruno, Henry Colecraft, 

and Attila Losonczy for helping to guide me through the development of my 

thesis over the past 4 years – their doors have always been open, and they have 

been generous with their advice and encouragement.  

I would like to thank the other members of the Gordon lab, especially 

Avishek Adhikari, Pia-Kelsey O’Neill, Katya Likhtik, Andrew Rosen, Scott Bolkan, 

Joe Stujenske, Nancy Padilla, Selin Schamiloglu, Atheir Abbas, and Alex Harris, 

for making the lab a fantastic scientific environment and for always being willing 

to troubleshoot experiments, question basic assumptions, and lend a hand when 

needed. I want to thank Jennifer Saura, whose late-night sanity check-ins were 

essential to the completion of this work and whose collaboration on T-maze 

construction, cover art, and data visualization were invaluable. Lastly, I would like 

to thank my parents, John and Jeanne Spellman, who encouraged and 

supported my scientific curiosity from the very outset and without whom none of 

this work would be possible. 

 

 



	
  

	
   1	
  

 
 
 

 

 

 

 

  

Chapter 1: Introduction  
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(Note: Portions of the this chapter were written in collaboration with Joshua 

Gordon, M.D./Ph.D. at Columbia University (Spellman and Gordon 2014).) 

 
1.1 Introduction 
 

Schizophrenia affects roughly 1% of the world’s population, posing 

individual and societal burdens that include suffering and distress to patients and 

their families, as well as considerable treatment and institutionalization costs. In 

addition to positive symptoms, which include delusions, hallucinations and 

paranoias, for which effective treatment options do exist, schizophrenia is also 

characterized by pronounced negative and cognitive symptoms, for which 

treatment options remain elusive (Harvey, Green et al. 2004). Patients with 

cognitive symptoms experience profound difficulties in carrying out tasks 

essential to maintaining personal independence – particularly burdensome are 

deficits in working memory, the ability to acquire, store, manipulate, and employ 

behaviorally relevant information on a time scale of seconds (Baddeley 2003, 

Harvey, Green et al. 2004).  

The heavy burden of working memory deficits in schizophrenia and the 

dearth of available treatment options are due in large part to the fact that the 

neural mechanisms that underlie working memory, and therefore the links 

between working memory and the pathophysiology of schizophrenia, remain 

poorly understood. The development of effective treatments for working memory 

deficits relies upon a clear understanding of both the circuit-level pathophysiology 

of the disease and the physiological bases of working memory itself. Here the 
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literature pertaining to both will be discussed, with an emphasis on areas where 

further study is essential.  

 
 
1.2 Working memory: a compound cognitive process 

Within the cognitive sciences, the recognition that short- and long-term 

memory are likely served by distinct mechanisms dates back at least to the work 

of William James. Referring to a class of memory in which environmental stimuli 

are held in an active state for attention, reflection, and action, declared that “an 

object of primary memory is thus not brought back; it never was lost” (James 

1890). The unitary view of working memory as a single channel through which 

information is selectively routed into a long-term store (Atkinson and Shiffrin 

1971) was challenged by Baddeley in the 1970s, who proposed a compartmental 

model in which working memory emerges from a central executive 

(attention/filtering and directed action), a phonological loop (verbal working 

memory) and a visuospatial sketchpad (visual and spatial cues) (Baddeley and 

Hitch 1974, Baddeley 2003).  

Subsequently, the so-called “visuospatial sketchpad” was further divided 

into visual and spatial streams, following evidence that these two classes of 

representation could be independently measured and individually perturbed 

(Logie 1995, Baddeley 2003, Klauer and Zhao 2004). However, because 

schizophrenia patients show both spatial and verbal working memory impairment 

(Park and Holzman 1992, Conklin, Curtis et al. 2000), it is plausible that these 
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two processes share common underlying neurophysiology, which is disrupted by 

the pathophysiology of the illness. As will be discussed below, robust long-range 

connectivity likely plays an important role in the inter-structural transmission of 

stimulus-related information critical to the normal performance of working 

memory, and convergent evidence suggests disruption of such long-range 

functional connectivity in schizophrenia underlies the cognitive symptoms 

observed in the disease. 

 
 
1.3 The vHPC-mPFC direct projection as a candidate signaling pathway for 

working memory-related spatial information 

Data from clinical population goes beyond linking impairment of long-

range synchrony to the pathophysiology of schizophrenia; human data can direct 

the study of the neurobiology of spatial working memory by identifying brain 

regions necessary for SWM performance. Human data suggest that both 

hippocampus and prefrontal cortex are critical for SWM, as damage to either 

structure results in SWM impairment (Jeneson, Mauldin et al. 2010, Barbey, 

Koenigs et al. 2013). This raises the possibility that the direct HPC-PFC 

projection mediates activity critical to the successful performance of SWM-

dependent behavior. 

Immediate early gene expression data suggests that performance of a 

SWM task, but not a control task involving similar motor behavior, results in 

increased activation of both HPC and mPFC (Yong Sang, Park et al. 2007). 
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Moreover, lesioning and in vivo pharmacological silencing data supports the 

hypothesis that both structures are necessary for successful SWM. Lee and 

Kesner found that lesioning or pharmacologically silencing the dorsal 

hippocampus (dHPC) in vivo impaired SWM at a 5 minute delay but not at a 10 

second delay. Neither lesioning nor silencing the mPFC alone had any effect on 

performance (Lee and Kesner 2003). However, silencing either structure after 

lesioning the other resulted in complete impairment (chance-level performance) 

at both 10-second and 5-minute delays. This finding indicates a requirement for 

joint mPFC and hippocampal activity in the execution of delayed non-match-to-

place behavior at delays as short as 10 seconds. 

Wang et al found that unilateral silencing of neither mPFC nor ventral 

hippocampus (vHPC) affected SWM, while bilateral silencing of either structure 

significantly impaired SWM, and simultaneous contralateral silencing (i.e. right 

vHPC and left mPFC) resulted in impairment similar to bilateral silencing of each 

structure individually, suggesting that at least one unilaterally intact pair of 

structures is necessary for SWM (Wang and Cai 2006). The delays used in this 

study were adjusted according to each animal’s individual performance and were 

not expressly reported. Findings from Izaki et al support a unique role for the 

dorsal caudal, or intermediate hippocampus (iHPC), in SWM, as excitotoxic 

lesioning of the mPFC and contralateral iHPC, but not vHPC, resulted in SWM 

deficit (Izaki, Takita et al. 2008). All these studies used a delayed non-match to 

place maze task, in which the animal was directed to a goal arm to obtain a 
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reward, then allowed to choose between returning to the same arm (no reward) 

or entering an opposing arm (reward). 

Electrophysiological data further supports the idea that the HPC and 

mPFC are synchronized, and therefore potentially interactive, during SWM. 

Spiking of mPFC cells is often phase-locked to the prominent hippocampal theta 

rhythm, particularly strongly during the portion of a t-maze task immediately 

preceding turn choice, and this phase-locking increase is limited to correct trials 

(Jones and Wilson 2005). Theta coherence (a measure of the reliability of the 

phase relationship between waves or continuous time series signals) between 

mPFC and HPC also increases during the choice phase of the t-maze task 

(O'Neill, Gordon et al. 2013).  

The HPC-mPFC projection is dense, ipsilateral, monosynaptic, and 

glutamatergic, with its cell bodies largely confined to the caudal/ventral 

hippocampus (Jay and Witter 1991, Jay, Thierry et al. 1992, Hoover and Vertes 

2007, Takita, Kuramochi et al. 2007). In rodents, electrical stimulation of vHPC 

Ca1 results in EPSPs at monosynaptic latencies in both interneurons and 

pyramidal cells of layers 2/3 and 5 of the prelimbic mPFC (Tierney, De´gene` tais 

et al. 2004). Therefore, because of direct synapsing of HPC afferents onto 

inhibitory interneurons, it is plausible that vHPC-mPFC direct input may mediate 

the long-range coordination of gamma oscillations in the two structures, and that 

disruption of this connectivity could underlie long-range functional connectivity 

disruptions seen in schizophrenia. 
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The well evidenced role of long-range functional connectivity in the 

cognitive disruptions associated with schizophrenia, together with evidence for 

the importance of both vHPC and mPFC for the successful execution of spatial 

working memory, therefore suggests a likely role for the direct vHPC-mPFC 

pathway in SWM in both the execution of SWM-dependent behaviors and in long-

range neural synchrony that critically supports these behaviors. The direct 

examination of this pathway in SWM is therefore a critical step in elucidating the 

neural circuitry disrupted in schizophrenia. 

  
 
1.4 Neuropathophysiology in schizophrenia: a window into circuit-level 
cognitive dysfunction 
 

Schizophrenia has long been hypothesized to be a “disconnection 

syndrome”, resulting from a discoordination of activity within and between brain 

regions (Friston 1999). This hypothesis, based originally on clinical 

symptomatology, was conceived prior to extensive research on neurophysiology. 

Nonetheless, over the past two decades a body of physiological evidence has 

emerged in support of disconnection as a prominent component of 

schizophrenia. Connectivity in neural systems is commonly assayed with 

measures of synchrony; temporal covariance in patterned activity is taken as 

evidence of neural interactions, and changes in synchrony that accompany 

shifting cognitive and behavioral states are seen as an indication of the relevance 

of such interactions to these states. There is now a substantial literature reporting 

schizophrenia-related disturbances in neural synchrony of varying frequency, 
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anatomical regionalization, and cognitive relevance (Singer. 2010). Broadly, 

these findings can be divided into deficits in local synchrony, characterized by 

alterations in the power or amplitude of local oscillations within a brain region, 

and deficits in long-rage connectivity, characterized by alterations in functional or 

anatomical connectivity between distant brain regions.  

 
 

Disruptions in oscillatory activity, a measure of local synchrony 

Disruptions in local synchrony can be detected in oscillatory activity, which 

is thought to arise during normal brain function from the synchronous activation 

of large numbers of synapses (Buzsaki and Wang 2012). Both evoked and 

spontaneous oscillations can be studied, and these do not necessarily reflect the 

same underlying circuit dynamics. Evoked oscillations are commonly interrogated 

by examining steady-state evoked potentials (SSEPs), typically with extracranial 

EEG electrodes. SSEPs are the responses to trains of sensory stimuli (typically 

auditory clicks) delivered at varying frequencies; they are typically widespread, 

and build to steady-state amplitudes over several hundred milliseconds. The 

gradual emergence, broad spatial extent, resonance, and frequency-dependence 

of SSEPs (strongest with 40-45Hz stimuli) suggest they reflect reverberant 

dynamics within recurrent cortical circuitry and not merely the sum of isolated 

individual responses characteristic of event-related potentials (Figure 1.1a) 

(Krishnan, Hetrick et al. 2009). This approach tests the ability of cortical circuitry 

to support oscillatory activity regardless of the underlying behavioral state, which 

may differ in patients and controls. Schizophrenia patients show pronounced 
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deficits in the amplitude of SSEPs (Kwon, O'Donnell et al. 1999, Brenner, Sporns 

et al. 2003, Wilson, Hernandez et al. 2008, Krishnan, Hetrick et al. 2009) which 

can be present at the first psychotic episode (Spencer, Salisbury et al. 2008). 

The severity of these deficits correlates with the severity of auditory 

hallucinations, suggesting that the circuit- and behavior-level phenotypes may be 

related (Spencer, Niznikiewicz et al. 2009). Inter-trial coherence (the temporal 

precision of physiological responses across presentations) is also disrupted in 

patients, and correlates with the severity of schizophrenia-associated working 

memory deficits (Light, Hsu et al. 2006). Collectively these data are suggestive of 

an impaired cortical circuitry that is unable to support normal oscillatory 

rhythmogenesis in response to appropriately timed stimuli. 

Although the finding of impaired steady-state evoked responses is robust, 

reproducible, and correlated with symptomatology, it constitutes stimulus-locked, 

rather than intrinsically paced activity and therefore may not engage circuits in a 

way that mirrors normal functioning. A complementary approach is to measure 

oscillations evoked by specific tasks, though not time-locked to specific stimuli.  

For example, during a Gestalt visual stimulus response task in which patients 

had impaired performance, control subjects display a prominent 40Hz oscillation 

that corresponds with the initiation of a behavioral response. In schizophrenia 

patients, this oscillation is lower in frequency, and its strength correlates with 

symptom severity (Figure 1.1b) (Spencer, Nestor et al. 2004). Similarly, tasks 

dependent on working memory typically induce increases in oscillation strength in 
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prefrontal cortical circuits in healthy controls (Jensen, Gelfand et al. 2002, Jensen 

and Tesche 2002). Schizophrenia patients show reduced gamma and theta-

frequency oscillatory power in frontal areas during such tasks (Haenschel, Bittner 

et al. 2009), and this reduction is correlated with impairments in task performance 

(Cho, Konecky et al. 2006).  

Using magnetoencephalography, which has improved sensitivity and 

source localization compared to EEG, impaired oscillatory activity at higher 

frequencies can be seen. For example, deficits in gamma (60-120Hz) power over 

visual cortex has been found in patients during a visual face detection task 

(Grützner, Wibral et al. 2013).  

Together, these studies demonstrate an important link between 

oscillations and behavior; they are correlated in healthy controls and jointly 

impaired in patients.  However, differences between patients and controls might 

reflect systematic differences in the way they perform the tasks, rather than 

fundamental differences in circuit structure or function. 

By contrast, data on oscillations in a “resting state”, absent a stimulus or 

task, has been used to demonstrate disease-related functional abnormalities 

absent any particular behavioral demands. Of course, the interpretation of resting 

state data is still challenging, most notably because it is unclear whether patients 

and controls are in equivalent behavioral states when asked simply to “rest.” 

Perhaps as a result, there is some disagreement as to whether the disorder 

affects resting state oscillatory synchrony. Some studies (Gandal, Edgar et al. 
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2012) suggest an increase in “baseline” or “resting state” gamma-frequency (30-

80 Hz) activity in patients. However, one study found that resting-state activity in 

gamma-frequency oscillatory power was impaired in schizophrenia patients, as 

well as in their unaffected siblings, suggesting a relationship to genetic risk rather 

than disease state per se (Rutter, Carver et al. 2009). Notably, this report 

localized the impairments in gamma to cortical areas corresponding to the 

“default-network,” which is more active in a resting or internally-oriented state. 

Thus the impairment could reflect engagement in some alternative, active state 

(such as the experiencing of hallucinations or other positive symptoms), resulting 

in an inability to maintain a resting state. However, this is perhaps unlikely given 

that gamma oscillations have been shown to increase, not decrease, during 

hallucinations (Baldeweg, Spence et al. 1998). 

 
 

Deficits in long-range synchrony 

The strength of a locally generated oscillation is at best an indirect 

measure of synchrony, a conflation of the size of the rhythmically active neural 

population and the simultaneity of its firing. Synchrony across brain regions 

provides a direct measure of the functional connectivity of distant neural 

populations. While lacking in temporal resolution and therefore unable to speak 

to oscillatory dynamics, functional magnetic resonance imaging (fMRI) can be 

used to measure the covariance in localized BOLD signals from multiple brain 

regions more or less simultaneously. This allows one to examine synchronous 
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activation of far-flung brain areas during tasks or in the resting state, albeit on a 

slower time scale than with EEGs.  

Results from fMRI studies of functional connectivity in specific circuits in 

schizophrenia patients are varied, and have included both increases and 

decreases relative to controls. For example, the examination of connectivity with 

medial prefrontal cortex (mPFC) found a reliable anticorrelation between mPFC 

and dorsolateral prefrontal cortex (dlPFC) in healthy controls that was absent in 

schizophrenia patients (Chai, Whitfield-Gabrieli et al. 2011). Meanwhile, a study 

of connectivity within and between two large brain networks – the default-mode 

and fronto-parietal networks – suggested that patients had decreased synchrony 

within parts of the default mode network, but increased synchrony between the 

default-mode and fronto-parietal networks  (Chang, Shen et al. 2014).  

A less directed approach to examining long-range synchrony is to 

measure global connectivity rather than analyzing specific networks of interest. 

Groups employing this approach have generally found lower connectivity in 

schizophrenia. For instance, a recent resting state fMRI study of schizophrenia 

and bipolar patients found lower global connectivity in both patient groups 

compared to healthy controls; connectivity correlated with symptom severity 

(Argyelan, Ikuta et al. 2014). Another recent whole-brain examination found 

increased fronto-parietal connectivity and decreased parietal-temporal and 

bilateral temporo-temporal connectivity. The increase in front-parietal connectivity 

correlated with positive symptom severity, while the decreases in connectivity 
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correlated with negative symptom severity (Venkataraman, Whitford et al. 2012). 

Yet another study demonstrated that pairwise functional connectivity throughout 

the brain is globally and significantly decreased in schizophrenia, while variance 

is increased; the brain-wide organization of weak connections in schizophrenia 

patients correlated with negative symptom scores, allowing for a diagnostic 

accuracy of 75% (Bassett, Nelson et al. 2012). The relative consistency of these 

whole-brain connectivity studies suggest that long-range connectivity is indeed 

globally disrupted in schizophrenia. 

 

Possible neurobiological mechanisms of altered synchrony 

As described above, studies of local synchrony with EEG or MEG suggest 

an inability of local circuits to support normal oscillations in schizophrenia, and 

examination of BOLD signal covariance indicates a global reduction in functional 

connectivity as well as specific disruptions in coordinated activity in critical 

schizophrenia-associated pathways. These two sets of findings are related in that 

they both suggest disrupted synchrony.  But do they follow from the same 

underlying pathophysiology? Does either finding provide a causal link between 

schizophrenia risk and disease symptomology? Addressing these questions 

requires finding plausible mechanisms by which disruptions of cellular function 

produce the observed circuit and systems-level abnormalities. Two strong 

candidate mechanisms are hypofunction of fast-spiking parvalbumin-positive 

(PV+) interneurons, and disruption of myelination. 
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The critical role of GABAergic interneurons, particularly fast-spiking PV+ 

interneurons, in the generation of cortical oscillations, particularly gamma-

frequency oscillations, is well established by direct manipulation of these cells in 

vivo; from such studies we have learned that optogenetically silencing PV+ 

interneurons impairs gamma (Sohal, Zhang et al. 2009) and that optogenetically 

driving them induces gamma (Cardin, Carlén et al. 2009). The literature on 

impairments in GABAergic interneurons in schizophrenia is long-standing and 

sizable (Lewis, Curley et al. 2012). Post-mortem studies have demonstrated 

reduced mRNA expression for GAD67, the enzyme that catalyzes glutamate into 

GABA (Guidotti, Auta et al. 2000, Curley, Arion et al. 2011). Such a decrease 

could result in less GABA or, alternatively, could reflect a downregulation of 

GABA precursors in response to impaired GABA metabolism. The GAD67 

expression deficit is most pronounced in PV+ cells – in fact, GAD67 is not 

detectable in half of PV+ cells in schizophrenia patients (Hashimoto, Volk et al. 

2003). Moreover, expression of parvalbumin itself is reduced in patients 

compared to controls, though the total number of these neurons may be normal 

(Woo, Miller et al. 1997). Because the strength of parvalbumin expression is 

activity-dependent (Donato, Rompani et al. 2010), this expression deficit could be a 

signature of hypoactivity. This hypoactivity may in turn result from an impairment 

of NMDA signaling, as disruption of NMDA signaling in PV+ cells reproduces a 

range of schizophrenia-related phenotypes, including decreased parvalbumin 

expression and behavioral impairments (Belforte, Zsiros et al. 2010). Finally, 
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computational modeling work has suggested a potential link between observed 

GAT-1/GAD67 deficiencies in PV+ cells and prolonged IPSCs that could account 

not only for the impairment of 40Hz entrainment to auditory clicks but also the 

preferential entrainment to slower 20Hz stimuli (Vierling-Claassen, Siekmeier et 

al. 2008).  

PV+ interneuron-mediated disruptions of gamma oscillations may 

represent an underlying mechanism behind long-range functional connectivity 

disruptions seen in schizophrenia. While there exists ample evidence linking PV+ 

interneurons, gamma oscillations, and schizophrenia, gamma is thought to be 

generated in highly localized circuits (Buzsaki and Wang 2012). However, 

proposed mechanisms to explain long-range gamma synchrony across distant 

brain regions (Rajagovindan and Ding 2008, Vicente, Golloc et al. 2008) raise the 

intriguing possibility that disruption of fast-spiking interneuron networks may 

explain the observed impairments in long-range synchrony.  

 

An alternative candidate link between cellular deficits and observed 

synchrony deficits is a schizophrenia-related disruption of myelination (Davis, 

Stewart et al. 2003). Myelination of long-range pathways permits for rapid 

signaling across long distances; disruptions in myelin might thus be expected to 

disrupt long-range synchrony. 

Diffusion tensor imaging (DTI) allows for detection and quantification of 

fiber tracts using the measure of fractional anisotropy (FA), which detects the 
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degree to which the diffusion of water molecules is confined to a particular 

direction in any given voxel of brain tissue. While FA represents a conflation of 

axon number, thickness and level of myelination, it favors detection of white 

matter, due to the constraint of water molecules by multiple myelin layers 

(Kubicki, McCarley et al. 2007). Studies of DTI in schizophrenia patients reveal 

decreases in FA in both local and long-range connections. Locally, widespread 

decreases in FA have been found in frontal and occipital regions in patients 

despite preserved white matter volume, suggesting axon number and thickness 

do not account for the difference (Lim, Hedehus et al. 1999). In long-range 

projection pathways, schizophrenia patients have been found to have lower FA in 

the splenium of the corpus callosum and in the cingulum (Sun, Wang et al. 2003). 

Post-mortem histology also supports the idea that the myelin system is disrupted. 

Microarray analysis of DLPFC tissue from patients revealed impaired expression 

of genes related to myelination and oligodendrocyte function (Hakak, Walker et 

al. 2001). Electron micoscopy of post-mortem tissue reveals a higher density of 

concentric lamellar bodies, which signal damage to myelinated fibers, in caudate 

nucleus of patients relative to healthy controls (Uranova, Orlovskaya et al. 2001). 

There is also evidence of increased necrosis and apoptosis and decreased 

overall density of oligodentrocytes in prefrontal layer 4 in post-mortem patients 

(Uranova, Vostrikov et al. 2004).  

Understandably, deficits in interneuron function have been proposed to 

underlie the abnormalities in local synchrony seen in schizophrenia. Similarly, 
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deficits in myelin have been proposed to underlie long-range connectivity 

abnormalities. But direct evidence for such a division is minimal, and the impact 

of the two cellular deficits could overlap (Figure 2). Long-distance synchrony can 

involve locally generated oscillations (Chai, Whitfield-Gabrieli et al. 2011) and 

may thus require interneurons to maintain this oscillation-based connectivity; 

moreover, it is become increasingly clear that there are inhibitory projection 

neurons that may be directly involved in long-range synchrony (Caputi, Melzer et 

al. 2013). With regard to the role of myelination, findings of heterogeneous 

distributions of myelin within and across neocortical neurons suggests more 

nuanced and potentially pathway-selective contributions to cortical 

communication (Tomassy, Berger et al. 2014). Modeling work has found that 

biologically relevant conduction delays on a scale consistent with changes in 

myelination can account for substantial attenuation of the amplitude of gamma 

oscillations (Pajevic, Basser et al. 2013). Thus heterogeneity of myelination could 

have implications for even local cortical synchrony, just as interneuron 

dysfunction could potentially disrupt long-range synchrony. 

 

Mechanisms: linking synchrony to behavior 

Animal models of schizophrenia predisposition play a critical role in sorting 

out the complex relationships between cellular mechanisms, circuit synchrony, 

and behavior. Animal models allow for direct genetic, molecular and circuit 

manipulation, and for testing the effects of such manipulations on local and long-
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range synchrony as well as behavior. Indeed, disruption in synchrony is 

recapitulated in in multiple rodent models of schizophrenia, including 

pharmacological and genetic models. Pharmacological models have chiefly 

focused on the glutamate hypothesis, employing NMDA antagonists such as 

ketamine and MK801 to block NMDA receptors. Systemic administration of 

ketamine increases baseline spontaneous gamma-range activity and decreases 

auditory-evoked (paired clicks, as opposed to steady-state) responses, similar to 

some findings in patients, as described above (Lazarewicz, Ehrlichman et al. 

2010). Stimulation of maternal immune response during pregnancy is another 

well-studied rodent model of schizophrenia predisposition, based on clinical 

evidence that early immune stress confers schizophrenia risk. Following maternal 

immune activation, impairments are seen in broad-spectrum hippocampal-

prefrontral (HPC-PFC) synchrony (Dickerson, Wolff et al. 2010).  

Finally, several genetic mouse models of schizophrenia predisposition 

have replicated deficits in synchrony. In a mouse homologue to the 22q11.2 

microdeletion syndrome, there is evidence of impaired long range HPC-PFC 

synchrony in the theta and gamma ranges; the long-range synchrony deficits 

correlate with cognitive impairment (Sigurdsson, Stark et al. 2010). Moreover, a 

mouse heterozygous for a 22q11.2 component gene, Dgcr8, shows an inability to 

follow trains of 50-Hz stimulation in prefrontal layer II-V projections, a finding 

reminiscent of SSEP data from schizophrenia patients (Fénelon, Mukai et al. 

2011). Mice heterozygous for the schizophrenia-associated gene Disc1 gene 
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also show reduced HPC-PFC synchrony in the 30-50Hz gamma range (Kurihara, 

Dunlop et al. 2013). Recently, a mouse homologous for the human 15q13.3 

deletion, which is associated with schizophrenia and epilepsy, was found to 

exhibit the SSEP gamma deficits and elevated baseline gamma (prefrontal and 

hippocampus) often seen in schizophrenia patients (Fejgin, Nielsen et al. 2013).  

But while numerous studies have found impaired synchrony in rodent 

models of schizophrenia risk, recapitulation of the disruption in circuit dynamics 

does not complete the picture. A model that links risk with circuit pathophysiology 

requires elucidation of the cellular and molecular signaling components of the 

disruption; for the models listed above, these mechanisms are unclear to date, 

though work continues to define them. One promising model where the cellular 

mechanisms have been more clearly defined involves neuregulin, a candidate 

schizophrenia-related gene that facilitates glutamate receptor subunit expression 

and is involved in synapse formation and stabilization. Neuregulin enhances 

cortical gamma oscillations in vivo and in vitro, acting on GABAergic interneurons 

and mediated by synapses (as opposed to gap-junctions) (Hou, Ni et al. 2014). 

Moreover, deletion of Erbb4, a receptor for neuregulin, from PV+ interneurons 

results in decreased HPC-PFC theta coherence under anesthesia and increased 

HPC gamma power during running (Figure 1.1c) (Del Pino, García-Frigola et al. 

2013). Thus investigating the interactions between neuregulin and Erbb4 and 

their downstream consequences on synapse and circuit function is one potential 

avenue by which we might begin to mechanistically link genetic risk with neural 
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synchrony deficits. Similar links upward from synchrony to behavior might be 

forged with any of the models mentioned here. 
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Figure 1.1 Disruptions in gamma synchrony in schizophrenia patients and 

in genetic animal models.  

(A) A widespread SSEP response is seen to 35-45Hz stimulus trains; this 

response is larger in healthy controls compared to patients with schizophrenia 

(Krishnan, 2009).   

(B) During a visual gestalt task, the characteristic 40 Hz oscillation induced in 

controls (left) is lower in frequency (middle) and correlates with symptoms in 

schizophrenia patients (Spencer, 2008).  
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(C) Spectral power in the hippocampus of mice lacking the Erbb4 neuregulin 

receptor in PV+ interneurons (red) and control mice (grey). Deletion mice 

show a significant, frequency specific increase in gamma power (Del Pino, 

2013).   
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Chapter 2: Approaches to modulating 
hippocampal-prefrontal connectivity 
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(Note: The experiments on light-induced heat diffusion in neural tissue described 

in this chapter were completed in collaboration with Joseph Stujenske, M.Phil., in 

the lab of Dr. Joshua Gordon, M.D., Ph.D., at Columbia University. J.S. built the 

computational model, and T.S. performed the in vivo validation experiments.) 

2.1 Introduction  

The ability to perform experiments requiring reversible neural inhibition on 

the time scale of working memory is among the most valuable features of recent 

generations of light-activated microbial opsins, collectively known as 

optogenetics (Yizhar, Fenno et al. 2011). The ability to constrain optogenetic 

inhibition to individual projection pathways has furnished experimentalists with an 

added dimension of control in study design, namely the targeting of inhibitory 

manipulations to desired pathways of anatomical connectivity. By systematically 

applying reversible silencing to relevant connections during corresponding 

behavior, experimentalists may begin to produce a functional connectome. It is 

therefore critical, particularly at the early stages of its use, that optogenetically 

mediated terminal inhibition be validated not only behaviorally but physiologically 

as well.  

Relatively little work has been published to date to provide physiological 

validation that axon terminals can be robustly silenced by synthetic membrane-

bound proteins localized to the synapse. Various groups have, for several years, 

leveraged such proteins to affect behavior (Tye, Prakash et al. 2011). DREADDS 

(designer receptors exclusively activated by designer drugs) have been shown to 
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silence synaptic transmission in vitro, a result demonstrated by paired patching 

and pharmacological manipulation (Stachniak, Ghosh et al. 2014). Chromophore-

assited light inactivation (CALI), which uses reactive oxygen species to 

endogenously inactivate synapses, has similarly been validated physiologically in 

vivo (Lin, Sann et al. 2013). Terminal inhibition using optogenetics, to our 

knowledge, has not yet been demonstrated in vivo. However, it has been 

validated physiologically in vitro by expressing excitatory and inhibitory opsins in 

the same construct, then abolishing the effect of light-mediated excitation with 

concurrent light-mediated inhibition (Stuber, Sparta et al. 2011). 

In vitro preparations are not directly analogous to in vivo conditions in 

numerous respects, lacking contributions from long-range inputs, and ongoing 

spontaneous activity that may mitigate or amplify the effects of synthetic 

silencing. Moreover, due to experimental variation in the spatial extent and 

intensity of opsin expression, as well as variable time-courses for expression 

along axon extents, it is important to demonstrate the extent to which axon 

terminals can be inhibited in a given experimental preparation. While a behavioral 

change in response to the combination of opsin expression and light stimulation 

constitutes evidence of neuronal inhibition, physiological validation serves as 

supporting evidence that an observed behavioral change is in fact due to the 

optogenetic manipulation and not and a nonspecific interaction of opsin 

expression and light stimulation. 
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This chapter describes experiments that serve as groundwork for the use 

of optogenetics to inhibit axon terminals in vivo. First, the potential for light-

induced temperature changes in neural tissue will be described, including 

background on known effects of temperature changes on neural activity, a 

computational model that predicts light-induced temperature changes in neural 

tissue, and experimental validation of the model. Next, experimental validation of 

the approach of in vivo optogenetic terminal inhibition will be described and 

discussed. 

 

2.2 Effects of Light on Temperature of Illuminated Neural Tissue In Vivo 

Optogenetic tools have, in recent years, become a standard class of 

experimental manipulation in studying circuit-level neural systems. Since their 

effectiveness was first demonstrated in the mammalian nervous system (Boyden, 

Zhang et al. 2005), the use of light-activated microbial opsins to carry out loss-of-

function and gain-of-function experiments with ever-greater anatomical, temporal, 

and cell-type specificity has made it all the more critical to better understand the 

precise physiological mechanisms by which observed behavioral changes are 

produced. These tools require only endogenous expression of microbial opsins 

and the application of light, avoiding the need for more the acutely invasive 

approach of intracranial drug administration. However, in vivo optogenetic 

experiments, in particular experiments involving the use of the inhibitory microbial 

opsins such as archaerhodopsin and halorhodopsin for prolonged neural 
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inhibition, require electromagnetic radiation within the visible light spectrum to be 

applied directly to neural tissue, which has the potential to induce temperature 

changes within a range which previous work has associated with physiological 

changes (Acker and al. 2012, Christie and al. 2012, Han 2012). It is therefore 

important, when designing such experiments, to carefully consider the 

parameters used for tissue illumination, in order to minimize unnecessary risk of 

inducing heat-associated activity changes with might confound results. While 

groups performing earlier experiments have made estimates of such temperature 

changes for brief light stimuli (Yizhar et al., 2011), accurate models for prolonged 

illumination are presently lacking. 

The effects of temperature changes on various physiological features of 

neuronal functioning have been studied previously. In vitro experiments in which 

bath temperatures were systematically varied produced changes in spontaneous 

firing rate, membrane resistance, time constant, resting potential, and synaptic 

activity (Thompson, Masukawa et al. 1985, Volgushev, Vidyasagar et al. 2000, 

Volgushev, Vidyasagar et al. 2000, Kim and Connors 2012). Temperature-

dependent effects on the amplitude of evoked synaptic responses in vivo have 

been reported as well (Moser E 1993, Andersen and Moser 1995). Moreover, 

physiological effects of temperature have been leveraged to alter neural activity 

in vivo using cooling probes (Ponce, Lomber et al. 2008, Vicente, Golloc et al. 

2008). It therefore plausible and even likely that optogenetically-associated 

illumination of neural tissue may induce physiological and behavioral changes by 
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virtue of the light-induced heat alone, absent any opsin-mediated effects (Yizhar, 

Fenno et al. 2011, Han 2012). 

While heat-associated behavioral and physiological effects associated 

with prolonged illumination in optogenetic experiments has not been directly 

tested, previous work indicates that heat produced by prolonged illumination may 

suffice to change neural activity (Acker and al. 2012, Christie and al. 2012). We 

therefore sought to refine and validate a model of the time course of light-induced 

heat in neural tissue using an in vivo preparation. Finding the chosen heat model 

to be a good predictor of induced heat, we used it to inform our selection of 

experimental parameters in subsequent optogenetic experiments.  

 

 
Modeling Light-Induced Heat Induction in Optogenetic Experiments 

 To model the heat induced by direct illumination of neural tissue in vivo, 

we first selected a model and set of parameters for the spread of photons from 

the tip of an implanted fiber optic light source. For this we employed a Monte 

Carlo model to simulate photon trajectories. To simulate the induction and 

diffusion of heat, we used a model based on the Pennes bio-heat transfer 

equation, using experimentally obtained values for brain density, conductivity, 

and specific heat (see Methods). 

To validate the model and to determine an appropriate set of values for 

input parameters, we compared output values from the model with 

measurements obtained from direct measurement of optically-induced 
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temperature changes in vivo. We generated model predictions using input 

parameters for scattering and absorption from experimentally obtained values 

from in vivo neural tissue (Johansson 2010), as well as from acute slices 

(Yaroslavsky et al. 2002). While the light spread in the two simulations was 

similar due to similar scattering coefficients, they diverged substantially in their 

absorption coefficients – this can likely be attributed to the absorption of light 

energy by blood, which is present in vivo but not in the exsanguinated slices used 

for the in vitro measurements. Because of differing absorption coefficients, the 

parameters obtained from in vivo measurements produced a 3 to 5-fold larger 

temperature change than those from in vitro measurements. 

To determine how the selection of input parameters affects the accuracy 

of predicted temperature changes, we cross-validated the two simulations with 

experimentally measured temperature changes in an in vivo, acute anesthetized 

preparation (532 nm wavelength, 10 mW, 62 μm diameter, .22 NA). Mice were 

acutely implanted with a microthermistor and an optical fiber from craniotomies in 

opposite hemispheres, such that the thermistor was positioned within the fiber’s 

light beam through undisturbed tissue. The distance between the tips of the 

micothermistor and the fiber was then systematically varied (Figure 2.1A). As 

predicted, the recorded temperature changes were similar to those predicted by 

the simulation with model parameters obtained from in vivo measurements, 

although for distances under 200uM, temperature changes were underestimated 

on the order of 1°C. We found that the discrepancy could be accounted for when 
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the direct effect of incidental light on the surface of the microthermistor was 

factored in – this direct effect was measured in a temperature-controlled bath of 

saline. (Figure 2.1B; see methods). Predicted temperature changes were also in 

agreement with heat induced by blue light in previous work (Christie and al. 

2012).  

In contrast with the results from model parameters obtained from in vivo 

measurements, predictions for heat induction using model parameters measured 

in vitro were notably smaller than our experimentally measured changes. 

Notably, predicted temperature changes peaked at a delth of 100-200μm, while 

the measured temperature changes peaked at depths approaching zero. This 

may be due to discontinuities within the tissue such as extracellular blood, non-

uniformity of temperature sensitivity of the microthermistor across its surface, or 

reflection of light off the thermistor surface, resulting in increased light in the 

tissue surrounding the microthermistor itself. 

We next took advantage of the fine temporal resolution of the model to 

examine the time course of induced temperature changes and compare with an 

experimentally obtained time course. This comparison, however, revealed a 

faster time to steady state produced by the model than by observation via the 

microthermistor. This was likely due to intrinsic delays in the thermistor itself 

(Figure 2.1C). When we added a delay kernel to account for the temporal 

dynamics of the thermistor, the temperature change predicted by the model still 

had a higher initial slope than the measured temperature time course, but the 
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time required to reach 90% steady state was similar (Figure 2.1C-D). The 

intensity of light used did not affect the time course of heat induction. Both the 

predicted and observed time courses agree that temperature change reaches 

80% steady state within 5 seconds. 

Light power is an experimental parameter of obvious importance for the 

design of optogenetic experiments. Higher power allows for illumination of 

greater volumes of tissue and higher proportions of local opsin channels, while 

excessive light power has the potential to damage tissue. We therefore used our 

model to examine whether the relationship between light power and temperature 

was linear, averaging temperature changes at various depths over 250uM 

circular areas. Not surprisingly, the relationship was in fact linear, peaking near 

200uM below the fiber tip (Figure 2.2A). 

Another parameter of interest to the design of optogenetic experiments is 

fiber diameter. Commercially available fibers that could feasibly be chronically 

implanted range from 62uM to 400uM – the relationship between fiber diameter 

and heat induction is therefore of direct interest to optogenetic investigators. Our 

model predicted that, within 100uM of the fiber tip, peak temperature changes 

were up to 50% greater for a 62uM diameter fiber than for a 200uM fiber (Figure 

2.2B). This difference decayed as a function of distance from fiber tip (Figure 

2.2E). This result suggests that, when experimental design permits, larger fibers 

are generally preferable to smaller ones, though this concern may be avoided by 

placing fibers at greater distance (>100uM) from target tissue. 
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2.3 Opsin-mediated inhibition of HPC-to-mPFC terminals in vivo  

Having established a set of optical stimulation parameters with which light-

induced heat effects were unlikely to exceed a physiologically normal range, we 

next sought to design an experiment to test whether optogenetic inhibition of 

axons terminals could interfere with synaptic transmission.   

In order to specifically interfere with the inputs from the HPC to the mPFC, 

a projection-specific targeting approach was used. An adeno-associated virus 

vector (AAV2/5) engineered to express enhanced archaerhodopsin (Belfort, Lin 

et al. 2010, Gradinaru, Zhang et al. 2010) fused to enhanced yellow fluorescent 

protein (eYFP) was targeted to subfield Ca1 of vHPC in male C57BL/6J mice. 

Following a 6-week incubation period, robust expression was seen in dendrites 

and axons of vHPC, as well as in projection axons afferent to prelimbic (PL) and 

infralimbic (IL) regions of mPFC (Figure 2.5A). Fluorescent axons were densest 

in layers 2-6 of IL and layers 5-6 of PL. Histological examination of slices from 

animals transfected with CamKIIa-mCherry in ventral Ca1 and co-stained with a 

NeuN antibody revealed that 45 +/-13% of neurons in ventral Ca1 were co-

labeled (Figure 2.4). 

To determine whether Arch-mediated hyperpolarization of distal axon 

terminals affected spontaneous firing of vHPC cells expressing the opsin (e.g. via 

passive conductance), tetrode bundles coupled to an optical fiber were implanted 

in the vHPC, as well as an optical fiber in the mPFC. Light pulses (532nm, 
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10mW, 10sec) delivered to vHPC silenced roughly 50% of spontaneous multiunit 

activity (MUA) in the awake/resting state, while illumination of terminal fields had 

no impact on MUA, suggesting that terminal illumination did not affect 

spontaneous activity at the level of the cell bodies (Figure 2.5B). 

Next, the effect of terminal illumination on synaptic transmission was 

measured. In acutely anesthetized mice, electrical stimuli (500μA, 0.1ms, 30sec 

ISI) were delivered via a bipolar stimulating electrode positioned in ventral Ca1 in 

Arch-expressing mice and un-injected controls, while postsynaptic MUA in the 

mPFC was recorded using optical fiber-coupled stereotrodes. Electrical pulses 

produced robust evoked MUA responses with a latency of between 5 and 40ms 

post-stimulus (Figure 2.5C). Light pulses delivered to the mPFC on interleaved 

trials reduced the evoked MUA response by ~40% for Arch animals but not 

controls (Figure 2.5D).  

 

2.4 Discussion 

 Here we have validated the approximate accuracy of a model of light-

induced heat and its diffusion in living brain tissue and used it to identify 

parameters for the design of optogenetic experiments. This model represents an 

advancement on other widely used and cited models, in that it makes use of 

physically realistic Monte Carlo statistics of light scattering rather than assuming 

straightforward geometries for light spread, and that it takes into account 

physiologically realistic absorption and scattering coefficients – the importance of 
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these experimentally obtained values in reaching accurate model predictions is 

evidenced by the degree to which the model agrees with observed temperature 

changes.  

Here the model and the parallel experiment are in agreement in finding 

temperature increases across large volumes of illuminated tissue as high as 4° C 

at light intensities frequently used in optogenetic experiments. A temperature 

increase on this order has been found previously to alter both circuit-level neural 

activity and behavior (Thompson, Masukawa et al. 1985, Moser, Mathiesen et al. 

1993). Moreover, it should be noted that temperature changes capable of 

producing observable changes in physiology may not affect behavior that 

depends on the affected circuit (Moser and Andersen 1994, Marder 2011). The 

ability of neural networks to shift modes as a function of changes in factors such 

as temperature and yet produce functionally equivalent outputs is of particular 

concern to those studying in vivo physiology – a network of cells may 

homeostatically alter their behavior with no overall loss of function, obscuring the 

naturalistic activity an experimenter is looking for. The potential for light-

dependent effects mediated by heat serves to underscore the importance of 

opsin-negative controls in every experiment.  

 We therefore used experimental parameters informed by our model to 

validate our ability to selectively and reversibly inhibit axon terminals in vivo, 

which to our knowledge has heretofore not been demonstrated. In fact, we found 

that, expressing eArch3.0 under the CamKIIa promoter and allowing 6 weeks for 
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incubation, we were able to reduce evoked post-synaptic response by ~40%. It is 

important to note the indirect nature of this measurement as a means of testing 

terminal inhibition. Post-synaptic multi-unit response may be a sub- or 

supralinear function of synaptic transmission. We also cannot ascribe a precise 

mechanism to this inhibition – it may be that action potentials are prevented from 

reaching synaptic terminals, or that neurotransmitter release probability is 

diminished. Given the prohibitive difficulties of patching these projection axons, 

particularly in vivo, it will suffice for the purposes of our subsequent experiments 

to know that the effect on post-synaptic activity is diminished. The magnitude of 

this effect, moreover, remains unclear. While an averaging of evoked response 

across the entire 40ms post-stimulus window yields a decrease of ~40%, at 

earlier time points (notably the 5-10ms bin) the decrease is nearly 100%. Given 

that 5-10ms represents the latency for the initiation of the monosynaptic 

response (Figure 2.3), and that later timepoints are likely contaminated by 

polysynaptic reverberant response, the figure of a 40% reduction represents a 

minimum, not a true, effect size. 

 

2.5 Methods 

Subjects 

Male C57 mice (Jackson Labs) were used for all experiments, aged 8-12 

weeks at first use. Mice were housed in a New York State Psychiatric Institute 

satellite facility and were maintained on a 12-hour light-dark cycle. Except when 
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food-restricted for the purpose of behavioral training and testing, all mice were 

given ad libitum access to food and water. Presurgical mice were group-housed 

with littermates, while mice with chronic recording implants were singly housed in 

divided cages with visual, auditory and olfactory contact with another implanted 

mouse. All procedures were approved by Columbia University and the New York 

State Psychiatric Institute IACUCs. 

 

Surgical Preparation 

Animals were placed inside a flow box and anesthetized with isoflurane 

gas (2%) until sedated, at which point they were placed in a stereotax and 

maintained on 0.5% isoflurane for the duration of the surgery. Craniotomies were 

made bilaterally above mPFC and vHPC (coordinates below), and skull screws 

placed over cerebellum and olfactory bulb served as ground and reference, 

respectively. In the acute anesthetized experiment, surgical depth was 

maintained with isuflurane for the duration of the experiment. 

 

Viral Transduction 

AAV2/5 of titer exceeding 1012vg/ml (UNC Vector core and UPenn Vector 

Core) was used to package all viruses. Virus was targeted to multiple targets 

within stratum pyramidal of ventral Ca1 (2 mediolateral rows at AP 2.95 and 3.25, 

with sites at ML/DV: 2.65/4.5, 3.0/4.3, 3.35/3.9, 3.7/3.3-2.9.  An additional row 
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was made at AP 3.1, with ML/DV sites at 2.8/1.55 and 3.15/1.7. All coordinates 

reported in mm, all AP and ML w.r.t. bregma, DV w.r.t. brain surface. A 200nL 

bolus was delivered to each site via glass micropipette (20-40μM diameter) at a 

rate of 100nL/min continuous infusion, with a wait time of 5 minutes between 

infusion and retraction.    

 

Electrode and Fiber Implantation 

Spikes were recorded using stereotrodes (mPFC) and tetrodes (vHPC) 

made from 13μM-diameter tungsten fine wire. Stereotrodes were coupled to 

ferrule-bound optical fibers (Thorlabs, 200μM-diameter core, 0.39NA) positioned 

300-500μM dorsal to the stereotrode tips, which were arrayed semicircularly 

around the lateral edge of the fiber. Fiber-coupled stereotrode bundles were then 

implanted bilaterally in mPFC (1.8mm anterior, 0.4mm lateral, 1.4mm ventral), 

while tetrode bundles were implanted bilaterally in vHPC (3.1mm posterior, 

3.0mm lateral, 3.9mm ventral). Tetrodes were advanced until spikes with putative 

pyramidal-cell waveforms were detected. mPFC optical fibers in these 4 animals 

were coupled to bilateral LFP wires. All movable microdrives were advanced at a 

rate of 40μM per day across all recording days. Prior to sacrificing and perfusing 

implanted animals, recording sites were histologically confirmed by visual 

examination of electrothermolytic lesions. Lesions were induced by passing 

current through an electrode at each implanted site (50μA, 20sec). Perfused and 
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fixed tissue was then sectioned, and DNA was stained using DAPI Fluoromount-

G mounting medium (Southern Biotech).  

 

Acute recording and stimulation 

Animals were placed inside a flow box and anesthetized with isoflurane 

gas (2%) until sedated, at which point they were placed in a stereotax and 

maintained on 0.5% isoflurane for the duration of the surgery. Craniotomies were 

made bilaterally above mPFC, and skull screws placed over cerebellum and 

olfactory bulb served as ground and reference, respectively. Surgical depth was 

maintained with isuflurane for the duration of the experiment. Electrical stimuli 

(500μA, 0.1ms, 30sec ISI) were delivered via a bipolar stimulating electrode 

positioned in ventral Ca1 in Arch-expressing mice and un-injected controls, while 

postsynaptic MUA in the mPFC was recorded using optical fiber-coupled 

stereotrodes. Recordings were amplified, band-pass filtered (1-1000Hz LFPs, 

600-6000Hz spikes), and digitized using the Neuralynx Digital Lynx system. LFPs 

were collected at a rate of 2kHz, while spikes were detected by online 

thresholding and collected at 32kHz. Noise (electrical stimulus artifact) was 

initially clustered using Klustakwik (Ken Harris), sorted according to the first two 

principal components, voltage peak, and energy from each channel.  

 

Modeling Heat Diffusion 
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To model heat diffusion, a tissue volume was modeled as a cylindrical 

volume with radius 6 mm, height 10 mm, with boundaries absorbing heat. Heat 

movement through the volume was modeled using the well-established modified 

diffusion equation, the Pennes’ ‘bio-heat transfer’ equation (Pennes 1948), which 

in previous work has been used to model heat in brain tissue (Aronov and Fee 

2011): 

 

 𝜌𝑐 !"
!"
= ∇𝑘∇𝑇 + 𝜌!𝑐!𝑤! 𝑇! − 𝑇 + 𝑞!   

 

Here T represents tissue temperature (baseline: 37°C) while TA is constant 

arterial blood temperature (36.7 °C). k, and ρ, c denote thermal conductivity, 

density, and specific heat, respectively. Values for blood are denoted ρb and cb. 

wb and qm denote, respectively, rate of blood perfusion and the endogenous heat 

produced by metabolism.  

 

Temperature measurement 

Two mice (male C57/B6, 8-12 weeks old) were deeply anesthetized with 

isoflurane and mounted into a stereotax. A craniotomy was made over the lateral 

surface of the frontal cortex, on either side. A small, 62 micron diameter optical 

fiber was coupled to a 532 nm laser (OEM lasers) and passed from one end of 

the brain through to the other end. A thermistor probe was pressed firmly against 

the surface of the cortex, anti-parallel to the optical fiber, so that their centers 
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aligned. Heat measurements were made before, during, and after 60 seconds of 

illumination at various distances between the thermistor and fiber (0-1.6 mm). 

Both 10 mW and 20 mW intensities were tested. After surgery, the mice were 

euthanized with a lethal dose of ketamine. 

We chose to use a thermistor because of its high temperature sensitivity at 

physiological temperatures. Thermistor resistance readings were calibrated to 

temperature by touching the thermistor tip to temperature controlled baths of 

water. As expected, a log-linear relationship was found between resistance and 

temperature. To compare model outputs to thermistor readings, we accounted for 

two unavoidable sources of experimental error introduced by the thermistor 

readings. First, the temporal delays introduced by the thermistor were calculated. 

In a medium of constant temperature, the temperature reading of the thermistor 

was found to be accounted for by a simple exponential time constant of about 4 

seconds. However, in our experiment only part of the metal was in contact with 

the brain, while the rest was in a medium of roughly constant temperature (air). 

This introduced a non-linearity into the temporal dynamics of the thermistor 

readings. To correct for this non-linearity, a temporal kernel was measured 

experimentally by touching the tip of the thermistor to a water bath held at various 

temperatures (equivalent to step function increase). Since water has a similar 

thermal conductivity to brain, we reasoned that this should approximately 

emulate the temporal dynamics in our experiment. The calculated kernel was 

used to convolve the model output to introduce a non-linear temporal delay. 
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Second, the effects of light directly hitting the thermistor and being absorbed by 

the metal were modeled. The conversion of incident light power to steady state 

resistance changes in the metal were measured in water held at 37°C by 

illuminating the thermistor with an optical fiber at various distances (0-1 mm). 

There was a measured increase of .08 °C/mW at a distance of 0 mm, with the 

measured temperature change dropping off in a way that was well-modeled by 

the attenuation of light in saline (non-scattering medium). For modeling, the 

temporal dynamics for this direct light absorption were treated as having the 

same non-linear kernel as measured previously. 

An important caveat for any means of measuring temperature change is 

the potential contribution of the device itself to temperature changes in the tissue. 

In particular, direct heating of the thermistor by directly incident light might 

artificially elevate the temperature change in the brain. However, the contribution 

of direct light absorption was negligible past 1 mm from the fiber, at which 

distances our model reliably predicted recorded temperature changes in the 

brain. For this reason, we concluded that incident light on the thermistor did not 

explain our results. 
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Figure 2.1 Validation of Light-evoked Heat Model with In Vivo Temperature 

Measurements 

(A) Experimental design for measuring temperature change from optical 

illumination in the mouse brain. 

A! B!

C! D!

E! F!
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(B) Temperature changes measured for various distances between an optical 

fiber (532 nm, 62 μm, NA .22) and a thermistor for both 10 mW (gray 

circles) and 20 mW (black circles) power output. Error bars indicate the 

range of all measured temperatures across 5 repetitions. On the same 

axes, predicted temperature change as a function of depth is plotted for 

both sets of model parameters are plotted for 10 mW and 20 mW light 

power. The effects of direct light were also included and plotted for the first 

model (dashed lines). 

(C) Temperature change as a function of time from light onset for both 10 mW 

and 20 mW light power recorded at a thermistor 400 μm away from an 

optical fiber as in (A) Super-imposed are the predictions for the model with 

(green, dashed) and without (green) a compensatory delay measured for 

the thermistor experimentally. Error bars indicate the entire range of 

recorded values. 

(D) Time to reach 90% of steady state temperature for 10 mW (light gray) and 

20 mW (dark gray) power output at 400 μm distance. Predictions for the 

model are plotted with (black) and without (dashed black) delay. 

(E) Temperature change at a distance of 400 μm as in (A), except after 

turning off light output. 

(F) Time to reach 10% of steady state temperature after light offset, plotted as 

in (B) 
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Figure 2.2 Effects of Changes in Relevant Light Parameters on 

Temperature 

(A) Predicted temperature change as a function of power and depth (averaged 

in 250 μm circles below the fiber; 532 nm, 62 μm, .22 NA). An example 

curve is shown for 10 mW on the right  

(B) Predicted temperature change as a function of distance from an optical 

fiber (532 nm, .22 NA) of either 200 μm (left) or  

(C) 62 μm (right) diameter. 

(D) Peak temperature change (maximum temperature change in a voxel) as a 

function of power output for 62 μm and 200 μm fibers as in (B-C). 

A!
B! C!

D! E!
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(E) Temperature change as a function of depth, quantified as in (A) for the 62 

μm and 200 μm fiber of (B). 
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Figure 2.3 Characterizing the vHPC-mPFC projection in vivo 

(A) Depolarizing extracellular field responses are visible in mPFC beginning 5-

10ms after delivery of electric pulses to vHPC Ca1—this latency is 

putatively monosynaptic, given the ~5mm range of the direct projection 

and its unmyelinated conduction velocity. 

(B) Site of injection of Lumofluor retrograde fluorescence beads in mPFC. 

(C) Resulting labeling of pyramidal layer of ventral Ca1.  
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Figure 2.4 Expression of virally-packaged synthetic protein in vHPC Ca1	
  

After a 6-week incubation period following targeted injection, robust expression is 

seen in ventral Ca1. In vHPC Ca1 of mice expressing mCherry under the 

CamKIIa promoter, co-labeling of mCherry was seen in ~45% of NeuN positive 

cells.   

CamKIIa-­‐mCherry NeuN 

Co-­‐labeling	
  ~=	
  45%	
  (+/-­‐	
  13%)	
  in	
  SP 
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Figure 2.5 Optogenetically Mediated Inhibition of vHPC-mPFC Terminal 

Fields Impairs Projection-specific Signal Propagation but not Spontaneous 

Activity in vivo 

(A) Expression of Arch and mCherry in mPFC-projecting cells of ventral Ca1. 

Six weeks following injection of CamKIIa-mCherry (left) and CamKIIa-

eArch3.0-EYFP (center), robust fluorescent labeling was seen throughout 

ventral and intermediate Ca1. Arrow in lower center panel indicates the 

site of a lesion from a chronically implanted recording electrode in layer 

SLM. (Right) fluorescent axon terminals were visible in layers 2-6 of IL and 

5-6 of PL regions of mPFC.  
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(B) Schematic and MUA traces from somatic and terminal field illumination in 

vivo. Arch-injected mice with chronically implanted optrodes in vHPC and 

fibers in mPFC (N=2) rested in their home cages during recording. 

Spontaneous activity in vHPC cells was robustly silenced  by illumination 

of the vHPC (left) but not by illumination of mPFC terminal fields (right).  

(C) Schematic diagram of acute experiment and evoked responses (5ms 

nonoverlapping bins, baseline rate = 6.1+/-0.14Hz). Robust evoked multi-

unit responses to electrical stimuli in ventral Ca1 were seen in mPFC 

beginning 5-10ms, lasting 40ms, post-stim. When pulses were paired with 

terminal field illumination in Arch-expressing animals, a reduction in the 

evoked response was observed, particularly for early (putatively 

monosynaptic) latencies. 

(D) Totals for arch-expressing and arch-negative controls. In Arch-expressing 

animals, but not in controls, illuminated of mPFC diminished the MUA 

response across the 5-40 ms post-stimulus (N = 16 sites across 3 

animals, t = 6.68, p = 0.0004; t =1.57, p = 0.3, respectively). 
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Chapter 3: Behavioral effects of modulating 
hippocampal-prefrontal input 
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3.1 Introduction 

The dominant explanatory model of working memory in human psychology 

over the past 4 decades was originated by Alan Baddeley, whose work in primate 

prefrontal cortex in the 1970’s provided some of the earliest evidence of so-called 

“memory cells”, those which became active upon cue presentation and persisted 

through the delay period until a response was made (Baddeley and Hitch 1974, 

Baddeley 2003). A substantial body of research in primate as well as human and 

rodent models has extended from these initial findings and this model (Niki 1974, 

Niki and Watanabe 1976, Joseph and Barone 1987, Logie 1995, Miyake and 

Shah 1999, Andrade 2001, de Zubicaray, McMahon et al. 2001, Baeg, Kim et al. 

2003, Curtis and D'Esposito 2004, Klauer and Zhao 2004, Jo, Park et al. 2007, 

Horst NK 2012, Miller 2013, Sreenivasan, Curtis et al. 2014). According to this 

conceptual framework, working memory requires 3 essential elements: a central 

executive, allocating attention and directing the contents of working memory to 

goal-directed action, a phonological loop, and a visuospatial sketchpad. Later 

findings of dissociability suggested that the visuospatial sketchpad may have 

distinct visual and spatial components (Logie 1995, Baddeley 2003, Klauer and 

Zhao 2004). Orthogonal to these modular cognitive components are phase 

components – information processed through working memory undergoes 

encoding, in which information is taken in through sensory pathways, 

maintenance, in which information is transiently held in an active state, and 

retrieval, in which it is applied toward motivated behavior. 
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For experiments requiring the use of rodent models of cognition, the study 

of phonological loops is challenging – while there is ample evidence for the use 

of vocalizations for communication in rodents (Arriaga, Zhou et al. 2012), it is 

unlikely to involved homologous circuitry to human speech and remains largely 

unexplored as a cognitive modality. Navigational capabilities in rodents, however, 

are highly developed – the robust tuning properties of entorhinal grid cells and 

hippocampal place cells provide strong evidence for the homology of this circuitry 

across mammalian systems (O'Keefe, Burgess et al. 1998, Burgess and O’Keefe 

2003). 

While spatial working memory in humans and primates is typically tested 

using keyboard and touch-screen paradigms, behavioral assays of spatial 

working memory in rodents typically involve spatial navigation to reward-

associated goals – this has most often involved the H-maze, Figure-8 maze, or 

W-maze delayed spatial alternation (DSA) task, and the T-maze delayed non-

match-to-place (DNMTP) task. DSA and DNMTP are distinct in that DNMTP 

features distinct encoding and retrieval trial phases, while DSA lacks such distinct 

phases (Dudchenko 2004).  

A substantial body of literature implicates both hippocampus and 

prefrontal cortex in the successful execution of DNMTP tasks. Lesions of the 

mPFC results in impaired performance on such tasks involving delays between 0 

and 25 seconds (Rogers, Wright et al. 1992, Shaw and Aggleton 1993, Lee and 

Kesner 2003, Sloan, Good et al. 2006, Izaki, Takita et al. 2008). Moreover, 
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previous work has shown that the joint contribution of medial prefrontal cortex 

(mPFC) and hippocampus (HPC) is critical to successful spatial working memory 

in rodents (Lee and Kesner 2003, Jones and Wilson 2005, Wang and Cai 2006, 

Hyman, Zilli et al. 2010, Sigurdsson, Stark et al. 2010). 

Despite ample evidence for the necessity of mPFC in the successful 

performance of spatial working memory, the nature of this role is the subject of 

debate. It has been proposed that mPFC plays the role of a monitor, detecting 

changes in the environment and orchestrating the activity of structures that play a 

more direct role in fine-grained information coding (Andrade 2001, Horst NK 

2012, Miller 2013), and alternatively that the mPFC itself encodes precise cue 

information, playing a more direct computational role in working memory (Euston, 

Gruber et al. 2012, Hymana, Maa et al. 2012). To better characterize the role of 

mPFC in SWM, and to assess the contribution of vHPC input to this role, we 

applied a projection silencing approach to reversibly inhibit vHPC-mPFC input 

during distinct phases of DNMTP trials. 

 

3.2 vHPC-mPFC Terminal Inhibition Impairs Performance on a 2-Goal T-

Maze Task 

To assay working memory performance, a T-maze delayed non-match-to-

place (DNMTP) task was employed. In this task each trial is divided into two 

phases; in the sample phase, one of the two goal locations is blocked by a wall, 

and the mouse is directed toward a food reward in the open location. In the 
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choice phase the wall is removed, and the mouse must select the opposite, 

previously closed arm in order to receive a second reward (Figure 3.1A). Arch-

expressing mice, as well as control mice expressing an AAV-encoded 

fluorophore, were both trained to criterion in the task (see Methods). Following 

successful task acquisition, vHPC-mPFC terminal fields illumination was 

delivered either during the entire trial, sample phase only, or choice phase only. 

On each day of testing, mice received illumination trials of each type, along with 

no-light trials, and trial types were randomly interleaved.  

Illumination of mPFC terminal fields in the Entire Trial or Sample Light 

condition was sufficient to impair task performance, while illumination in the 

Choice Light condition failed to affect performance (N = 6 control, N = 8 Arch 

animals; t = 3.96, p = 0.002; t = 2.98, p = 0.011; t = 1.1, p = 0.29, respectively). 

Performance was not affected by light for Arch-negative control animals in any 

condition (N = 8 and 6, respectively; ANOVA, virus-by-light interaction, F = 5.92, 

p = 0.02). Pairwise comparison of performance during illuminated trials relative to 

No Light trials revealed a decrease in performance for Arch animals in the Entire 

Trial (t = 4.9, p = 0.002) and Sample On conditions (t = 4.5, p =0.003) but not 

Choice On (t = 1.7, p = 0.125). There was no significant decrease in performance 

for Arch-negative animals trials in any of the illuminated trial types (t =  0.18, p = 

0.87; t = 1.1, p = 0.3; t = 1.3, p = 0.25, respectively). 

In Arch-expressing mice but not opsin-negative controls, performance was 

impaired by entire trial and sample phase illumination, but not by choice phase 
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illumination. These data raised the possibility that vHPC-mPFC input is critical for 

the encoding of location cues associated with sample goal but may not be 

required for the maintenance or retrieval of such cues.  

 

3.3 vHPC-mPFC Terminal Inhibition During Encoding, not Maintenance or 

Retrieval, Impairs SWM Performance 

This native version of the T-maze task, however, is not optimized to 

discriminate between encoding and retrieval, as the animal could begin forming a 

motor action plan (i.e. go into the opposite arm) any time after it encounters the 

sample goal. To better segregate the encoding, maintenance, and retrieval 

phases within trial, selection of the choice goal was temporally restricted to the 

choice run using a modified, 4-goal T-maze. Here, as in the 2-goal task, a single 

goal was made available for retrieval of the sample reward. Prior to the 

subsequent choice run, one of the three remaining doors would open (Figure 

3.2A). This design prevents the mouse from formulating a spatially-directed 

action plan until the choice phase, when, at the end of its center arm run, it is 

presented with two of the four goals as options.  

Baseline performance in this version of the T-maze was somewhat lower 

than the two-arm version, and animals did slightly worse when the sample and 

goal arms were in the same compared to the opposite direction (left vs. right) – 

nonetheless, performance remained well above chance for all trial types (Figure 

2D). Animals performed better in the 4-goal task when sample and choice goals 
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differed in the left/right dimension than when they matched (N = 13 mice; mean = 

0.71 +/- 0.02 and 0.65 +/- 0.01, respectively; t = -3.91, p = 0.001). However, 

performance on trials with left/right matching was significantly above chance (t = 

4.0 x 103, p = 3.1 x 10-38). 

The effects of terminal inhibition confirmed the requirement for vHPC-

mPFC input during encoding. Performance was impaired only in the Sample 

Light condition, while it was not impaired in the Delay Light condition or in the 

Choice Light condition (repeated here with either 10 or 20 second delays; Figure 

3.2B). As in the 2-Goal task, performance was impaired in a task-phase selective 

manner for Arch-positive animals but not for Arch-negative animals (N = 7 and 6, 

respectively; ANOVA F = 3.74, p = 0.03; ANOVA F = 0.89, p = 0.47, 

respectively). Impairment was restricted to Sample On trials (t = 3.1, p = 0.0093), 

while No Light runs, Delay On runs and Choice On runs following both 10 and 20 

second delays showed no impairment (t=1.1, p=0.29; t = 1.0, p = 0.34; t = 1.91, p 

= 0.08; t=1.2, p = 0.24, respectively). Pairwise comparison of performance 

between No Light runs and Sample Light runs also revealed a significant 

difference for Arch-positive animals (t = 2.5, p = 0.04) but not for Arch-negative 

animals (t = 0.35, p = 0.73). Moreover, performance during Sample Light runs 

was not significantly above chance level (t = 1.9, p = 0.11), though it was for No 

Light, Delay, and Choice On trials with both 10 and 20-second delays (t = 8.0, p 

= 2x10-4, t = 6.1, p = 9.1x10-4, t = 3.9, p = 0.008, t = 3.7, p = 0.009, respectively). 
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Together these experiments indicate that input from the vHPC to the mPFC is 

critical for encoding but not maintenance or retrieval of location cues in this task. 

 
3.4 Discussion 

 In this study we used a projection silencing technique to reversibly 

interfere with direct HPC-mPFC input in a temporally and anatomically precise 

manner. We found that direct hippocampal input to the prefrontal cortex is 

essential for successful encoding of SWM-related cues. The finding of a 

dependence of task performance on vHPC input during sample runs, replicated 

across both behavioral paradigms used in this study, provides a strong argument 

for the importance of vHPC-mPFC afferent input during the phase of each trial in 

which relevant spatial cues are encoded. We furthermore find no significant effect 

of vHPC-mPFC terminal inhibition on performance during task phases concurrent 

with maintenance or retrieval of spatial cues. In light of multiple prior studies 

demonstrating the mPFC to be critically involved in SWM at delays less than or 

equal to those used here in the 4-goal experiment (Rogers, Wright et al. 1992, 

Shaw and Aggleton 1993, Lee and Kesner 2003, Sloan, Good et al. 2006, Izaki, 

Takita et al. 2008), the findings presented here argue that the critical window for 

vHPC-mPFC input is constrained to the encoding phase. In the 4-goal T-maze 

task used here, unlike with the spatial alternation task, choice goal is not fully 

determined by sample goal. While the animal may, during the delay phase, 

prepare to suppress a return to the sample goal, this anticipated action 

suppression does not fully determine an action plan. The task is therefore 
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uniquely suited to segregating cue encoding, maintenance, and retrieval. Our 

findings point to a role for the vHPC-mPFC afferent pathway as a conduit for the 

updating of SWM-critical location cues – this is in agreement with prior work 

implicating both vHPC and mPFC contextual learning (Fanselow and Dong 2010, 

Euston, Gruber et al. 2012, Hymana, Maa et al. 2012, Ruediger, Spirig et al. 

2012, Komorowski, Garcia et al. 2013, Miller 2013). 

 
 

3.5 Methods 

Viral Transduction 

AAV2/5 of titer exceeding 1012vg/ml (UNC Vector core and UPenn Vector Core) 

was used to package all viruses. In the 2-goal t-maze experiment, a CamKIIα-

eArch3.0-eYFP sequence was used to express the opsin and CamKIIα-mCherry 

was used as an opsin-negative control. For the 4-goal experiment, hSyn-eArch-

eYFP and hSyn-eYFP were used for opsin and control, respectively. The 

hSynapsin promoter was chosen for the 4-goal experiment to account for 

possible long-range GABAergic vHPC-mPFC projections and to avoid potential 

toxicity effects resulting from opsin expression under the stronger CamKIIα 

promoter. Virus was targeted to multiple targets within stratum pyramidal of 

ventral Ca1 (2 mediolateral rows at AP 2.95 and 3.25, with sites at ML/DV: 

2.65/4.5, 3.0/4.3, 3.35/3.9, 3.7/3.3-2.9.  An additional row was made at AP 3.1, 

with ML/DV sites at 2.8/1.55 and 3.15/1.7. All coordinates reported in mm, all AP 

and ML w.r.t. bregma, DV w.r.t. brain surface. A 200nL bolus was delivered to 
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each site via glass micropipette (20-40μM diameter) at a rate of 100nL/min 

continuous infusion, with a wait time of 5 minutes between infusion and 

retraction.     

 

Behavioral Training and Testing 

Mice undergoing behavioral testing were given 5 weeks to recover from 

surgery, at which time they were placed on a food-restricted diet consisting of 

1.5-2.5 grams of food per day as needed to maintain 85% of their post-recovery 

bodyweight. Mice were then given 2 days of habituation to the maze, which 

consisted of 10 minutes free exploration and foraging (plugged into optical fibers 

and recording tether) with all doors open, followed by 5 minutes of interleaved 

laser light pulses in the start box with doors closed (5-10sec on, 30sec off, 5 

min). On the subsequent 2 days mice underwent behavioral shaping consisting of 

10 minutes of running to baited goal arms in alternating directions. Mice then 

underwent training on the t-maze task until criterion performance, consisting of 

70% correct trials on 2 out of 3 consecutive days) was achieved. Inter-trial delay 

was 20 seconds. On the 2-goal experiment, reward consisted of dustless pellets 

(Bio-Serv). To minimize across-session performance drift, we adjusted intra-trial 

delay according to the preceding day’s performance, beginning at 10sec and 

adding 5 seconds of delay following days on which performance was above 80%. 

For the 4-goal experiment, reward consisted of sweetened condensed milk 

(~50μL, 3:1 dilution). To allow for direct comparison of delay within animal, intra-
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trial delay was fixed at 10sec, with addition of a single session of 20sec delays as 

the final session for each animal. Light stimulation was 532nm, 10mW. 
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Figure 3.1 Inhibition of vHPC-mPFC Terminal Fields Impairs Performance in 

SWM-dependent Task 

(A) Schematic of 2-Goal DNMTP task. The task was run in a standard T-maze 

configuration, in which a trial consisted of a forced-direction sample run to 

one of two rewards, followed by a choice run to the remaining reward. 

(B) Task impairment with terminal inhibition during encoding. Illumination of 

mPFC terminal fields in the Entire Trial (t = 3.96, p = 0.002) or Sample 

Sample! Choice!

No Light ! Entire Trial! Sample! Choice!
50!

60!

70!

80!

90!

Pe
rc

en
t c

or
re

ct
!

* 
* 

Arch+ ! Arch-!

* 
* 

B!

A!



	
  

	
   62	
  

Light condition (t = 2.98, p = 0.011), was sufficient to impair task 

performance, while illumination in the Choice Light condition failed to 

affect performance (t = 1.1, p = 0.29). Performance was not affected by 

light for Arch-negative control animals in any condition (N = 8 and 6, 

respectively; ANOVA, virus-by-light interaction, F = 5.92, p = 0.02). 

Pairwise comparison of performance during illuminated trials relative to No 

Light trials revealed a decrease in performance for Arch animals in the 

Entire Trial (t = 4.9, p = 0.002) and Sample On conditions (t = 4.5, p 

=0.003) but not Choice On (t = 1.7, p = 0.125). There was no significant 

decrease in performance for Arch-negative animals trials in any of the 

illuminated trial types (t =  0.18, p = 0.87; t = 1.1, p = 0.3; t = 1.3, p = 0.25, 

respectively). 	
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Figure 3.2 Inhibition of vHPC-mPFC Terminal Fields Impairs the Encoding, 

but not Maintenance or Retrieval, of Spatial Working Memory 

(A) Schematic of 4-Goal DNMTP Task. For improved temporal segregation of 

encoding, maintenance, and retrieval phases, a modified 4-Goal configuration 

was used. As with the standard 2-Goal T-maze, Sample run consisted of a 

forced-direction turn into one of four goals.  
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(B) Task performance by sample-choice relationship. Animals performed 

better in the 4-goal task when sample and choice goals differed in the 

left/right dimension than when they matched (N = 13 mice; mean = 0.71 +/- 

0.02 and 0.65 +/- 0.01, respectively; t = -3.91, p = 0.001). However, 

performance on trials with left/right matching was significantly above chance 

(t = 4.0 x 103, p = 3.1 x 10-38). 

(C) Task impairment with vHPC-mPFC terminal inhibition during encoding but 

not maintenance or retrieval. As in the 2-Goal task, performance was 

impaired in a task-phase selective manner for Arch-positive animals but not 

for Arch-negative animals (N = 7 and 6, respectively; ANOVA F = 3.74, p = 

0.03; ANOVA F = 0.89, p = 0.47, respectively). Impairment was restricted to 

Sample On trials (t = 3.1, p = 0.0093), while No Light runs, Delay On runs and 

Choice On runs following both 10 and 20 second delays showed no 

impairment (t=1.1, p=0.29; t = 1.0, p = 0.34; t = 1.91, p = 0.08; t=1.2, p = 0.24, 

respectively). Pairwise comparison of performance between No Light runs 

and Sample Light runs also revealed a significant difference for Arch-positive 

animals (t = 2.5, p = 0.04) but not for Arch-negative animals (t = 0.35, p = 

0.73). Moreover, performance during Sample Light runs was not significantly 

above chance level (t = 1.9, p = 0.11), though it was for No Light, Delay, and 

Choice On trials with both 10 and 20-second delays (t = 8.0, p = 2x10-4, t = 

6.1, p = 9.1x10-4, t = 3.9, p = 0.008, t = 3.7, p = 0.009, respectively).  
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Chapter 4: Hippocampal-dependent 
representation of location cues by mPFC 

neurons 
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(Note: Analyses in this chapter involving a linear classifier were done in 

collaboration with Mattia Rigotti, Ph.D., in the lab of Stefano Fusi, Ph.D. at 

Columbia University.) 

4.1 Introduction 

 Since the initial discovery of hippocampal place cells over 40 years ago 

(O'Keefe and Dostrovsky 1971), the role of the hippocampus in spatial navigation 

has been studied extensively and in fine spatial, temporal, and anatomical detail. 

Yet the vast majority of studies of the hippocampus in spatial navigation have 

focused on the dorsal/septal third of the structure. The dorsal hippocampus has 

been called the “cold” hippocampus, processing information supporting memory, 

navigation, and cognition in a manner relatively unbiased by emotional valence, 

while the ventral hippocampus has been called the “hot” hippocampus, critical for 

regulation of emotional states such as anxiety, stress, and fear (Fanselow and 

Dong 2010). This dichotomy is supported by studies showing that the dorsal 

hippocampus exhibits place representation in the absence of explicit motivation 

(O'Keefe and Dostrovsky 1971), while place fields in the ventral hippocampus are 

larger, less spatially resolved, and tend to correspond with salient spatial 

features, rather than Cartesian coordinates (Jung, Wiener et al. 1994, Poucet, 

Thinus-Blanc et al. 1994, Kjelstrup, Solstad et al. 2008, Royer, Sirota et al. 2010, 

Keinath, Wang et al. 2014). For example, the ventral hippocampus shows spatial 

periodicity in environments with spatially repeating features (Royer, Sirota et al. 

2010). Nevertheless, despite the fact that the vHPC displays more abstracted 



	
  

	
   67	
  

spatial representations than the “literal” representations seen in place cells of the 

dHPC, an animal’s spatial location can nevertheless be decoded with a high 

degree of accuracy from populations of simultaneously recorded vHPC cells 

(Keinath, Wang et al. 2014). Moreover, there is ample evidence that the vHPC is 

involved in spatial exploration (Fanselow and Dong 2010, Ruediger, Spirig et al. 

2012, Komorowski, Garcia et al. 2013).  

Like ventral hippocampus, cells of the mPFC exhibit coding for abstracted, 

behaviorally salient environmental features, rather than absolute location as seen 

in the dHPC (Jung, Qin et al. 1998, Hok, Save et al. 2005, Fujisawa, 

Amarasingham et al. 2008, Burton, Hok et al. 2009). Moreover, in some cases 

mPFC cells exhibit memory traces corresponding with previously observed 

stimuli. These “memory cells” have been demonstrated in primates performing 

working memory tasks; a subset of PFC cells will begin firing in response to a 

given stimulus, continue firing through the delay period, and stop firing as the 

animal performs a response (Fuster and Alexander 1971, Fuster 1973, Niki 1974, 

Niki and Watanabe 1976, Joseph and Barone 1987, Funahashi, Bruce et al. 

1989, Sreenivasan, Curtis et al. 2014). In rodents, this phenomenon has proven 

elusive. In delayed spatial alternation tasks, PFC cells have been identified that 

correspond with both previous and future run trajectories (note that past and 

future trajectories are intertwined in spatial alternation) (Baeg, Kim et al. 2003, 

Horst NK 2012). However, when mPFC memory cells have been sought in 

DNMTP tasks, they have been notably absent (Jung, Qin et al. 1998).  
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We set out to elucidate the role of the mPFC in SWM by recording from 

multiple single units during the 4-goal T-maze task and examining spatial firing 

properties of cells both individually and at the population level. We hypothesized 

that, at the population level, the previously visited goal location should be 

decoded from aggregate population activity. We also wanted to clarify the role of 

vHPC input to mPFC SWM-related firing, hypothesizing that vHPC input should 

be essential to spatial coding during sample runs but not necessarily during 

choice runs. 

 

 
4.2 mPFC Cells Encode Goal Location Both Categorically and Globally  

The criticality of vHPC-mPFC input for the encoding of spatial working 

memory-related cues suggests that task-related spatial locations are encoded by 

specific mPFC firing patterns in a vHPC input-dependent manner. To test this 

hypothesis, optical fiber-coupled stereotrodes were used to obtain recordings of 

multiple single units in the prelimbic region of the mPFC in mice performing the 4-

goal task. Activity in mPFC cells discriminated sample goal location (Figure 4.2A-

C), with cells displaying varying degrees of mixed selectivity for the two spatial 

dimensions that distinguished goal arms (left/right, back/front; Figure 4.2C). 

The percentage of cells that were goal-selective according to left/right, 

back/front, and combined spatial dimensions was modulated during the approach 

to the goal (Figure 4.2C). 2-way repeated measures ANOVAs were performed on 

binned spike rates (500ms windows, 100ms overlap) at successive peri-event 
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time points. The dashed line in figure 4.2C represents chance percentage. 

Across the population, cells showed preference for each spatial dimension 

individually, as well as for the interaction, suggesting a mixed selectivity of 

location coding among mPFC cells. 

While some goal-modulated units displayed pure selectivity for a single 

spatial dimension (left/right, 20%; back/front, 8%), others had mixed selectivity for 

both dimensions, either in isolation (4%) or with interaction (14%). 

 

4.3 Hippocampal Input is Required for Spatial Encoding in mPFC Units 

Given this inhomogeneous and distributed nature of the representation of 

spatial information among recorded mPFC units, a maximum margin linear 

classifier (Anlauf and Biehl 1989, Meyers, Freedman et al. 2008, Barak and 

Rigotti 2011, Rigotti, Barak et al. 2013) was used to decode sample goal location 

from binned population rate vectors and quantify the strength and reliability of its 

neural encoding (Figure 4.3A-C). The classifier was trained on data from half of 

the trials, and model accuracy was tested on data from the remainder (see 

Methods). 

Sample goal was decoded from spike histograms aligned to multiple trial 

events (Figure 4.3A), with model accuracy peaking in the temporal epoch that 

corresponded with arrival at the sample goal (Figure 4.3C). Sample goal 

representation at goal arrival time was then assessed in the presence and 

absence of inhibition of vHPC input by training the model on spikes from non-
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Sample Light trials and testing on spikes from Sample Light trials. For eYFP-

expressing animals, sample goal was decoded equally well with or without mPFC 

illumination, while in Arch-expressing animals accuracy was impaired by mPFC 

illumination (Figure 4.3D), demonstrating that vHPC input is critical for the 

representation of sample goal among mPFC cells during encoding. Decoding 

accuracy for Sample Goal upon arrival at the reward port was impaired by vHPC-

mPFC terminal inhibition (269 Arch cells, 285 EYFP cells; N = 100 permutations; 

t = 0.48, p = 0.64 for EYFP; t = 161.2, p = 1.2 x 10-121 for Arch). 

 

4.4 Hippocampal Input is Not Required for Episodic Encoding in mPFC 

Units 

To assess the impact of terminal inhibition on encoding of non-spatial, 

task-relevant cues, the same classifier was used to decode task phase (sample 

vs. choice) at the time the start-box doors opened immediately prior to the run 

down the center arm. We reasoned that, because this epoch was behaviorally 

equivalent in sample and choice runs, a representation of task phase at this time 

point would rely upon a memory of the preceding task phase. In fact, task phase 

was decoded at this time point with near-perfect accuracy (Figure 4.4A). When 

the decoder was tested on choice runs from Sample Light trials, model accuracy 

was not affected for eYFP or Arch animals (Figure 4.4B), suggesting that vHPC-

mPFC terminal inhibition interferes specifically with encoding of spatial 
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information pertaining to the goal location, and that it does not generally interfere 

with the encoding of other relevant task information. 

Terminal inhibition did not affect encoding of episodic memory. When 

trained on trials with no light and tested on choice runs from Sample Light trials, 

accuracy remained high for both populations (0.96 and 0.95 for EYFP cells, 0.87 

and 0.87 for Arch cells). 

 

4.5 mPFC Cells Encode Choice Goal Location, and Not Sample Goal 

Location, During Choice Runs 

During the subsequent delay period leading up to the choice run, sample 

goal could no longer be decoded (Figure 4.5A-B), arguing against the 

persistence of cue representation in the mPFC during the delay phase of this 

task. Instead, choice goal was decoded during choice run in a manner affected 

by trial outcome (Figure 4.5C-D). mPFC units also encoded trial outcome during 

choice running, with accuracy at decoding correct vs incorrect responses 

exceeding chance levels beginning 1 second prior to reaching the reward port. 

 

4.6 mPFC Units Encode vHPC Input, though Not as a Change in Overall 

Firing Rate 

The finding of vHPC input-dependent location coding in mPFC prompted 

the question of how location is encoded among mPFC cells. For example, vHPC 
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input could result in a location-specific firing rate increase, decrease, or a net-

zero combination of the two. To answer this question, we first examined the 

effect of terminal inhibition on overall firing rate and found no change in eYFP or 

Arch animals. Firing rate during outbound running (points a-c from 4.3A) was 

unaffected by terminal field illumination in Arch or EYFP-injected animals (N = 

474 cells, sign rank z = -0.23, p = 0.82; N = 418, z = -0.97, p = 0.33, 

respectively).  

When putative pyramidal cells or interneurons were separated based on 

waveform features, putative FS and non-FS cells, sorted by spike width, showed 

no effect of terminal illumination on spike rate (EYFP Non-FS: sign rank z = -1.7, 

p = 0.095, EYFP FS: z = -1.6, p = 0.11; Arch Non-FS: z = -2.7, p = 0.79; Arch FS: 

z = -0.49, p = 0.62) (Figure 4.6A-C). 

Despite the lack of overall change in firing rate due to vHPC-mPFC 

terminal inhibition, this inhibition could be decoded using our linear classifier 

4.6D, suggesting the removal of vHPC input caused a shift in the pattern of firing 

rates across the mPFC population. 

 

4.7 mPFC Units Show Hippocampal-dependent Location Selectivity During 

Encoding but Not Retrieval 

Next, cells with high selectivity for sample goal were identified using 

weights generated by the classifier. These weights were also used to identify 

each cell’s preferred goal, the goal in which firing rate was most different from 
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spiking in the other goals. This selection criterion deliberately left the sign of the 

rate differences intact, allowing for the possibility that any given unit might 

represent location by an increase or decrease in rate. Nevertheless, this 

difference was observed as an elevation in mean firing rate relative to other goals 

(Figure 4.8), and this elevation was particularly high for cells with high goal 

selectivity (Figure 4.7). During sample goal approach on Sample Light trials, high 

goal selective cells from Arch animals experienced a decrease in firing rate only 

when in the preferred goal, so that firing in preferred goals now equaled firing in 

non-preferred goals, while cells from eYFP animals were unaffected (Figure 

4.7B). This change reveals an excitatory role for vHPC input in the location-

selective firing of mPFC cells. 

During choice runs, firing rate for high goal selective cells was also higher 

in the preferred goal than in non-preferred goals, but this elevation was 

unaffected by vHPC-mPFC terminal inhibition (Figure 4.7C), indicating that goal 

selectivity following encoding is no longer dependent on vHPC input. 

 

4.8 Discussion 

Here we have recorded from a large population of mPFC single units and 

found evidence of robust spatial representation in mPFC during both encoding 

and retrieval task phases. However, we found no evidence of retrospective 

coding for previously visited locations, either at the level of individual units or at 

the population level. Moreover, we find strong evidence that the contribution of 
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vHPC direct input to mPFC activity is critical for this spatial representation 

exclusively during the encoding phase of each trial, in close agreement with our 

behavioral findings of the necessity of this input for encoding but not retrieval 

(Chapter 4). 

Using 2-way ANOVA, as well as a linear classifier, we find that the activity 

of mPFC units robustly represents the animal’s contemporaneous location. This 

activity was observed as a goal-selective enhancement of firing in preferred 

goals, which depended on direct vHPC input. Moreover, while contemporaneous 

location was represented during both sample and choice runs, this representation 

depended on vHPC input only during the sample run. Here the physiology 

appears to agree with the behavioral observation that vHPC-mPFC input is 

critical for encoding, not retrieval, of task-relevant location cues.  

Interestingly, using the same linear classifier that was highly accurate in 

decoding the mouse’s contemporaneous location in both sample and choice 

runs, we find no evidence of retrospective location coding in mPFC activity. 

Within the parameters of this study, this appears to rule out persistent firing within 

mPFC as a means of maintaining the stimulus representation between encoding 

and retrieval. Retrospective and prospective location encoding have been seen in 

mPFC cells of rodents during delayed spatial alternation tasks in which past and 

future location are intertwined, and in which the rodent may form an action plan 

during the delay period (Baeg, Kim et al. 2003, Horst NK 2012), while in primates 

there is ample evidence for stimulus-specific delay-period firing in dorsolateral 
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prefrontal cortex, homologous to rodent PL (Fuster and Alexander 1971, Fuster 

1973, Niki 1974, Niki and Watanabe 1976, Joseph and Barone 1987, Funahashi, 

Bruce et al. 1989). But in an 8-arm radial maze SWM task, in which an animal 

freely chooses a sequence of goal visitations, retrospective place firing has been 

shown to be notably absent in rodent mPFC (Jung, Qin et al. 1998).  

In the 4-goal T-maze task used here, unlike with the spatial alternation 

task, choice goal is not fully determined by sample goal. While the animal may, 

during the delay phase, prepare to suppress a return to the sample goal, this 

anticipated action suppression does not fully determine an action plan. The task 

is therefore uniquely suited to segregating cue encoding, maintenance, and 

retrieval. Beyond the behavioral result itself, we consider the lack of retrospective 

place firing as additional validation that SWM cognitive phases (encoding, 

maintenance, retrieval) are temporally distinct in this task.  

The combined results that vHPC-mPFC input is necessary only during 

location encoding, that mPFC lacks retrospective location representation during 

maintenance and retrieval, and that mPFC representation of contemporaneous 

location during retrieval is not vHPC input-dependent suggests that mPFC 

processes sample goal location transiently and that some downstream 

structure(s) may maintain the information thereafter. Likely candidate structures 

would include dHPC (by way of entorhinal cortex) and the thalamic nucleus 

reuniens. We cannot, however, rule out the possibility that retrospective location 

is persistently represented in the mPFC in a form not decodable from spike rates 
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alone, such as temporary changes in synaptic weights, or reactivation of 

retrospective spatial representations that are transient and not well aligned to trial 

events. 

 

 

4.9 Methods 

Recording and Spike Sorting 

Recordings were amplified, band-pass flitered (1-1000Hz LFPs, 600-

6000Hz spikes), and digitized using the Neuralynx Digitcal Lynx system. LFPs 

were collected at a rate of 2kHz, while spikes were detected by online 

thresholding and collected at 32kHz. Units were initially clustered using 

Klustakwik (Ken Harris), sorted according to the first two principal components, 

voltage peak, and energy from each channel. Clusters were then accepted, 

merged, or eliminated based on visual inspection of feature segregation, 

waveform distinctiveness and uniformity, stability across recording session, and 

ISI distribution. Recording sites were validated by histological examination of 

electrothermolytic lesions performed pre-perfusion (50μA, 20sec).  

 

Spike Analysis Using a Linear Classifier 

Analysis using the population decoder was performed on binned spike 

vectors (500ms bins, 100ms increments) of all recorded cells from sessions with 
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at least 2 trials for each feature class under consideration. As in previous work 

with spike data from prefrontal cortex, we therefore took advantage of the 

accumulated data to decode task-relevant features by treating all cells as a 

single, pseudosimultaneously recorded population (Meyers, Freedman et al. 

2008, Machens, Romo et al. 2010). This approach assumes equivalent spike 

statistics across animals and recording sessions, and ignores potential 

contributions to population coding from correlated spike variability that would be 

observed if all cells were indeed simultaneously recorded  (Abbott and Dayan 

1999).  

Model training was performed using constrained quadratic programming 

(Anlauf and Biehl 1989, Barak and Rigotti 2011) that employed a maximal margin 

perceptron (Rosenblatt 1962, Krauth and Mezard 1987, Anlauf and Biehl 1989). 

The training samples to this algorithm are generated by averaging the recorded 

spike counts within the relevant conditions that need to be decoded, and across a 

specified training set of trials. This procedure gives a mean activity vector per 

condition, where each component of the vector represents the trial-averaged 

activity of a given neuron at a given condition (Figure 4.9). The quadratic 

programing procedure then aims at finding a set of readout weights that 

maximally separate the mean activity vectors corresponding to the conditions that 

have to be discriminated. Multi-class discrimination problems are reduced to a 

set of binary discrimination problems involving all pairwise combinations of 

conditions (Dietterich and Ghulum 1991). 
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The model is then tested by cross-validating its performance on a test set 

of recorded trials. Given a task condition, a test vector is generated by sampling 

its components from the distribution of spike counts recorded from the 

corresponding neuron during the test trials. At each test phase 100 test vectors 

per condition are randomly resampled with replacement, and the performance of 

the model is quantified as the average accuracy in classifying them. For each 

time bin, model training and testing was performed 100 times (at which point 

estimates of model accuracy approached asymptote) on non-overlapping subsets 

of trials (half of trials to train, half to test, random subsampling without 

replacement), with subsets constrained to include at least one trial corresponding 

with each feature class under consideration. For training and testing across 

separate trial conditions (Figure 4), the same trial number requirement was 

applied across training and testing sets to ensure equal population sizes and 

equal representation of feature classes in the two trial sets. 

For identification of each cell’s preferred goal, absolute values of model 

weights for each goal’s 3 binary classifications (comparison with each other goal) 

were summed, and the goal with the highest summed value was judged to be the 

preferred goal. To segregate cells with high and low goal selectivity, the absolute 

model weights for all 6 binary classifications (each goal-goal comparison) were 

summed; cells in the upper and lower quintiles were judged to have high and 

goal selectivity, respectively. 

  



	
  

	
   79	
  

  
 
Figure 4.1. Individual mPFC Unites Clustered from Fiber-Coupled 

Stereotrodes. 

(A) Multiple individual units clustered from stereotrode recordings in mPFC in 

the absence and presence of illumination. 

(B) Mean waveforms from cells in (A) 

  

Light Off! Light On!

Channel 1 (volts)!Channel 1 (volts)!

Ch
an

ne
l 2

 (v
ol

ts
)!

Light Off! Light On!

A!

B!



	
  

	
   80	
  

 

Figure 4.2 mPFC Cells Encode Goal Location Both Categorically and 

Globally 

(A) A rastor plot of spikes fired by a cell across trials, sorted by sample goal, 

temporally aligned to arrival at sample goal.  

(B) Mean and SEM traces of firing rates from all trials for the cell from (A). The 

cell shows location selectivity, firing preferentially in the Back Right goal. 

(C) Place map for the same cell for the full recording session. Goal-selective 

cells tended to fire more at the preferred goal than at the other goals, and 

more at all goals than in the rest of the environment. 
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(D) Percentage of cells that were goal-selective according to left/right, 

back/front, and combined spatial dimensions. 2-way repeated measures 

ANOVAs were performed on binned spike rates (500ms windows, 100ms 

overlap) at successive peri-event time points. Dashed line represents 

chance percentage. Across the population, cells showed preference for 

each spatial dimension individually, as well as for the interaction, 

suggesting a mixed selectivity of location coding among mPFC cells. 

(Upper right) Venn diagram of overlap among cells from the left panel at 

time zero (arrival at goal). Percentages are out of all recorded units. While 

some goal-modulated units displayed pure selectivity for a single spatial 

dimension (left/right, 20%; back/front, 8%), others had mixed selectivity for 

both dimensions, either in isolation (4%) or with interaction (14%). 
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Figure 4.3 Hippocampal Input is Required for Spatial Encoding in mPFC 

Units. 

(A) Schematic of Run Sequence. Spike data from all isolated mPFC cells was 

structured as peri-event spike histograms centered on key events during 

task running: Leaving start box (a), entering goal arm (b), reaching goal 

port (c), leaving goal arm (d), and returning to start box (e).  

(B) Entering Sample Goal. Sample Goal identity was decoded from the mPFC 

population well above chance from the time the animal enters the 

intersection.  
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(C) Reaching Sample Goal. Decoding accuracy peaks at 0.96 upon arrival at 

the reward port.  

(D) vHPC-mPFC Terminal Inhibition Reduces Sample Goal Representation. 

Decoding accuracy for Sample Goal upon arrival at the reward port was 

impaired by vHPC-mPFC terminal inhibition (269 Arch cells, 285 EYFP 

cells; N = 100 permutations; t = 0.48, p = 0.64 for EYFP; t = 161.2, p = 1.2 

x 10-121 for Arch). Error bars represent 95% confidence intervals for real 

data, blue lines represent upper bounds of 95% confidence intervals for 

shuffled data. 
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Figure 4.4 Hippocampal Input is Not Required for Episodic Encoding in 

mPFC Units. 

(A) Task phase (sample vs. choice) was decoded with near perfect accuracy 

(0.98), revealing a memory trace for the preceding task phase (previous 

trial’s choice run for sample, and current trial’s sample run for choice), 

which peaked 1.2s prior to leaving the start box, concurrent with the 

opening of the start box doors (a).  

(B) Terminal inhibition did not affect encoding of episodic memory. When 

trained on trials with no light and tested on choice runs from Sample Light 

trials, accuracy remained high for both populations (0.96 and 0.95 for 

EYFP cells, 0.87 and 0.87 for Arch cells). 
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Figure 4.5 mPFC Cells Encode Choice Goal Location, and Not Sample Goal 

Location, During Choice Runs. 

(A) Decoding accuracy declined as the animal leaves the Sample Goal and 

returns to the Start Box. 

(B)  Decoding Sample Goal location during subsequent Choice run. Using the 

linear decoder, previously visited location was not detectable above 

chance accuracy. Histograms aligned to departure from start box. 

(C) Decoding Choice Goal during Choice run, correct VS incorrect trials. 

Location decoded was chosen goal, (i.e., the mouse’s current location) 

rather than correct goal. Model accuracy reached 0.93 upon arrival at the 
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goal on correct trials. On incorrect trials, model accuracy was similar to 

that from correct trials during goal approach but dropped to chance levels 

upon reaching the goal. 

(D) Decoding choice accuracy (correct VS incorrect) during choice trials. 

Model accuracy was nearly perfect, peaking at 0.99 at 1.9 seconds 

following arrival at the goal. 
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Figure 4.6 vHPC-mPFC Terminal Inhibition Changes the mPFC Population-

wide Activity Profile but Not Overall Firing Rate 

A. Terminal inhibition does not affect overall spike rate among mPFC cells. 

Firing rate during outbound running (points a-c from 5A) was unaffected by 
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terminal field illumination in Arch or EYFP-injected animals (N = 474 cells, 

sign rank z = -0.23, p = 0.82; N = 418, z = -0.97, p = 0.33, respectively).  

B. Waveform features used to separate putative cell types. Spike duration 

was defined as the peak-to-trough time, while afterhyperpolarization (AHP) 

energy was taken as the area over the curve following the second zero-

crossing. Spike duration yielded the clearest separation.  

C. mPFC spike rates remain unaffected when sorted by putative cell type. 

Putative FS and non-FS cells, sorted by spike width, showed no effect of 

terminal illumination on spike rate (EYFP Non-FS: sign rank z = -1.7, p = 

0.095, EYFP FS: z = -1.6, p = 0.11; Arch Non-FS: z = -2.7, p = 0.79; Arch 

FS: z = -0.49, p = 0.62).  

D. mPFC Population Activity Encodes vHPC Terminal Inhibition. Using a 

maximum margin linear classifier, light presence was decoded from 

peristimulus spike histograms temporally aligned to goal arrival (500ms 

windows, 100ms overlap). Shaded areas indicate 95% confidence 

intervals across model iterations. The presence of light was decoded 

above chance for both EYFP-injected and Arch-injected animals, though 

with considerably higher accuracy in the Arch group. EYFP peak accuracy 

was 0.7 (200ms post to goal arrival), while Arch peak accuracy was 0.87 

(200ms prior to goal arrival), and decoding accuracy at both timepoints 

was significantly higher for the Arch group (414 EYFP cells, 378 Arch 
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cells, N = 100 model iterations, t = -122, p = 10.0x10-110 first timepoint, t = 

-24.7, p =  4.6x10-44 second timepoint). 
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Figure 4.7 mPFC Units Show Hippocampal-dependent Location Selectivity 

During Encoding but Not Retrieval 

(A) Example of selectivity modulation by terminal inhibition. (Left Panel) On 

Sample runs with no light, firing rate is greater in left than in right goals. 

(Right Panel) During Sample On trials, selectivity is degraded. 

(B) Terminal inhibition eliminates firing rate differences in preferred VS non-

preferred goal during encoding. Traces indicate mean +/-SEM of 

normalized firing rate (bin FR – session FR) for cells with high location 

selectivity, defined as those with model weights in the upper quintile at the 
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time of goal arrival (note that even for non-preferred goals, firing rate is 

higher than session mean). On Sample runs with no light, cells from both 

EYFP (Upper Left) and Arch animals (Lower Left) show elevated firing 

rates in preferred goal relative to non-preferred goal (black asterisks mark 

timepoints with Bonferroni-corrected significance). In Sample Light runs, 

cells from EYFP animals maintain elevated firing in the preferred goal 

(Upper Right), while cells from Arch animals show no significant firing rate 

difference (N = 78 EYFP cells, 67 Arch cells, Sign rank p < 0.0005). 

(C) Terminal inhibition does not affect firing rate differences in preferred VS 

non-preferred goal during retrieval. As in Sample runs, cells from both 

EYFP (Upper Left) and Arch animals (Lower Left) show elevated firing in 

the preferred Choice goal during Choice runs. In Choice On trials, firing in 

cells from both EYFP and Arch animals remained significantly elevated (N 

= 145 EYFP cells, 77 Arch cells, Sign rank p <0.0005). 
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Figure 4.8 Effect of mPFC Illumination on Goal-Selective Firing in mPFC 

(A) Low-weighted cells, as identified using the classifier, show no difference in 

firing between the goal with the highest weight relative to the other goals. 

Moreover, in the sample goal these cells fire at rates not different than 

their session mean rates. Traces indicate mean +/-SEM of normalized 

firing rate (bin FR – session FR). 

(B) Terminal inhibition eliminates firing rate differences in preferred VS non-

preferred goal during encoding across all cells. On sample runs with no 

light, cells from both EYFP (Upper Left) and Arch animals (Lower Left) 

show elevated firing rates in preferred goal relative to non-preferred goal 

(red asterisks mark time points with Bonferroni-corrected significance). In 

Sample Light runs, cells from EYFP animals maintain elevated firing in the 

preferred goal (Upper Right), while cells from Arch animals show no 
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significant firing rate difference (N = 358 EYFP cells, 325 Arch cells, Sign 

rank p < 0.0005). 
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Figure 4.9 Schematic of decoder training and testing (Rigotti, Barak et al. 

2013)  

(A) For half of all session trials, binned spike rates for each peristiumulus time 

bin t are used to train a decoder to discriminate between condition pairs. A 

perceptron is generated for each condition pair.  

(B) Separation boundaries are drawn in N-dimensional space, where N is the 

number of recorded neurons. Support vectors are established to maximize 

the distance between the trial-averaged spike rates in this space. 

(C) The classifier is tested on spike rates from all trials not used for training. A 

code matrix is applied to the population rates, weighting neurons with 

strong class discrimination higher than those with weak class 

discrimination. Outputs from all perceptrons are collapsed into a single 

multi-class prediction.  
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Chapter 5: Gamma but not theta oscillations 
mediate vHPC-mPFC input during spatial 

working memory 
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5.1 Introduction 

 Rhythmic oscillations in aggregate postsynaptic potentials (typically 

referred to as local field potentials or LFP) and in neuronal spiking have long 

been hypothesized to facilitate the temporal coordination of activity across distant 

assemblies of neurons (Milner 1974, von der Malsburg 1981, Gray and Singer 

1989, Buzsaki 2006). Oscillations in two specific frequency bands in particular, 

the theta and gamma bands (4-12Hz and 30-70Hz, respectively) have been 

associated with effective cognitive processing in both hippocampal and cortical 

regions. Synchronization of theta oscillations between dHPC and mPFC are 

associated with successful working memory performance and have been 

hypothesized to synchronize via vHPC (Jones and Wilson 2005, Siapas, 

Lubenov et al. 2005, Sigurdsson, Stark et al. 2010, O'Neill, Gordon et al. 2013). 

Gamma oscillations in primate mPFC have been shown to modulate the timing of 

cue-sensitive neurons (Siegel, Warden et al. 2009), and gamma oscillations in 

hippocampus are associated with the successful execution of spatial working 

memory in the T-maze (Yamamoto, Suh et al. 2014). Using multisite recordings 

in dHPC, vHPC, and mPFC, we examined the role of theta and gamma 

synchrony in the hippocampal-prefrontal pathway and its relevance to spatial 

working memory. 
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5.2 mPFC Units are Not Directionally Modulated by vHPC Theta Oscillations 

LFPs recorded from dHPC, vHPC and mPFC exhibit prominent theta (4-

12Hz) and gamma (30-70Hz) rhythms (Figure 5.2). Synchrony in these frequency 

ranges can be used as a measure of functional connectivity and has been linked 

by prior studies to working memory (Jones and Wilson 2005, Sigurdsson, Stark 

et al. 2010, Yamamoto, Suh et al. 2014). To assay functional connectivity, the 

degree to which spiking in one brain region synchronizes with LFP oscillations in 

a second brain region was examined using Rayleigh’s test, a measure of the 

significance of phase non-uniformity, and pairwise phase consistency (PPC), a 

measure of the magnitude of phase non-uniformity. To determine the temporal 

directionality of synchronous activity, we performed lag analysis, in which phase-

locking was measured at various temporal shifts; preferential phase-locking at a 

nonzero We first examined theta and found that a large subset of mPFC cells 

significantly phase-locked to theta in both dHPC and vHPC during runs toward 

goals in the T-maze (49% and 40% at zero lag, respectively Figure 5.3A,D). 

Surprisingly, despite the anatomical unidirectionality of vHPC-mPFC projection, 

mPFC cells did not phase-lock preferentially to vHPC theta of the past. mPFC 

cells that significantly phaselock are equally strongly phaselocked to vHPC Theta 

of the past and future, indicating a lack of temporal directionality (N = 189 cells, z 

= 2.05, p = 0.98). Moreover, examination of the mean PPC value among phase-

locked cells revealed no temporal directionality, further supporting the conclusion 

that mPFC cells are not influenced by vHPC theta. If any directionality did exist, it 
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appeared as a non-significant trend toward preferred phase-locking of mPFC 

cells to vHPC theta of the future. 

 

5.3 mPFC Units are Directionally Modulated by dHPC Theta Oscillations 

Unlike with vHPC theta, mPFC cells preferentially phase-locked to dHPC 

theta of the past (Figure 5.3D-F), as has been reported in previous work (Siapas, 

Lubenov et al. 2005, Sigurdsson, Stark et al. 2010), supporting the idea that 

theta-frequency input from the dHPC influences mPFC spike timing. Among 

mPFC cells that significantly phase-lock to dHPC Theta (Bonferonni-corrected 

significance within the -200 to 200ms lag window), a higher number phase-lock 

maximally at lags at which mPFC spiking corresponds with the dHPC signal of 

the past (N=160 cells, Sign rank z = -4.4, p = 6x10-6). Examination of the mean 

PPC value across lags for mPFC cells phase-locked to dHPC theta also revealed 

a lag, mean PPC value peaking with dHPC theta from 20-25ms in the past. 

 

5.4 vHPC Units are Driven by mPFC Theta of the Past 

To better resolve the directional relationship between theta and spiking in 

the vHPC-mPFC pathway, phase-locking in the reverse direction was analyzed: 

vHPC cells to mPFC theta. Here a temporal directionality was revealed, with 

vHPC cells phase-locking preferentially to mPFC theta of the past (Figure 5.4), 

meaning that vHPC spike timing is predicted by mPFC theta phase.  
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vHPC cells that significantly phase-lock do so maximally at negative lags, 

indicating that vHPC spiking follows mPFC Theta (N = 51 cells, z = -5.03, p = 

2.4x10-7). Moreover, examination of mean PPC value among vHPC cells phase-

locked to mPFC theta also revealed temporal directionality, with vHPC cells 

phase-locking maximally to mPFC theta from 30-35ms in the past. 

This finding suggests that vHPC-mPFC input likely does not entrain mPFC 

theta-patterned activity, but rather that mPFC theta influences vHPC activity 

through an indirect pathway. Consistent with this conclusion, vHPC-mPFC 

terminal inhibition did not affect phase-locking of mPFC cells to either vHPC or 

dHPC theta (Figure 5.3G). 

 

5.5 vHPC Gamma Robustly and Coherently Modulates Local Output 

The surprising result that mPFC theta oscillations drive vHPC spiking 

motivated us to look at other frequency ranges for a signature of directional 

modulation in the monosynaptic vHPC-mPFC pathway. We therefore examined 

gamma oscillations in the vHPC and their role in driving local and downstream 

spike activity. 

Measuring phase-locking of vHPC units to local gamma, we did find robust 

phase-locking, with 21% of cells significantly phase-locking to local gamma. 

These cells phase-locked preferentially to local gamma at a zero lag, as 

measured by the lag at which the most cells were significantly phase-locked, the 

lag at which phase-locked cells had their maximal PPC value, and lag with the 



	
  

	
   100	
  

greatest mean PPC value (Figure 5.5). Moreover, phase-locked vHPC cells 

showed a preferred overall gamma phase – when spikes pooled from all phase-

locked vHPC cells were tested for circular non-uniformity, it was found that the 

population fired preferentially at the falling phase (180-360 degrees) of gamma 

cycles phase (N=25653 spikes, Rayleigh’s z = 23.5 p = 25.9 x 10-11). 

 

5.6 vHPC Gamma Directionally Modulates mPFC Spiking 

A subset of mPFC cells significantly did phase-lock to vHPC gamma (8% 

at zero lag; Figure 5.6A), although a greater number of cells were phase-locked 

at lags in which vHPC gamma preceded mPFC spiking (Figure 5.6B). Moreover, 

mPFC cells phase-locking to vHPC gamma did so maximally at lags in which 

vHPC led. Moreover, a higher number of cells maximally phase-locked at lags 

less than zero, indicating the cells follow vHPC-gamma phase (N = 43 cells, Sign 

rank, z = -2.2, p = 0.014). These findings are consistent with the hypothesis that 

gamma-frequency inputs from the vHPC influence mPFC spike timing (Figure 

5.6C-E).  

Optogenetic inhibition of vHPC-mPFC terminals reduced the overall 

strength of gamma phase-locking (Figure 5.7A), indicating that the observed 

synchrony is likely mediated by direct vHPC-mPFC input. Terminal inhibition 

decreases phase-locking of mPFC cells to vHPC-gamma. Cells from Arch 

animals decreased in PPC value between Light Off and Light On runs, while cells 
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from EYFP animals showed no change (N = 140 cells, Signed rank z = -3.9, p = 

8.7x10-5;  N = 222 cells, z = -1.83, p = 0.07, respectively). 

This directional vHPC-mPFC synchrony was not incidental to behavior; 

rather, it correlated with the effective encoding of task-related cues. PPC values 

were higher during sample than choice runs, suggesting that phase-locking is 

associated with the encoding phase of the trial (Figure 5.7B), in contrast to theta-

synchrony, which has been shown to correlate with retrieval (Sigurdsson, Stark et 

al. 2010). Phase-locking is greater during encoding than retrieval. PPC value 

decreased between Sample and Choice runs (N = 458 cells z = -3.2, p = 0.0016). 

Additionally, phase-locking was stronger during sample runs of correct 

trials than of incorrect trials (Figure 5.7C), suggesting that it may support more 

effective encoding of location cues. Phase-locking during encoding is greater in 

correct than in incorrect trials (N = 270 cells, z = -4.2, p = 3.5x10-5). 

 
 
5.7 Discussion 

Our data demonstrate that entrainment of mPFC spikes to vHPC gamma 

oscillations is a physiological signature of task-critical long-range signal 

propagation. We find that inhibition of the direct hippocampal input disrupts 

gamma-frequency synchrony between the vHPC and the mPFC, without affecting 

theta-frequency synchrony. These data suggest that the direct hippocampal-to-

prefrontal pathway carries information about goal location to the mPFC, and that 

this information transfer involves coordination of activity in the gamma-frequency 
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range. vHPC gamma oscillations entrain local output in a phase-coherent 

manner, which influences mPFC spiking at putatively monosynaptic delays. This 

phenomenon is subtle – at the lag with greatest phase-locking, fewer than 10% of 

mPFC cells were significantly phase-locked to vHPC gamma. Nevertheless, the 

observed correlation between vHPC-mPFC gamma synchrony and effective 

encoding suggests that gamma synchrony could be a behaviorally-relevant 

marker of effective long-range functional connectivity (Yamamoto, Suh et al. 

2014). 

The finding that mPFC theta activity temporally led vHPC theta, and that 

theta synchrony between the two structures did not appear to depend upon 

vHPC-mPFC afferents, ran counter to our initial hypotheses. Prior work had 

shown that dHPC theta leads mPFC theta (Siapas, Lubenov et al. 2005, 

Sigurdsson, Stark et al. 2010), that theta waves travel from dHPC to vHPC 

(Lubenov and Siapas 2009, Patel, Fujisawa et al. 2012), and that silencing of 

vHPC activity affects dHPC-mPFC theta synchrony (O'Neill, Gordon et al. 2013), 

supporting the idea that the vHPC theta-patterned activity might directly entrain 

mPFC theta. Nonetheless, inhibition of the direct hippocampal input did not 

reduce vHPC-mPFC theta synchrony. The inhibition described here was 

incomplete (on the order of 40-50%). It is possible, therefore, that a more 

complete disruption of the direct input would have had a detectable effect on 

theta synchrony. However, the observable effects on both gamma frequency and 

behavioral performance suggest that, were theta synchrony to depend on this 
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input, the methods described here should have detected it. Moreover, the 

observation that mPFC leads vHPC in the theta range further supports the notion 

that the unidirectional vHPC-to-mPFC pathway does not play a role in this 

synchrony. 

As to what circuit mediates hippocampal-prefrontal synchrony, two 

hypotheses are of particular interest. First, one or more upstream structures 

could entrain both mPFC and vHPC to a theta rhythm at separate latencies, such 

that theta-patterned activity reaches mPFC before vHPC. Alternatively, the 

mPFC theta-patterned output could entrain the vHPC theta signal by way of 

some intermediary structure. The first hypothesis is perhaps the better-supported 

of the two, particularly if one considers the dHPC as the putative upstream 

structure. Traveling waves of theta activity along the dorso-ventral axis of 

hippocampal Ca1 result in vHPC theta that lags dHPC theta by ~90° (50-60ms; 

(Patel, Fujisawa et al. 2012)), while in our current data set mPFC theta lags 

dHPC theta by 20-25ms, and vHPC lags mPFC by 30-35ms. Therefore, dHPC 

theta could be relayed to mPFC via an intermediary (for example, the midline 

thalamic nuclei) and to vHPC via dorso-ventral propagation, reaching mPFC first 

and offsetting mPFC and vHPC theta from one another. The alternative 

hypothesis, while plausible – mPFC could generate theta that propagates to 

vHPC via intermediaries (entorhinal, thalamic, striatal, amygdalar) – has scant 

data to recommend it. 
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5.8 Methods 

Recording and Spike Sorting 

Recordings were amplified, band-pass flitered (1-1000Hz LFPs, 600-

6000Hz spikes), and digitized using the Neuralynx Digitcal Lynx system. LFPs 

were collected at a rate of 2kHz, while spikes were detected by online 

thresholding and collected at 32kHz. Units were initially clustered using 

Klustakwik (Ken Harris), sorted according to the first two principal components, 

voltage peak, and energy from each channel. Clusters were then accepted, 

merged, or eliminated based on visual inspection of feature segregation, 

waveform distinctiveness and uniformity, stability across recording session, and 

ISI distribution.  

 

Phase-locking Analysis 

Phase-locking of spikes to oscillatory phase of LFPs was performed using 

pairwise phase consistency (Vinck, Battaglia et al. 2012), which, unlike other 

commonly used measures of phase-locking, is unbiased by spike number (Vinck, 

van Wingerden et al. 2010). Nevertheless, to ensure a representative estimate of 

spike phase, we set a threshold of 100 spikes for all analysis; in comparisons of 

phase-locking across conditions (Figures 6G and 7F-H), only cells which fired 

100 spikes in each condition were included.  LFP signal was digitally band-pass 

filtered (4-12Hz for theta, 30-70Hz for gamma) using a zero-phase-delay filter 
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(filter0 provided by K. Harris and G. Buzsaki, order = sample frequency). The 

phase component calculated by a Hilbert transform, and a corresponding phase 

was assigned to each spike. 

To compute PPC value, first, mean circular distance is evaluated as: 

 

 

To ensure a value that had adequate dynamic range to serve as a 

functional measure of relative phase-locking, mean phase difference was 

normalized to obtain the PPC value:  
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Figure 5.1 Comparison of Sample-Size Effects on MRL Value and PPC 

Value 

A. All recorded units with >1000 spikes (N = 621) subsampled at increments 

between 10 and 1000 spikes. Mean resultant length (MRL), the sum of all 

spike phases around a unit circle, is strongly sample-biased, with higher 

values resulting from analysis of smaller spike subsets. 

B. Same cells analyzed at sample subsamplings as (A), but for pairwise 

phase consistency values. Analysis at each subsampling size for each cell 

was performed 100 times, with the mean value plotted here. Unlike with 

MRL, PPC shows no sample bias, although subsamplings with fewer 

spikes yield more variable PPC values. We therefore set a cutoff for all 
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analyses, accepting only cells with 100 spikes for each condition in each 

analysis. 

 

 

 

Figure 5.2 Theta and Gamma Activity Bands Are Clearly Visible in the LFP 

of vHPC During SWM 
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Figure 5.3 mPFC Spiking is Modulated by Theta Activity in dHPC but not 

vHPC 
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(A) Pseudocolor plot of relative strength of mPFC phaselocking to vHPC 

Theta at lags from -200ms to 200ms. 

(B) mPFC cells that significantly phaselock are equally strongly phaselocked 

to vHPC Theta of the past and future, indicating a lack of temporal 

directionality (N = 189 cells, z = 2.05, p = 0.98) 

(C) Mean PPC value among significantly phaselocked cells is maximal at a lag 

of zero, indicating a lack of temporal directionality. 

(D) Pseudocolor plot of relative strength of mPFC phaselocking to dHPC 

Theta at temporal offsets (lags) from -200ms to 200ms. Warmer colors 

indicate higher PPC values, negative values along the x-axis indicate lags 

in which the dHPC Theta signal is aligned to mPFC spikes of the future. 

(E) mPFC cells that significantly phaselock to dHPC Theta (Bonferonni-

corrected significance within the -200 to 200ms lag window), tend to 

phaselock maximally at negative lags (N=160 cells, Sign rank z = -4.4, p = 

6x10-6) at which mPFC spiking corresponds with the dHPC signal of the 

past.  

(F) The mean PPC value among significantly phaselocked cells is also 

greatest at negative lags. 

(G) Phaselocking of mPFC cells to dHPC Theta and vHPC Theta is not 

affected by vHPC-mPFC terminal inhibition (N=140 cells, Sign rank z = -

1.3, p = 0.2; z = -1.4, p = 0.12). 
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Figure 5.4 vHPC Spikes Are Modulated by mPFC Theta Activity 

(A) Pseudocolor plot of relative strength of vHPC phaselocking to mPFC 

Theta at lags from -200ms to 200ms. 

(B) vHPC cells that significantly phaselock do so maximally at negative lags, 

indicating that vHPC spiking follows mPFC Theta (N = 51 cells, z = -5.03, 

p = 2.4x10-7).  

(C) Mean PPC value among significantly phaselocked cells is maximal 

negative lags, indicating that vHPC spiking follows mPFC. 
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Figure 5.5 vHPC Gamma Modulates vHPC Output.  

(A) vHPC cells phase-lock maximally to the vHPC-gamma rhythm at a lag of 

zero (p-value from Rayleigh’s test < 0.05, dashed line indicates chance 

rate). 

(B) Pseudocolor plot of normalized PPC values, sorted by lag of maximal 

phaselocking, for significantly phaselocked vHPC cells. Cells with 

Bonferroni-corrected significance within the -40 to 40ms lag window 

(Rayleigh test, p < 0.0029) were included. 

(C) Mean normalized PPC value for the population shown in (B). 

(D) Histogram of cells with maximum PPC value at each lag. Most cells 

maximally phase-locked at a lag of zero, with no significant difference from 

zero across the population (t = 0.19, p = 0.85). 
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(E) vHPC spikes show preferred gamma phase. Pooled spikes from 

significantly phase-locked vHPC cells were modulated by vHPC gamma 

phase (N=25653 spikes, Rayleigh’s z = 23.5 p = 25.9 x 10-11, PPC=0.002), 

with peak spiking in the descending phase of the gamma cycle. The cirve 

is an idealized LFP whose gamma phase corresponds with the gamma 

(30-70Hz) phases of the spikes in the histogram below. The peak of this 

waveform corresponds with positive extracellular voltage, while the trough 

corresponds with negative voltage. The yellow bar marks the falling face of 

the wave, where vHPC spiking is highest. Note that spikes and LFPs were 

both recorded from stereotrodes in the stratum pyramidal and that this 

gamma phase would likely differ from that recorded in SLM, as in Figure 7. 
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Figure 5.6 mPFC Spiking is Modulated by the vHPC Gamma Rhythm.  
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(A) Distribution of PPC values for all units from spikes recorded at all times. 

Non-phase-locked units (Rayleigh’s p > 0.05) in grey, and phase-locked 

units (Rayleigh’s p < 0.05) in red. Insets show vHPC gamma phase 

histograms from example phase-locked mPFC units (Cell51: Rayleigh’s z 

= -3.24, p < 0.001, PPC value = 0.0003; Cell338: z < -6, p < 0.0001, PPC 

value = 0.002; Cell324: z = -2.8, p = 0.002, PPC value = 0.001). 

(B) Percentage of mPFC units significantly phase-locked (p-value from 

Rayleigh’s test < 0.05, dashed line indicates chance rate) to vHPC gamma 

across a range of lags.  

(C) Pseudocolor plot of normalized PPC values, sorted by lag of maximal 

phase-locking, for mPFC units with Bonferroni-corrected significance 

within the -40 to 40ms lag window (Rayleigh test, p < 0.0029). 

(D) Mean normalized PPC value for the population shown in C. 

(E) Distribution of lags at peak phase-locking strength. Distribution was 

significantly shifted towards a vHPC lead (N = 43 units, Sign rank, z = -2.2, 

p = 0.014). 
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Figure 5.7 mPFC-vHPC Gamma Phase-locking is Mediated by 

Monosynaptic Input and by Behavior 

-2π"""""""""""""""0""""""""""""""2π" ! -2π"""""""""""""""0""""""""""""""2π" !

Cell84: PPC=0.001! PPC=0.0002!

100!
200!

# 
of

 s
pi

ke
s!

A!

Δ 
PP

C,
 C

ho
ic

e-
Sa

m
pl

e"

*

*

Δ 
PP

C,
 C

or
re

ct
-In

co
rr.

 (S
am

pl
e)
"C! D!

vHPC Gamma Phase !

*!

Δ 
PP

C,
 L

ig
ht

 O
n-

O
ff"

B!
Arch– !
Arch+ !

x 10-4 !
5!
0!

-5!
-10!

0! 0!

x 10-4 !
5!

0!

-5!

x 10-3 !
1!

-1!

0!



	
  

	
   116	
  

(A)  vHPC gamma phase histogram of spikes from an example mPFC unit 

from an Arch+ animal during all Light Off runs (Rayleigh’s p = 0.03, PPC = 

0.001) and Light On runs (Rayleigh’s p = 0.3, PPC = 0.0002). This cell 

shows a drop in PPC value of 0.0008, similar to the population mean 

shown in (B). 

(B) Terminal inhibition decreases phase-locking of mPFC units to vHPC-

gamma. Units from Arch+ animals decreased in PPC value between Light 

Off and Light On runs, while units from Arch– animals showed no change. 

Mean and SEM shown for each (N = 140 units, Signed rank z = -3.9, p = 

8.7x10-5; N = 222 units, z = -1.83, p = 0.07, respectively). 

(C)  Phase-locking is greater during encoding than retrieval. PPC value 

decreased between Sample and Choice runs. Mean and SEM shown (N = 

458 units z = -3.2, p = 0.0016). 

(D)  Phase-locking during encoding is greater in correct than in incorrect trials. 

Mean and SEM shown (N = 270 units, z = -4.2, p = 3.5x10-5). 
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Chapter 6: Discussion of Findings 
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6.1 Summary of principal findings 

Here we have built upon previous work showing a critical dependence of 

spatial working memory upon the joint activity of the vHPC and mPFC by 

demonstrating that direct input from vHPC to mPFC during the encoding of 

spatial cues, but not during maintenance or retrieval, is critical for successful 

SWM. We have also shown that this effect is input selective, as inhibition of input 

from NRe, another major source of glutamatergic drive to the mPFC, does not 

impair SWM performance during encoding. This effect was repeated across two 

cognitively similar yet structurally distinct behavioral paradigms with parallel 

results, bolstering the principal conclusion that vHPC-mPFC is selectively critical 

for encoding of SWM-related spatial cues. 

This behavioral finding was further supported by concurring results from 

analysis of multiple single units within mPFC. These units exhibited location-

selective firing properties, in that many cells fired preferentially near the maze 

goals, and of these cells many (several times higher numbers than chance) 

selectively coded for one or more spatial feature. As this coding scheme proved 

to be inhomogeneous and distributed, analysis of location selectivity was 

assessed using a maximum margin linear classifier to decode goal location from 

population rate vectors. This analysis revealed near perfect decoding of sample 

goal across the pseudosimultaneously recorded population, with accuracy 

peaking upon arrival at the sample goal. When the classifier was trained on trials 

with no illumination and tested on trials with illumination, there was a significant 
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decrease in model accuracy for cells from Arch-expressing animals, not for cells 

from opsin-negative controls.  

The dependence of task-related cue encoding on vHPC input appeared to 

apply selectively to spatial information. Task phase was decoded from spike 

vectors at time bins concurrent with the opening of the doors at the beginning of 

sample and choice runs, a moment at which the decoding of task phase 

necessarily depended upon a memory trace from the preceding run. When task 

phase was decoded from choice runs following an illuminated sample run, there 

was no loss of model accuracy, indicating that vHPC input is not required for 

nonspecific (in this case episodic) cues and that the pathway is instead selective 

for spatial information.  

Using the same classifier, we were able to decode the presence of light 

from cells in both control and Arch mice, although model accuracy for control 

mice only exceeded chance in several time bins, while for Arch cells it remained 

well above chance (and above values for control cells) throughout the approach 

to the goal. This was the case despite a lack of overall change in firing rate for 

cells in general, or for putative pyramidal cells or interneurons. Thus, while there 

was no nonspecific effect of terminal inhibition on firing rate, across the 

population there was a change in the pattern of firing rates that could be 

decoded. 

Using cell weights extracted from the classifier after training, we identified 

the preferred goal for each cell – the goal at which firing was most different from 
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firing in the other 3 goals upon approach to the goal. Here we found that cells 

with high overall goal selectivity had higher firing rates (normalized to their overall 

rates) at the goals than cells with low goal selectivity. We found that goal 

preference across all cells, and particularly for highly selective cells, was 

observed as an elevation in firing rate upon reaching the goal, and that inhibition 

of vHPC input abolished this firing rate increase. Furthermore, this elevation in 

firing rate was present also during approach to the choice goal, but during this 

task phase it unaffected by vHPC input. Thus, goal selective firing of mPFC units 

was vHPC dependent only during cue encoding, and not during retrieval. 

Having determined that vHPC-mediated excitation is required for mPFC 

spatial encoding, we then sought to identify a signature for long-range functional 

connectivity in the form of oscillatory synchrony. vHPC and mPFC exhibited 

pronounced theta and gamma oscillations, and synchrony in both frequency 

ranges was examined. While nearly half of mPFC cells were significantly phase-

locked to vHPC theta oscillations, lag analysis revealed that they were not more 

strongly phase-locked to vHPC theta phases of the past than of the future, this 

despite a replication of previous studies showing preferential phase-locking to 

dHPC theta phases of the past. Moreover, when an inverse analysis was 

performed, examining phase-locking of vHPC units to mPFC theta, again strong 

phase-locking was found, but here vHPC units were preferentially phase-locked 

to mPFC theta of the past, a paradoxical finding in light of the unidirectionality of 

the vHPC-mPFC anatomical projection. In line with this indication that mPFC 
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leads vHPC in the theta range and not vice versa, vHPC-mPFC terminal 

inhibition had no effect on the strength of vHPC-mPFC phase-locking. 

Units of the mPFC also phase-locked to vHPC activity in the gamma 

range, albeit not as strongly; whereas ~40% of mPFC units were phase-locked to 

vHPC theta, between 8 and 10% of mPFC units were phase-locked to vHPC 

gamma. Nevertheless, this phase-locking exhibited directionality consistent with 

entrainment of mPFC units by vHPC gamma-patterned output via the direct 

anatomical vHPC-mPFC projection. This was further supported by the finding 

that vHPC units were themselves robustly modulated by local vHPC gamma 

rhythms. This modulation was coherent across vHPC units, as phase-locked 

units exhibited preferred gamma phase. In further support of the idea that vHPC-

mPFC gamma synchrony is driven by direct vHPC-mPFC input, phase-locking 

strength decreased with terminal inhibition. This phase-locking was seen to 

correlate with effective encoding of spatial cues, as phase-locking was 

significantly higher during sample runs than choice runs, and higher during 

sample runs of correct trials than of incorrect trials. 

 

6.2 Role of vHPC-mPFC input in SWM – specificity vs generality 

 The findings presented here represent a targeted sampling of the 

behavioral space in which the vHPC-mPFC pathway is likely to operate. The 

interaction of these structures is thought to play critical roles in anxiety (Adhikari, 

Topiwala et al. 2010, Adhikari, Topiwala et al. 2011), the regulation of fear 
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memories (Sotres-Bayon, Sierra-Mercado et al. 2012), and the development of 

object-context associations (Komorowski, Garcia et al. 2013). The finding of the 

necessity vHPC-mPFC input for SWM encoding is therefore merely a single 

piece in a larger puzzle which further experiments involving targeted circuit 

manipulations and further behavioral controls may elucidate and, hopefully, 

situate within a more coherent and comprehensive model for the purpose and 

role of this pathway. 

 While the present findings implicate the vHPC-mPFC pathway in the 

encoding of spatial cues with no indication of a requirement for maintaining or 

retrieving those cues, the lack of evidence herein for the role of this pathway in 

maintenance and/or retrieval does not conclude an exhaustive search.  In the first 

experiment (involving the 2-goal T-maze), intratrial delay was adjusted for each 

animal according to overall performance in order to reduce inter-animal variance 

and to prevent ceiling and overtraining effects. Thus, the period of delay between 

encoding and retrieval was not experimentally varied. In the second experiment 2 

delays were used, 10 and 20 seconds, and performance was not impaired by 

vHPC-mPFC terminal inhibition during retrieval at either delay. These delays 

were chosen in consideration of previous work implicating the mPFC itself in 

SWM performance in tasks with delays of <20 seconds (Rogers, Wright et al. 

1992, Shaw and Aggleton 1993, Sloan, Good et al. 2006, Izaki, Takita et al. 

2008). However, it is possible that the vHPC-mPFC input may become essential 

for maintenance and/or retrieval at longer delays. While it would be difficult to test 
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this hypothesis in the 4-goal task, in which performance was considerably lower 

than in the 2-goal task and in which longer delays may introduce behavioral floor 

effects, longer delays could feasibly be introduced in the 2-goal task.  

 These results demonstrate a requirement for vHPC-mPFC input in spatial 

working memory, and while analysis of mPFC unit representation of non-spatial 

task features did not reveal a requirement for vHPC input for encoding of episodic 

cues, further work would have to be done before concluding that the pathway is 

truly selective for spatial encoding. Working memory-dependent tasks employing 

olfactory, auditory, or touch-screen cues during vHPC-mPFC terminal inhibition 

would shed additional light of the spatial specificity or multimodal generality of 

working memory-related information transmitted across the vHPC-mPFC 

synapse.  Such findings could serve to extend the implications of vHPC-mPFC 

connectivity beyond the rodent model by making use of behavioral paradigms 

better suited for translation into primate and clinical models. 

 While the criticality of vHPC-mPFC input for SWM encoding has been 

demonstrated, the vHPC may not be the exclusive source of SWM-related spatial 

cues in the mPFC. The nucleus accumbens, entorhinal cortex, and thalamic 

midline nuclei also may encode spatial information important for the mPFC 

encoding of SWM-related cues. Therefore, before placing special emphasis on 

the vHPC input for SWM, further experiments must be performed to silence input 

from these other structures, to determine the relative importance of this source of 

spatial information to the mPFC.  
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6.3 vHPC-mPFC Connectivity and Working Memory: Implications for 

Schizophrenia 

 The finding of criticality of the vHPC-mPFC pathway for encoding of cues 

related to SWM leads to a specific translational question. This question can 

further be parsed into more precise hypotheses that are experimentally tractable. 

The first is that the encoding phase of working memory is specifically disrupted in 

schizophrenia. If it is the case that such disruptions are exclusively a function of 

encoding, we expect working memory deficits in leading candidate models for 

schizophrenia to be delay-independent, as the relevant processing impairment 

would occur prior to the maintenance/retrieval phase.  Second, location encoding 

should be disrupted in mPFC cells in rodent models of schizophrenia. Third, 

hippocampal-prefrontal gamma-range synchrony should be disrupted in 

schizophrenia models. These hypotheses can be readily tested by applying in 

vivo recording techniques to further genetic models of schizophrenia 

predisposition with finer-grained resolution. For example, the 22 genes affected 

by the 22q11.2 microdeletion are being parsed and individually tested for their 

respective contributions to the overall long-range connectivity deficit seen in the 

full deletion. By extending the application of both genetic tools and in vivo 

recording techniques, the relevance of the circuit perturbations used in the work 

presented here for the pathophysiology of schizophrenia can be assessed. 

Moreover, application of optogenetics to interrogated circuits within these genetic 

models (such as, for example, optogenetically driving long-range inputs and 
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observing the robustness of response in mutant animals) can yield further 

insights into the potential relevance of this circuit to the pathophysiology of 

schizophrenia.  
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Appendix A  

Repeated Cortico-striatal stimulation generates persistent 
OCD-like Behavior 

 

(Note: This work was performed principally in collaboration with Susanne Ahmari, 
M.D./Ph.D., at Columbia Univerisity. The establishment of the stimulation 
protocol was developed, and the behavioral results were obtained, in the labs of 
Dr. Ahmari and Dr. Rene Hen. The in vivo electrophysiological recordings, and 
the analyses thereof, were performed in the lab of Dr. Joshua Gordon.)  
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