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We consider factor-graph-based soft self-iterative equalization in wireless multipath channels. Since factor graphs are able to char-
acterize multipath channels to per-path level, the corresponding soft self-iterative equalizer possesses reduced computational com-
plexity in sparse multipath channels. The performance of the considered self-iterative equalizer is analyzed in both single-antenna
and multiple-antenna multipath channels. When factor graphs of multipath channels have no cycles or mild cycle conditions, the
considered self-iterative equalizer can converge to optimum performance after a few iterations; but it may suffer local convergence
in channels with severe cycle conditions.
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1. INTRODUCTION

A multipath fading channel, which can be mathematically
described by a convolution of transmitted signals and linear
channel response, is one of many typical channel models oc-
curring in digital communications. In general, an equalizer
that makes detection based on a number of adjacent received
symbols is necessary to achieve optimal or near-optimal per-
formance in multipath channels. In classical communica-
tion theory, different representations of multipath channels
have led to equalizers with different designs. By represent-
ing multipath channels as trellis structures, the optimum se-
quence detector can be computed by the Viterbi algorithm
[1], and the optimum symbol detector can be computed
by BCJR algorithm [2]. Starting from the transfer function
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representation of linear multipath systems, people proposed
various low-complexity designs such as linear zero-forcing
(ZF) equalizer, linear minimum mean-square-error (MMSE)
equalizer, nonlinear zero-forcing decision feedback equal-
izer (ZF-DFE), non-linear MMSE-DFE, and so forth. [3]. In
this work, the multipath channels are represented by factor
graphs, and soft self-iterative equalizers that execute belief
propagation algorithm on factor graphs are studied. (Please
refer to [4] for an excellent tutorial on factor graph and its
applications.)

One question might rise regarding the motivation of this
work, since we have already had both Viterbi algorithm and
BCJR algorithm as exact optimum equalizers. The answer to
this question lies in the flexibility of factor graph in char-
acterizing multipath channels to per-path level. As a well-
known fact, the computational complexity of Viterbi and
BCJR algorithms are exponential in the total number of mul-
tipaths L. In practice, there exist cases when only L′ out of
L paths (with L′ < L) have significant channel gains and
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moreover the location of these significant L′ paths can be
slowly changing in time, for example, rural wireless channels.
Then, a reduced-complexity equalizer that avoids or reduces
the computations spent on those zero multipath taps is de-
sirable. Some efforts along this direction have been made in
earlier works, for example, parallel Viterbi and parallel BCJR
algorithms in [5, 6], which however may require specifically
designed control logic for a different multipath scenario. In
the considered factor-graph-based soft iterative equalizer, the
log-likelihood probabilities are passed as messages in fac-
tor graphs between channel nodes and information nodes
only along the edges that correspond to paths with signifi-
cant gain, thus it inherently results in a complexity reduc-
tion owing to the sparseness of multipath channels. In par-
ticular, we consider three schemes to compute the messages
passed from channel nodes to information nodes, namely
the scheme based on the a posteriori probability (APP) algo-
rithm, the one based on the linear-MMSE-soft-interference-
cancelation (LMMSE-SIC), and the one based on match-
filter-soft-interference-cancelation (MF-SIC); and we ana-
lyze their performance and applicabilities in practical mul-
tipath channels.

One main focus of this paper is the effect of cycles that
existed in factor graph on the equalization performance. As
compared to the Viterbi and BCJR algorithms which them-
selves are belief propagation algorithms operating in trellis
trees of multipath channels and guarantee the optimum per-
formance, the belief propagation algorithm operating in fac-
tor graphs guarantee global optimality only if the underly-
ing factor graph is a tree. Although the condition of factor
graph being a tree (i.e., without cycles) is not always met
in practice, the factor-graph-based belief propagation algo-
rithm has achieved great success in decoding cycle-contained
linear turbo codes and low-density parity-check (LDPC)
codes. For the considered self-iterative equalizer, we quanti-
tatively analyze the cycle effect in single-input single-output
(SISO), multiple-input single-output (MISO), and multiple-
input multiple-output (MIMO) wireless systems; and discuss
an alternative representation of factor graphs that amelio-
rates the performance degradation due to cycle effects.

While it bears similarities to various iterative receivers
developed earlier, for example, [7, 8, 9, 10], we highlight
that the soft self-iterative equalizer is a self-iterative device
which successively improves the equalization performance by
taking advantage of the constraints in received signals due
to multipaths, instead of other constraints for instance im-
posed by error-control coding. Moreover, since the consid-
ered equalizer inputs prior and outputs a posteriori proba-
bilities of information symbols, it can easily concatenate with
other receiver modules to achieve the turbo receiver process-
ing gains [8].

The rest of this paper is organized as follows. In Section
2, the system model and factor graph representation of mul-
tipath channels are described. In Section 3, the factor-graph-
based soft iterative equalizer is derived. In Section 4, the per-
formance of the soft self-iterative equalizer is analyzed by
numerical simulations for both single-antenna and multiple-
antenna systems. Finally, Section 5 contains the conclusions.

2. SYSTEM MODEL AND FACTOR
GRAPH REPRESENTATION

Assume match-filtering and symbol-rate sampling, the re-
ceived signals of multipath channels are normally described
by the following time-domain equation [11]:

yt =
L−1∑
l=0

ht,lxt−l + nt, t = 1, 2 . . . ,T , (1)

where yt ∈ C and xt ∈ Ω are the receive and transmit signals
at time t, respectively; Ω is the modulation set; ht,l ∈ C is the
channel impulse response with delay of l times the symbol
rate at time t; nt ∈ C ∼ N (0, σ2) is the zero-mean σ-variance
circularly symmetrical Gaussian ambient noise that has been
properly whitened and is independent of data; L is the total
number of multipaths; T is the frame length. In this paper, we
are concerned with block signal processing, and assume that
zero prefix is inserted in each signal frame, that is, xt = 0,
t = −L + 1, . . . ,−1. For ease of comparison, we also assume
that channel gain is properly normalized: in static channels,∑L−1

l=0 |ht,l|2 = 1; and in fading channels,
∑L−1

l=0 E(|ht,l|2) = 1,
where E(·) denotes the expectation over random variables
ht,l, for all l. As mentioned earlier, we only consider uncoded
systems in this work, thus xt have equal prior probabilities
and are assumed to be independent for different t.

Equivalently, (1) can be written in a matrix form as




y1
...
yt
...
yT




=




h1,L−1 h1,L−2 · · · h1,0

. . .
. . .

. . .
ht,L−1 ht,L−2 · · · ht,0

. . .
. . .

. . .
hT ,L−1 hT ,L−2 · · · hT ,0




︸ ︷︷ ︸
H

×




x−L+2
...

xt−L+2
...
xT




+




n1
...
nt
...
nT




,

(2)

where H is aT×(T + L− 1) Toeplitz matrix. Throughout this
paper, we assume that H is perfectly known to the receiver,
and ht,l, for all t, l, can be either time invariant or time vari-
ant within each signal frame. In addition, we define IH as the
incidence matrix of H, such that {IH}i, j = 1, if |{H}i, j|2 > 0;
{IH}i, j = 0, otherwise. IH will later be used to help explain
the cycle effects of the factor-graph-based soft equalizer.

In the above, we described single-input single-output
(SISO) multipath systems. Without much difficulty, (1)
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Figure 1: (a) The factor graph representation and (b) the incidence matrix of a single-antenna multipath channel: yt = h0xt + h3xt−3 +
h4xt−4 + nt .
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Figure 2: (a) The factor graph representation and (b) the incidence matrix of an nT × nR single-path MIMO channel.

and (2) as well as IH can be extended to multiple-input
single-output (MISO) and multiple-output multiple-output
(MIMO) cases, by simply replacing yt, ht,l, xt, nt with their
matrix/vector counterparts yt , ht,l, xt, nt . As a result, H and
IH now become NrT × Nt · (T + L− 1) matrices, where Nr

and Nt are the number of receive and transmit antennas, re-
spectively.

The above multipath channels in (1) and (2) can also be
depicted by factor graphs. The example of the factor graph
representations of SISO multipath and MIMO single-path
channels are given in Figures 1 and 2. There are two types
of nodes in the factor graph: the channel nodes for yt, for all
t, and the information nodes xt, for all t. An edge connects
channel node t and information node t′, only if the channel
gain is significant, that is, |ht−t′,l|2 > 0. We remark that by no

means the factor graphs shown in the figures are unique rep-
resentation of the corresponding multipath channels; indeed,
different representations of the same multipath channel lead
to different designs of the factor-graph-based soft iterative
equalizer, which we will discuss in Section 4.3.

3. SOFT SELF-ITERATIVE EQUALIZER
BASED ON FACTOR GRAPH

The considered soft self-iterative equalizer computes the
marginal probabilities of information symbol {xt}Tt=0 based
on prior probabilities of the receive signals {yt}Tt=0 and
{xt}Tt=0, by executing belief propagations in factor graphs. (As
a comparison, both Viterbi algorithm and BCJR algorithm
execute belief propagation in trellis trees.)
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The messages, defined as the log-likelihood ratio (LLR)
of information symbols, are iteratively passed among the
nodes in factor graphs, such as to compute the marginal
probabilities of information symbols. For BPSK modulation,
the message is 1-tuple. In this paper, we will mainly study the
complex modulation schemes such as MPSK and MQAM for

which the message is log2 |Ω|-tuple. Let m
(p)
ci be the message

passed from the channel node c to the information node i at

the pth iteration, m
(p)
ci � (m

(p)
ci,0,m

(p)
ci,1, . . . ,m

(p)
ci,log2 |Ω|−1); and it

is updated as

m
(p)
ci,k

� Fci,k
(
yc,m

(p)
i′c , ∀i′ ∈Uc

)

= log
Pr
[
bi,k=0|yc,m(p−1)

i′c , ∀i′∈Uc\{i}, m(p−1)
ic,k′ , ∀k′�=k

]

Pr
[
bi,k=1|yc,m(p−1)

i′c , ∀i′∈Uc\{i}, m(p−1)
ic,k′ , ∀k′�=k

] ,

∀k,
(3)

where the mapping function from log2 |Ω|-tuple (bi,0, . . . ,
bi,log2 |Ω|−1) to complex symbol xi is usually referred to as
modulation format; mi′c is the message sent from informa-
tion node i′ to channel node c, as explained next; Uc de-
notes the set of all information nodes incident to channel
node c, Uc\{i} denotes Uc excluding information node i;
and yc is the received signal at time c. The message update
rule in (3) follows the general principle of a belief propa-

gation algorithm, that is, the component message m
(p)
ci,k sent

from channel node c to information node i is updated based
on received signal yc and all incident messages to chan-

nel node c except for the same incident component mes-

sage m
(p−1)
ci,k . Similarly, we let m

(p)
ic be the message passed

from the information node i to the channel node c at the
pth iteration, m

(p)
ic � (m

(p)
ic,0,m

(p)
ic,1, . . . ,m

(p)
ic,log2 |Ω|−1); and it is

updated as

m
(p)
ic,k

� Gic,k
(
m(0)

i ,m
(p)
c′i , ∀c′ ∈ Vi

)

= log
Pr
[
bi,k=0|m(0)

i ,m
(p−1)
c′i , ∀c′∈Vi\{c}, m(p−1)

ci,k′ , ∀k′�=k
]

Pr
[
bi,k=1|m(0)

i ,m
(p−1)
c′i , ∀c′∈Vi\{c}, m(p−1)

ci,k′ , ∀k′�=k
] ,

∀k,
(4)

where m0
i denotes the prior probabilities of the ith informa-

tion symbol, input from other receiver modules (e.g., a chan-
nel decoder); Vi denotes the set of all channel nodes incident
to information node i.

In (4), assume that the messages m(0)
i and m

(p−1)
c′i , for all

c′ are independent random variables, then we have

Gic,k
(
m(0)

i,k ,m
(p)
c′i,k, ∀c′ ∈ Vi

) = m(0)
i,k +

∑
c′∈Vi\{c}

m
(p)
c′i,k. (5)

On the other hand, we have the following three differ-
ent approaches, that is, a-posteriori-probability- (APP-)
based scheme, linear-MMSE-soft-interference-cancellation-
(LMMSE-SIC-)based scheme, and match-filter-soft-inter-
ference-cancellation- (MF-SIC-)based scheme, to compute
(3), that is,

Fci,k
(
yc,m

(p)
i′c , ∀i′ ∈Uc

)

=




log

∑
xi′∈Q+

i,k
exp

(
− ∣∣yc −∑i′∈Uc

hc,c−i′xi′
∣∣2
/σ2 +

∑log2 |Ω|−1
k=0 bi′,k ·m(p−1)

i′c,k /2
)

∑
xi′∈Q−

i,k
exp

(
− ∣∣yc −∑i′∈Uc

hc,c−i′xi′
∣∣2
/σ2 +

∑log2 |Ω|−1
k=0 bi′,k ·m(p−1)

i′c,k /2
) −m

(p−1)
ic,k , for APP,

log

∑
xi∈S+

i,k
exp

(
− ∣∣w∗c,i

(
yc − ỹc

)− µc,ixi
∣∣2
/ν2

c,i +
∑log2 |Ω|−1

k=0 bi,k ·m(p−1)
ic,k /2

)
∑

xi∈S−i,k exp
(
− ∣∣w∗c,i

(
yc − ỹc

)− µc,ixi
∣∣2
/ν2

c,i +
∑log2 |Ω|−1

k=0 bi,k ·m(p−1)
ic,k /2

) −m
(p−1)
ic,k , for LMMSE-SIC, MF-SIC,

(6)

and for LMMSE-SIC,

w∗c,i =
h∗c,c−i∑

i′∈Uc\{i}
∣∣hc,c−i′

∣∣2(
1− ∣∣x̃c−i′

∣∣2)
+
∣∣hc,c−i

∣∣2
+ σ2

,

µc,i = w∗c,ihc,c−i, ν2
c,i = µc,i − µ2

c,i,
(7)

and for MF-SIC,

w∗c,i =
h∗c,c−i∣∣hc,c−i

∣∣2 , µc,i = 1,

ν2
c,i =

∑
i′∈Uc\{i}

∣∣hc,c−i′
∣∣2(

1− ∣∣x̃c−i′
∣∣2)

+ σ2

∣∣hc,c−i
∣∣2 ,

(8)
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Initialize: for all edges
m(0)

ic = 0
for all edges

m(0)
ci = Fci(yc,m

(0)
i′c , ∀i′ ∈Uc)

Self-iterative equalize:
for p = 1 to P

/* compute messages from channel
nodes to
information nodes */ for all edges

m
(p)
ci = Fci(yc,m

(p)
i′c , ∀i′ ∈Uc)

/* compute messages from
information nodes to channel
nodes */ for all edges

m
(p)
ic = Gic(m

(0)
i ,m

(p)
c′ i , ∀c′ ∈ Vi)

end

Output: /* compute information symbols’ a posteriori
probabilities m(P)

i */ for i = 0 to T

m(P)
i =∑c′∈Vi

m
(p)
c′ i

end

Algorithm 1: Algorithm description of the factor-graph-based soft
self-iterative equalizer.

with ỹc =
∑

i′∈Uc\{i} hc,c−i′ x̃c−i′ ,

x̃i =
∑
xi∈Ω

xi

log2 |Ω|−1∏
k=0

bi,km
(p−1)
ic,k

1 + bi,km
(p−1)
ic,k

, (9)

where S+
i,k is the set defined as {xi ∈ Ω | bi,k = 0}, and

similarly is S−i,k; Q+
i,k is the union of {xi′ ∈ Ω | for all i′ ∈

Uc\{i}} and S+
i,k, and similarly is Q−

i,k. The detailed deriva-
tion of (6) is shown in the appendix.

Finally, the whole steps of the proposed equalizer are
given in Algorithm 1.

4. NUMERICAL SIMULATIONS AND ANALYSIS

In this section, we analyze the factor-graph-based soft self-
iterative equalizer in sparse wireless multipath channels
through numerical simulations. For simplicity, we assume
that channel gains remain constant in one frame and change
independently from one to the other. The modulator uses
the QPSK constellation with Gray mapping. Each frame con-
tains 128 QPSK symbols per transmit antenna; proper zero
prefix information symbols are inserted in each frame. The
soft equalizer is a self-iterative device; and we only study
the uncoded system. The performance is evaluated in terms
of frame error rate (FER) versus the signal-to-noise ratio
(SNR).

4.1. SISO multipath fading channels

First, consider a sparse 4-path fading channel: yt = h0xt +
h3xt−3 + nt, with E{|h0|2} = 0.8, E{|h3|2} = 0.2; thus, L = 4
and L′ = 2. In Figure 3, the performance of three different
approaches, (i.e., APP, LMMSE-SIC, and MF-SIC), to com-
puting the extrinsic messages passed from channel nodes to
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Figure 3: FER performance of the factor-graph-based soft iterative
equalizer in SISO multipath fading channels (nT = 1, nR = 1, L = 4,
L′ = 2).

information nodes is presented. For each scheme, total six
iterations, that is, P = 6, are conducted in the self-iterative
equalizer. Serving as a benchmark, the performance of the
optimum maximum likelihood equalizer based on BCJR al-
gorithm is also included in the figure. Since the factor graph
of this channel is cycle free, the belief propagation algorithm
theoretically is able to achieve optimum performance. In-
deed, the soft iterative equalizer using APP-based message
update scheme achieves the optimum performance after a
few iterations. On the contrary, two low-complexity schemes,
LMMSE-SIC and MF-SIC, suffer error floors at high SNRs.
We remark that the prior probability input from other re-
ceiver modules (e.g., channel decoder) can lower but never
eradicate such error floors; henceforth we will only consider
the APP-based scheme for channel node message updating.

Now, consider a sparse 5-path fading channel: yt = h0xt+
h3xt−3+h4xt−4+nt, where E{|h0|2} = 0.7, E{|h3|2} = 0.2, and
E{|h4|2} = 0.1; thus, L = 5 and L′ = 3. As seen in Figure 1,
there exist a number of cycles with length 8 in the factor
graph, where a “cycle” is defined as a close loop in the graph
and its “length” is defined as the number of edges traversed
by that loop. This cycle condition accounts for the marginal
gap between the factor-graph-based equalization and the op-
timum performance, as shown in Figure 4.

4.2. MISO multipath fading channels

Equalization of MISO multipath channels falls into the group
of “underdetermined” problems: at each time instance a mix-
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Figure 4: FER performance of the factor-graph-based soft iterative
equalizer in SISO multipath fading channels (nT = 1, nR = 1, L = 5,
L′ = 3).

ture of plural information symbols that transmitted with
different delays and from different antennas is to be de-
tected from a single-receiver observation. Conventional lin-
ear equalization or decision-feedback-cancellation equaliza-
tion schemes would lead to unsatisfactory performance,
whereas an optimal equalizer has complexity exponential in
(L− 1) · nT . When MISO multipath channels exhibit sparse-
ness, the factor-graph-based soft equalizer becomes poten-
tially attractive, as it can reduce the complexity exponent to
(L′ − 1) · nT .

We consider a two-transmit-one-receive-antenna (2× 1)
MISO system in a sparse 3-path fading. Every transmit-
receive antenna pair follows the same multipath profile, that
is, E{|h0|2} = 0.8, and E{|h2|2} = 0.2; fading coefficients
for different paths and different antenna pairs are assumed
to be mutually independent. The performance is illustrated
in Figure 5. It is seen that after a few iterations the con-
sidered factor-graph-based equalizer performs slightly more
than one dB away from the optimum equalizer. Again, this
performance gap is due to the existence of length-4 cy-
cles in the factor graphs. It is worth to remark that the
complexity of optimum BCJR equalizer soon becomes pro-
hibitive for (2 × 1) MISO systems with QPSK modulation
and L > 3 multipaths; in comparison, the complexity expo-
nent of factor-graph-based equalizer is proportional to L′,
hence in sparse channels it is strictly lower than the origi-
nal L.

4.3. MIMO multipath fading channels

Recently, there has been increasing interest in developing
MIMO equalization schemes in multipath channels. We an-
alyze the performance of the factor-graph-based equalizer as
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Figure 5: FER performance of the factor-graph-based soft itera-
tive equalizer in MISO multipath fading channels (nT = 2, nR = 1,
L = 3).

below. First, we consider (nT × nR) MIMO systems in single
path fading channels. It is easily seen from Figure 2 that the
incidence matrix IH contains length-4 cycles everywhere; and
the cycle condition worsens as more antennas are employed.
To the best of our knowledge, little efforts have been made
to rigorously quantify the cycle condition of factor graphs.
Empirically, the cycle condition is better, if the length of cy-
cles is increased, or given the cycle length, the number of cy-
cles is reduced, or the cycles have a larger number of edges
connecting to rest of the graph. However, by and large, the
combined effect of these empirical assertions is unclear; we
then have to resort to numerical simulations. It is seen from
Figures 6 and 7 that the considered self-iterative equalizer
approaches optimum demodulation performance in (2 × 2)
MIMO channels, but it suffers considerable performance loss
in 4× 4 MIMO channels. Especially from the (4× 4) MIMO
case, we conclude that the direct application of the factor-
graph-based equalizer may not be a good option for MIMO
channels. It is seen from Figure 8 that the above observation
also holds for MIMO multipath channels—as much as 2.5 dB
performance loss is seen in a (2 × 2) MIMO with 3 multi-
paths.

Alternative factor graph representation for
MIMO multipath fading channels

The previous simulation results and analysis has identified
the difficulty in directly applying the factor-graph-based
equalizer in MIMO channels. An alternative way to ame-
liorate this problem is to reconstruct the underlying factor
graphs. Shown in Figure 9 the idea is to glue all channel
nodes in the original graph {y1,t, . . . , ynR,t} that corresponds
to different receiver antennas at the same time instance t into
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Figure 6: FER performance of the factor-graph-based soft iterative
equalizer in MIMO multipath fading channels (nT = 2, nR = 2,
L = 1).
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Figure 7: FER performance of the factor-graph-based soft iterative
equalizer in MIMO multipath fading channels (nT = 4, nR = 4,
L = 1).

a new channel node yt � [y1,t, . . . , ynR,t]T ; the channel co-
efficient on each edge is now an (nR × 1) vector instead of
a scalar. In doing so, the alternative factor graph still repre-
sents the same MIMO multipath systems, but the extensive
short cycles due to multiple receive antennas are systemat-
ically avoided. The belief propagation algorithm can be ac-
cordingly rederived; and in single-path channels, it converges
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Figure 8: FER performance of the factor-graph-based soft iterative
equalizer in MIMO multipath fading channels (nT = 2, nR = 2,
L = 3, L′ = 2).

y1,t

y2,t
...

ynR ,t

� yt
+

h1,t

h2,t

...

hnT ,t

x1,t

x2,t

...

xnT ,t

Figure 9: The alternative factor graph representation of an nT × nR
single-path MIMO channel. Compared to Figure 2, here all channel
nodes {y1,t , y2,t , . . . , ynR ,t} that correspond to different receiver an-
tennas at the same time instance t are glued to form a new channel
node yt .

in one iteration and coincides with the optimal APP MIMO
demodulator [12]. With this alternative factor graph repre-
sentation, we can continue to apply the self-iterative equal-
izer for MIMO multipath fading channels to improve the
performance. We now consider the case of (2 × 2) MIMO
with 3 multipaths as an example. The FER curves are shown
in Figure 10. It is seen that the resulting performance is sig-
nificantly improved and approaches the performance from
the optimum demodulation.

5. CONCLUSIONS

Since a factor graph is able to characterize multipath chan-
nels to per-path level, the factor-graph-based soft self-itera-
tive equalizer with reduced computational complexity
is a potential candidate for sparse multipath channel
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equalization. By numerical simulations, we have shown that
the cycles in factor graphs are crucial to the convergence
property of the considered soft self-iterative equalization.
While being able to achieve near-optimum performance in
single-input single-output (SISO) and multiple-input single-
output (MISO) sparse multipath channels with mild cycle
conditions, a factor-graph-based soft self-iterative equalizer
may suffer noticeable performance loss in multiple-input

multiple-output (MIMO) multipath channels, unless proper
means is taken to ameliorate the cycle conditions in factor
graphs.

APPENDIX

DERIVATION OF (6)

(i) For APP detection, we have
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(A.1)

(ii) For LMMSE-SIC detection, we first obtain the MMSE
filtering output, given by

zc,i = w∗c,i
(
yc − ỹc

)
. (A.2)

Based on Gaussian approximation of zci , the extrinsic mes-
sages can be computed by
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(A.3)

where

w∗c,i =
h∗c,c−i∑

i′∈Uc\{i}
∣∣hc,c−i′

∣∣2(
1− ∣∣x̃c−i′

∣∣2)
+
∣∣hc,c−i
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,

µc,i = w∗c,ihc,c−i, ν2
c,i = µc,i − µ2

c,i.
(A.4)

The details for obtaining w∗c,i, µc,i, and ν2
c,i can be found in

[7].

(iii) For MF-SIC, we simply apply the match filter to the
soft interference canceled output, that is,

zc,i = w∗c,i
(
yc − ỹc

)
, w∗c,i =

h∗c,c−i∣∣hc,c−i
∣∣2 . (A.5)

We then approximate the MF-SIC output as Gaussian dis-
tributed, and compute extrinsic message in the same form in
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Figure 10: FER performance of the soft iterative equalizer based on
alternative factor graph representation in MIMO multipath fading
channels (nT = 2, nR = 2, L = 3, L′ = 2).

(6) with mean and variance given by

µc,i = 1,
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∑
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