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ABSTRACT 

Chip Scale Low Dimensional Materials: Optoelectronics & Nonlinear Optics 

Tingyi Gu 

 

The CMOS foundry infrastructure enables integration of high density, high performance optical 

transceivers. We developed integrated devices that assemble resonators, waveguide, tapered 

couplers, pn junction and electrodes. Not only the volume standard manufacture in silicon 

foundry is promising to low-lost optical components operating at IR and mid-IR range, it also 

provides a robust platform for revealing new physical phenomenon. 

The thesis starts from comparison between photonic crystal and micro-ring resonators based on 

chip routers, showing photonic crystal switches have small footprint, consume low operation 

power, but its higher linear loss may require extra energy for signal amplification. Different 

designs are employed in their implementation in optical signal routing on chip. The second part 

of chapter 2 reviews the graphene based optoelectronic devices, such as modulators, lasers, 

switches and detectors, potential for group IV optoelectronic integrated circuits (OEIC). 

In chapter 3, the highly efficient thermal optic control could act as on-chip switches and 

(transmittance) tunable filters. Local temperature tuning compensates the wavelength differences 

between two resonances, and separate electrode is used for fine tuning of optical pathways 

between two resonators. In frequency domain, the two cavity system also serves as an optical 

analogue of Autler-Towns splitting, where the cavity-cavity resonance detuning is controlled by 

the length of pathway (phase) between them. The high thermal sensitivity of cavity resonance 

also effectively reflects the heat distribution around the nanoheaters, and thus derives the thermal 



conductivity in the planar porous suspended silicon membrane. 

Chapter 4 & 5 analyze graphene-silicon photonic crystal cavities with high Q and small mode 

volume. With negligible nonlinear response to the milliwatt laser excitation, the monolithic 

silicon PhC turns into highly nonlinear after transferring the single layer graphene with 

microwatt excitation, reflected by giant two photon absorption induced optical bistability, low 

power dynamic switching and regenerative oscillation, and coherent four-wave-mixing from 

high Kerr coefficient. The single layer graphene lowers the operational power 20 times without 

enhancing the linear propagation loss. 

Chapter 6 moves onto high Q ring resonator made of plasma enhanced chemical vapor 

deposition grown silicon nitride (PECVD SiN). PECVD SiN grown at low temperature is 

compatible with CMOS processing. The resonator enhanced light-matter interaction leads to 

molecular absorption induced quality factor enhancement and thermal bistability, near the critical 

coupling region.  

In chapter 7, carrier transport and recombination in InAs quantum dots based GaAs solar cells 

are characterized by current-voltage curve. The parameters include voltage dependent ideality 

factor, series and shunt resistance. The device variance across the wafer is analyzed and 

compared. Quantum dots offers extra photocurrent by extending the absorption edge further into 

IR range, but the higher recombination rate increases the dark current as well. Different dots 

sized enabled by growth techniques are employed for comparison. 
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3-9: Fabrication and measurements of cavity tuning in photonic crystal systems. a, 
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4-2: Optical field distribution and calculation for effective kerr nonlinearity of the 
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white part is the silicon (n=3.45) and the dark part is the air (n=1), (b-c) real and 
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The refractive index on the y=0 plane. (e-f) real and imaginary parts of TE polarized 

electric field in (d).(g) The amplitude of electric field along the cross section of 

waveguide (upper), and effective area (down) along the waveguide direction. (h) 

nonlinear parameter γ (=ωn2/cAeff) and effective kerr coefficient of graphene silicon 

waveguide.  

4-3: Raman spectrum and transferred graphene samples. (a) Raman G peak (black 

line) and its inverse (grey dashed line) to illustrate G peak symmetry. Inset: optical 

micrograph of the device with graphene transferred under Raman measurement. (b) A 

centimeter-scale graphene film prepared. Optical micrograph of graphene film transferred 

to various substrates (PMMA), air-bridged silicon membranes, silicon oxide and partially 

covered metal surfaces, with graphene interface pictured. (c) Scanning electronic 

micrograph of example air-bridged device sample with graphene covering the whole area 

except the dark (exposed) region. Scale bar: 500 nm. (d) Complete Raman spectrum of 

the graphene-clad silicon membrane samples.  

4-4: Graphene transferred on patterned 250nm thick suspended silicon membrane. 

a, SEM of the device. Scale bar: 1m, b, AFM imaged surface topology of 1m by 1m 

c, AFM imaged surface topology c, AFM imaged surface topology of graphene partially 

covered on the silicon photonic crystal substrate. d, EFM phase mapping imaging the 

surface conductivity as in c. Suspended graphene over the wholes of the silicon shows 

higher conductivity. 
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4-5: Device layout and measurement. (a) Structure schematic of an L3 cavity switch 

formed in graphene cladded silicon membrane. (b). The electric field distribution along z 

direction simulated by FDTD method. The graphene sheet (brown line) is placed on 

250nm thick silicon membrane. Inset: Schematics of graphene band diagram with photon 

energy of pump (green), and converted ones (red and blue) (c). Top view of optic field 

energy distribution of an isolated S1 shifted L3 cavity. The FDTD simulation of mode 

profile is superimposed on the SEM picture S1 shifted L3 cavity with graphene cladding, 

with mode volume: 0.073μm
3
, and quality factor ~2.0×10

4
 Scale bar: 100nm. (d). CMOS 

processed integrated optical devices under test. The open window is for silicon membrane 

undercut and graphene cladding on the photonic crystal part. 

4-6: Free-carrier absorption effects on the four-wave mixing conversion efficiency. 

Measured idler power versus signal power at the transmitted port, with the pump power is 

fixed on the cavity resonance and the the signal laser detuned by 200 pm. Experimental 

data () and quadratic fit (solid line). Inset: corresponding conversion efficiency versus 

signal power.  

4-7: Parametric four-wave mixing in graphene-cladded silicon nanocavities. (a) 

Measured transmission spectrum with signal laser fixed at -0.16 nm according to cavity 

resonance, and pump laser detuning is scanned from -0.1 to 0.03 nm. Inset: band diagram 

of degenerate four-wave mixing process with pump (green), signal (blue) and idler (red) 

lasers. (b) Measured transmission spectrum with pump laser fixed on cavity resonance, 

and signal laser detuning is scanned from -0.04 to -0.27 nm. (c) Modeled conversion 

efficiency versus pump and signal detuning from the cavity resonance. (d) Observed and 
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simulated conversion efficiencies of the cavity. Red solid dots are measured with signal 

detuning as in panel b, and the empty circles are obtained through pump detuning as in 

panel a, plus 29.5-dB (offset due to the 0.16 nm signal detuning). Solid and dashed black 

lines are modeled conversion efficiencies of graphene-silicon and monolithic silicon 

cavities respectively. Grey dashed line (superimposed): illustrative pump/signal laser 

spontaneous emission noise ratio. 

5-1: Graphene-cladded silicon photonic crystal nanostructures: (a) Scanning electron 

micrograph (SEM) of tuned photonic crystal cavity, with lattice constant a of 420 nm. 

Example SEM with separated graphene monolayer on silicon for illustration. Scale bar: 

500 nm. Inset: example Ez-field from finite-difference time-domain computations. Right 

inset: Dirac cone illustrating the highly-doped Fermi level (dashed blue circle) allowing 

only two-photon transition (blue arrows) while the one-photon transition (orange dashed 

arrow) is forbidden. (b) Example measured graphene-cladded cavity transmission with 

asymmetric Fano-like lineshapes (red dotted line) and significantly larger red-shift, 

compared to a control bare Si cavity sample with symmetric Lorentzian lineshapes (black 

dashed line). Both spectra are measured at 0.6 mW input power, and are centered to the 

intrinsic cavity resonances (λcavity_0 = 1562.36 nm for graphene sample, and λcavity_0 = 

1557.72 nm for Si sample), measured at low power (less than 100 W input power). The 

intrinsic cavity quality factor is similar between the graphene and the control samples. 

5-2 Steady-state two-photon absorption induced thermal nonlinearities in graphene-

silicon hybrid cavities: (a) Measured quasi-TE transmission spectra of a graphene-clad 

L3 cavity with different input power levels (with extracted insertion loss from the facet of 
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waveguides in order to be comparable to simulation in b). (b) Nonlinear coupled-mode 

theory simulated transmission spectra. The estimated input powers are marked in the 

panels. (c) Measured cavity resonance shifts versus input power, with the graphene-clad 

cavity samples (in red) and the monolithic silicon control cavity sample (in blue). (d) 

Tuning efficiencies for graphene-clad cavity samples (in red) and control cavity samples 

(in blue) for a range of cavity loaded Q-factors examined. 

5-3: Bistable switching in graphene-clad nanocavities. (a) Steady-state input/output 

optical bistability for the quasi-TE cavity mode with laser-cavity detuning  at 1.5 (λlaser = 

1562.66 nm) and 1.7 (λlaser = 1562.70 nm). The dashed black line is the coupled-mode 

theory simulation with effective nonlinear parameters of the graphene-silicon cavity 

sample.(b) Measured steady-state bistability  at different detunings set at 0.18, 0.23, 

0.26, 0.29 nm (from bottom to top). The plots are offset for clarity: green (offset 2 dB), 

brown (offset 8 dB) and red lines (offset 15 dB). (c) Normalized transmission of two 

cavities with resonance separation of  =3. The grey dashed line is measured at -16dBm 

input power, and the solid black line is for 0dBm input. (d) The tranfer function for 

optical bistability in two cavity system as in (c). The laser detuning is set at  =3 to the 

first cavity, and  =1.5 to the second cavity (marked as dashed line in (c)).  

5-4: Switching dynamics with triangular waveform drive input (a) The input 

waveform is dashed grey line. The bistable resonances are observed for both positive and 

negative detuning. Blue empty circles: δ(t=0) = -1.3(λlaser = 1562.10 nm), red solid 

circles: δ(t=0) = 1.6 (λlaser = 1562.68 nm). Inset: schematic of high- and low-state 

transmissions. (b) The ratio between the on off output intensities versus different 
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detunings. (c) The output switching dynamics with the input as in (a), at negative 

detunings. (d) positive detunings.  

5-5: Regenerative oscillations in graphene-cladded nanocavities. (a) Observations of 

temporal regenerative oscillations in the cavity for optimized detuning (λlaser = 1562.47 

nm). The input power is quasi-triangular waveform with peak power 1.2 mW. The grey 

line is the reference output power, with the laser further detuned at 1.2 nm from cavity 

resonance (λlaser =1563.56 nm). (b) Mapping the output power versus input power with 

slow up (blue cross) and down (red) power sweeps. In the up-sweep process, the cavity 

starts to oscillate when the input power is beyond 0.29 mW.(c) Measured regenerative 

oscillations at down-sweep, longer temporal basewidths and different detunings in 

graphene-silicon nanocavities. Output cavity transmission with slowly-varying (7-ms) 

input laser intensities. The cold cavity resonance is 1562.36 nm, and the laser 

wavelengths from top to bottom are fixed at 1562.51 nm, 1562.60 nm, and 1562.62 nm. 

The oscillation starts when the ascending power reaches 0.29, 0.66, and 0.75 mW. 

Reference outputs plotted as in solid lines. 

5-6: Coupled mode theory calculated cavity resonance oscillation (a) Nonlinear 

coupled-mode theory model of cavity transmission versus resonance shift, in the regime 

of regenerative oscillations. With a detuning of 0.15 nm [(t=0) = 0.78] the free carrier 

density swings from 4.4 to 9.1×10
17

 per cm3 and the increased temperature T circulates 

between 6.6 and 9.1K. (b) RF spectrum of output power at below (0.4 mW, grey dashed 

line) and above oscillation threshold (0.6 mW, blue solid line) at the same detuning (t=0) 

= 0.78 (λlaser-λcaviy = 0.15 nm). Inset: Normalized transmission from model (blue line) and 
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experimental data at the same constant power level (red circles). (c) Cavity resonance 

shift due to different nonlinear dispersion versus time. (d) Thermal (red) and free carrier 

(blue) dispersion induced cavity resonance shift versus the energy circulating in cavity.(e) 

The total carrier resonance dispersion versus cavity.  

5-7: Coupled-mode equations calculated time domain response to a step input with a 

graphene-clad silicon photonic crystal L3 nanocavity side-coupled to a photonic 

crystal waveguide. (a) The output versus input powers for positive and negative 

detunings (laser-cavity  detunings are set from -0.06 to 0.37 nm). Input laser power is 

set at 0.6 mW. The cavity switching dip is observed for all detunings, and regenerative 

oscillation exists only predominantly for positive detuning. (b) Frequency response of the 

cavity switching and oscillation dynamics with conditions as in a (in log scale). The laser 

detuning is set from -0.06 to 0.37 nm. (c) and (d) Oscillation period versus laser 

detunings and input powers respectively. 

Figure 6-1: Figure 6-1: Structure and linear optical properties of the device (a) 

Silicon nitride device layout. Optical image of top view of the ring, where the dashed line 

shows the cleaved position for the SEM image. (b) Output spectrum of TE and TM 

polarized input with 0dBm input power. Inset: 650nm PECVD silicon nitride is 

sandwiched between the PECVD silicon oxide up cladding layer and the thermal oxide 

lower cladding layer. Scale bar: 1um. Inset (up right): Cross section and the optical 

profile of the TE mode. Inset (bottom left): SEM image of the ring-waveguide coupling 

part.  

6-2. Wavelength dependent absorption and ring quality factor (a) Linear absorption 
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of the PECVD grown silicon nitride thin film, in the range of mid infrared and near 

infrared. (b) FTIR measured absorption versus phonon energy of PECVD silicon nitride 

thin film (black circles) and the absorption of a 25mm long SiN waveguide versus photon 

energy from tunable laser (green line). Wavelength dependent linear propagation loss 

near 1520nm. The absorption peak is at 0.815eV with FWHM of 0.03eV. (c) Normalized 

transmission of ring resonator of 70um radius  (blue) and 6.7 mm long waveguide 

(black). Inset: transmission on resonance versus intracavity field transmission. The blue 

crosses are experimental data. Red solid line and blue dashed line are theoretical 

predictions for over-coupled and under-coupled region respectively. (d) Linear loss 

depdent total quality factors. Experimental results are directly derived from fitting the 

ring resonances in c, and theoretical predicts are given by Eq. 6-2. 

6-3. Photon loss and thermal dispersion (a) The transmission spectrum with input 

power at 20uW for linear characterization. The red dash curve, green solid curve, and the 

blue dotted curve are CMT simulation results with linear absorption rate of 1/0.04ns, 

1/0.4ns and 1/4ns. The cross is experimental data. (a) The transmission spectrum with 

input power at 156μW for linear characterization. The red dash curve, green solid curve, 

and the blue dotted curve are CMT simulation results with linear absorption rate of 

1/0.04ns, 1/0.4ns and 1/4ns. The cross is experimental data (b) Optical transmission 

lineshape at different optical input power (0.02, 0.06, 0.13,0.20 and 0.26mW). The 

dashed curves are experimental data and the solid curves are coupled mode theory 

simulation. (c) Cavity resonance shift versus the input power at absorption peak 

(80pm/mW near 1520nm) and away of the absorption peak (20pm/mW near 1560nm) 

Inset: The Hysteresis loop of the output versus input power is measured for the resonance 
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near 1523nm with TE polarization. The laser-resonance detuning are set at 33 and 34pm 

for the blue and red lines respectively. 

6-4 Thermal optical bistability near the molecular vibration peak (a) Output power of 

pump and probe versus input pump power. The pump detuning is 3.06 (red) to mode 

resonant at 1540.065nm and the probes are set at 2.81 (light blue), 2.87 (navy), and 2.93 

(black) to the mode resonant at 1542.962nm (b) Time domain cavity response to the step 

function input. The laser intensity turns on at 0s to 1mW. The laser-cavity detunings are 

-2pm (red) and 2pm (blue) respectively. The dots are experimental data and the lines are 

the exponential curve fitting. The lifetime is about 150 s for both cases. 

7-1: Photocurrent of DWELL and GaAs control cell of different sizes (2×2 mm
2
, 

3×3mm
2
 and 5×5 mm

2
) under AM 1.5G illumination. The inserted picture is the 

schematic diagram of the DWELL solar cell with six-stacks of InAs QDs embedded in 

InGaAs quantum wells. 

7-2: A comparison of the dark behavior of GaAs control and DWELL cells for the 

same dimensions (2×2 mm
2 

, 3×3 mm
2 

and 5×5 mm
2
). Measured and simulated local 

ideality factor (a), and the measured and simulated semi-logarithmic dark current density 

(b) for the control cells. Measured local ideality factor (c) and dark current density (d) for 

the DWELL cells. The simulation is based on Equation 1(a), where the parameters 

extracted by the curve fitting are illustrated in the modeling part. The inserted picture is a 

Silvaco simulation of the non-uniform current distribution in the device. 

7-3: Normalized photoluminescence of four six stack DWELL samples. The dots are 

experimental data and the curves are two components Gaussian fitting for QW and QDs. 
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1, DWELL without  InP strain concentration (SC) for small quantum dots size; 2, with 

SC; 3. larger quantum dots w/o SC, 4. Larger QDs with SC. 

7-4: Wafer scale solar cell performance (6 stack DWELL cells with strain 

compensation) (a) Short circuit current (b) Open circuit voltage (c) Filling factor (d) 

Efficiency (%). Solar cells with three difference sizes are numbered in (d). B1-B5: 5 by 5 

mm
2
, M1-M9: 3 by 3 mm

2
, S1-S11: 2 by 2 mm

2
 

7-5: The open circuit voltage versus the short circuit current for 6 stack DWELL 

cells with strain compensation (small dots and large dots), with three different solar cell 

sizes. 

7-6: Device schematics and the IV characteristics (a) Bulk structure of solar cells with 

six-stacks of InAs QDs embedded in InGaAs quantum wells. The inserted picture is the 

top electroluminescence when the cell is forwardly biased. (b) Schematic band diagram is 

plotted according to x/z axis for DWELL (left) and Control (right). Ec, Ev, Efv and Ed 

mark energy level of conduction, valance band, quasi hole Fermi level (under bias 

V~0.6V), and edge state.  (c) Recombination reverse saturation current density for 

DWELL (left) and control cells (right).  

7-7: Cross-wafer comparison (a) Measured I-V characteristics of 6-stack w/ and w/o 

SC, 13-stack DWELL and GaAs control cell under AM 1.5 global illumination. (b) 

Photocurrent versus reverse saturation current in dark for different samples.  

7-8: External quantum efficiency measurement (a-c) Incremental absorption and (d-f) 

Photoluminescence of device and as-grown wafer (g-i) carrier transport efficiency versus 
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wavelength for three DWELL samples: 6 stack DWELL with/without SC, 13 stack with 

SC at room temperature. The lines mark the ground state of quantum well. 
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Chapter 1  

Introduction 
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1.1 Background and motivation 

The growth of data center internet and cloud computing demands for high data transfer 

speeds and 100G Hz bandwidths. The developing new technologies for matching this 

demand with relatively constant power have been increasing. The superior bandwidth and 

promising future of silicon photonics for interconnects have attracted investment and 

research effort from industries, including IBM Corp.[1-2], Oracle Corp. [3-4], Intel Corp. 

[5], Google Corp. [6], NTT Corp. [7], Alcatel-Lucent Bell Labs [8], Enablence 

Technologies Inc., Hewlett-Packard Co.,  Kotura Inc., Lightwire Inc., Luxtera Inc., PGT 

Photonics, a subsidiary of Pirelli & Co. SpA, Sun Microsystems Inc., Translucent Inc., a 

subsidiary of Silex Systems Ltd., and US Conec Ltd.  

Low-power and low-cost photonic integration circuit is promising for enhancing the 

density, reaching distance, and data rates for next-generation datacenter networks. It also 

provides platform for new network architectures and applications. The fundamental 

understanding of the photonic properties of the nanostructure and materials promises 

continuous growing of the nanophotonic technology. The CMOS foundry infrastructure 

enables integration of high density, high performance optical transceivers based on the 

individual photonic elements [9]. A recent 90nm CMOS integrated nano-photonic 

technology (CINP) for 25Gbps wavelength division multiplexing optical communications 

has been demonstrated, including electro-optical converter (modulator), four channel 

WDM filter, 6dB optical coupler, and 11GHz integrated Ge receiver [10]. 

The high performance computation is under steady linear growth over the past decade. The 
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I/O bandwidth has always been the bottleneck for the high performance computing 

systems. Optical interconnects have to improve on the power, cost, density and reliability. 

In this thesis, I explored and compared the device performance enable by the nonlinear 

properties. Incorporating the Kerr nonlinearity, two-photon absorption, free charge carrier 

interactions and Raman effect in the low loss silicon photonics platform are important 

physical processes for all optical controlled modulators, switches and filters.  

1.2 Photonic integrated circuits 

Photonic integrated circuits (PICs) are important part of the optical transceivers, providing 

higher bandwidth for card-to-card, chip-to-chip interconnects. Silicon photonics transfer 

data in 40-120 Gbps, reaching the 10-2,000m range. High-density integrated silicon 

nanophotonic transceivers can be fabricated in CMOS foundry. CMOS photonics have 

realized the high speed modulator (400fJ/bit) based on silicon ring. Technique 

improvements include tuning out the resonance imperfections. Low energy target pushes 

the revolutionary involvement of interconnect technology from the electronics (100 fj/bit) 

to optics (10fj/bit). Optical interconnect is the bottleneck for the computation on chip.  

Photonic crystal offers a platform to manipulate light in a sub-wavelength range, which 

not only shrinks the footprint of the elements, but also decreases the power dissipation. 

With "atom-scale" flexibility to modulate light, optical buffer can be realized in photonic 

crystal waveguide with 60 folds longer delay compared to channel waveguide [11], or 

photonic crystal based optical filters [7,12] with negligible loss or distortion [13]. 

Furthermore, compact modulator/switches can also be involved in the integrated photonic 
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circuit by using electrically controlled micro-cavity besides the waveguide [14]. PhC 

devices also can be engineered to have unique properties, such as negative refraction 

lenses [15-16], low loss harp waveguide bends, high Q small volume resonators for low 

power all optical controlled active devices. The small footprint of the photonic crystal 

elements also enables compact designs [17]. 

However, importance of PhC’s role in the high performance chip scale PICs is hindered by 

non-conventional nanofabrication for the small structures. The surface roughness and 

structure distortion increase the linear loss in PhC waveguides. The large propagation loss 

in photonic crystal waveguide has been optimized to be comparable to channel waveguide 

as reported in ref [18]. Those small devices have advantage in the applications of 

modulators, non-blocking torus, and cascading photonic switches. As an example, the 

explicit performance comparison between the PhC and channel waveguide based switches 

in different topology system is presented in chapter two. 

1.3 Network on a chip 

Assuming the scalability is applicable for all the elements on chip, the delay and latency 

can be decreased to one tenth. For a 40 Gbits/s signal, a single bit is 25 ps or 2.5 mm long, 

only 4 bits could fit into one centimeter and suffer approximately 3dB loss. Obviously the 

technique is not ready for storing multiple packets with 100s of bits for each of them. The 

low optical storage of slow light could be solved by involving quantum information 

processing, which allows more information stored per bit [19]. The CMOS foundry 

infrastructure enables integration of high density, high performance optical transceivers. 
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They are the silicon-on-insulator (SOI) submicrometre processing.  

Thermal and mechanical tuned devices usually cannot reach high speed (MHz). 

Comparatively speaking, local refractive index shift through carrier plasma effect, 

electrical injection, polarization control, second or third harmonic generation would be 

able to provide higher speed. The state-of-art optical signal processing on a silicon chip 

using slow light photonic crystal waveguide can reach up to 640 Gb/s through third 

harmonic generation [17]. Actively controllable slow light waveguide has been realized 

with bandwidth up to 100nm, 20dB extinction ratio, and FSR ranging from 0.01nm to 

20nm. But large loss fluctuation (0.1 to 1dB over 10μm) also companies the large working 

bandwidth [11]. Nonlinear loss and signal distortion in slow light silicon photonic crystal 

waveguide, and the 10Gbit/s signal transmission (distorted) has been experimentally 

proved [18]. Femito-joule all-optical modulation energy, upto 40 Gbps modulation 

frequency and ultra-small size (0.025 μm
3
) are realized in GaAs based photonic crystal 

cavities [19]. 

1.4 Graphene photonics 

The unique linear and massless band structure of graphene, in a purely two-dimensional 

Dirac fermionic structure, have led to intense research spanning from condensed matter 

physics [20-24] to nanoscale device applications covering the electrical [25-26], thermal 

[27-28], mechanical [29] and optical [30-31] domains. In comparison with solely 

monolithic silicon cavities, the dramatically-large and ultrafast (3)
 nonlinearities in 

graphene and the large Q/V ratios in wavelength-localized photonic crystal cavities 

enables all optical switching at femtojoule per bit energy level. These nonlinear results 
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demonstrate the feasibility and versatility of hybrid two-dimensional graphene-silicon 

nanophotonic devices for next-generation chip-scale high-speed optical communications, 

radio-frequency optoelectronics, and all-optical signal processing.  

1.5 Thesis organization 

This thesis is composed of seven chapters. The first two chapters cover the applications of 

the silicon based resonators for the Network on chip applications, including the 

comparison between channel waveguide based platform and photonic crystal platform. 

The chapter 3 introduces the design, fabrication of a two cavity system. The effective 

thermal-optical tuning enables precise the phase controlled cavity-cavity interference. The 

chapter 4-5 analyzed the third order nonlinearity and its related free carrier dynamics in 

graphene-silicon system. The Kerr nonlinearity leads to four-wave-mixing in the photonic 

crystal cavity, and the large two photon absorption induces optical bistability and 

regenerative oscillation under continuous wave excitation. Chapter 6 introduces the unique 

and complex properties of PECVD silicon nitride ring, involving IR light interaction with 

molecular vibration absorption and defects absorption in surround silicon nanocrystals. 

The steady state bistability and dynamic stochastic switching is experimentally explored 

and theoretically interpreted by the light interaction with the hydrogen bond and the 

silicon quantum dots. Chapter 7 focuses on the experiment and modeling of the 

InAs/InGaAs DWELL solar cells, showing the quantum dots layer’s functionality on 

enhancing the solar cell efficiency in small scale. The last chapter wraps up the material 

explored in this thesis and discusses their contributions for energy effective modem 

communication systems. 
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2.1 Geometry: compare ring and photonic crystal based routers 

Silicon ring resonators are building block for optical modulators, but their sharp 

resonances render them sensitive to temperature fluctuation and fabrication variance. And 

power dissipation is still an issue. Thus, compact integrated configurations with better 

thermal isolation are required [1]. 

For estimating the enhancement of performance by involving photonic crystal based delay 

line, PSEs, and switches, the original parameters for describing micro-ring based 

resonators would be replaced by the numbers (experimental) reported in the up-to-date 

literatures. Thus, a reliable comparison on system level performance between the two 

technologies (micro-ring [2] and photonic crystal) can be predicted by PhoenixSim [3]. 

Specifically, the PSE realized by photonic crystal direct coupler would be implanted in 

exist/exploring 4 by 4 non-blocking routers for seeking a superior advantage power saving 

[4-5]. The big issue for implanting photonic crystal switch is the loss when light 

propagates through the photonic crystal part. The signal is reflected from the channel 

waveguide and photonic crystal waveguide interface and degraded when propagates 

through the PhC waveguides. The interface reflection can be minimized by proper 

geometric design for mode matching, and the later one is confined by the surface 

roughness, geometric fluctuations and other non-ideal limitations in fabrication, but could 

be overcome by making use of Nonlinear effect in silicon (e.g. Raman scattering and Kerr 

nonlinearity), which can even amplify the signal. 
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2.1.1  Single switch analysis 

A compact photonic crystal directional coupler with a similar layout in a silicon on 

insulator platform electro-optically switched at 150kHz with a switching time of 620ns 

under a low voltage operation of 2.9 V. Table1 compares the physical parameters between 

photonic crystal direct couplers and ring cross couplers [2, 6]. The connection length and 

propagation delay were left untouched considering the fact that the thermal isolation range 

should be same for both ring based or PhC based coupler when implanted in photonic 

circuits. 

Table 2-1: Simulation parameters for the Silicon switches 

 Photonic crystal direct coupler ring resonator 

 Aggressive Realistic Realistic 

Propagation loss 2 dB/cm 2 dB/cm 

Insertion loss (Bar) 0.1dB 2 dB 0.005 dB 

Insertion loss (Crs) 0.1dB 2 dB 0.5 dB 

Bar port ER 20 dB 25 dB 

Bar delay 0.105ps 1.25ps 

Cross port ER 12 dB 20 dB 

Crossing delay 0.105ps 4.35ps 

dn 4.2 × 10
-3

 1 × 10
-2

 

Heat capacity 8 pJ/degree 1 μJ/s/degree 

dT 23 K 20 K 

Latency 0.01 ps 0.06 ps 

Footprint 9 ×9 μm
2
 50 × 50 μm

2
 

Bandwidth 100 GHz 38.5 GHz 

extinction ratio 30 dB 20.79 dB 

Switching length 5.2 um [2] 30 um 

To make a compact and lossless modulator or switch, careful and descent geometric design 

is essential, not only for enhancing the light localization through nonlinear effect [7], but 
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also for suppressing loss (propagation, coupling, insertion) by trimming the mode (light 

profile on the cross section) to match the one in channel waveguides. 

2.1.2 Router analysis 

The major source of loss in ring resonator comes from the energy dissipation in ring when 

the data flow needs to change direction in the switch. Assume other losses are negligible 

(<0.05dB), the pass-through-ring loss (0.5 dB) is analyzed as below. 

Different from ring resonator, photonic crystal switch does not have “preference” on pass 

through “ring” or pass by “ring”. As long as the signal meets the switch, 2dB loss is 

sacrificed wherever direction it comes out. The first two work more like circulator, which 

leads to high insertion loss and latency, while the final one prefers going straight through. 

2.1.3  Blocking 

However, for achieving the non-blocking functionality, the simplicity of the design is 

sacrificed, which means more switches and lines are involved to make sure the switch can 

work with all the parallel inputs. An optimized systematical design calls for leveraged 

functionality and simplicity, where blocking switches with matched preference as the 

systems are used because of their low cost, loss, latency, and energy dissipation. As an 

example, simple 4 × 4 blocking switches are set up for loss analysis. The working status is 

listed as table 1. 

When all the switches are on, the data flowing in the clockwise is nonblocking and enjoys 

low loss, while the anti-crossing data flow is activated when the four switches are off. The 
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direct transmissions are always on for both conditions. Again, the loss table is based on the 

photonic crystal directional coupler. 

2.1.4 Implantation in Torus network topology 

For estimating the potential of MEMS based devices, the ring resonator and PhC based 

switches are put in 8 by 8 topologies for compare. Torus NX and Nonblocking Torus are 

selected as testing samples. 

The latency and throughput are same between two kinds of switches, because circuit 

switches are considered as working function for the switches here, so these two 

parameters, determined by clock rate, are same for both cases. 

The insertion loss for the systematical simulation is very sensitive to the individual 

insertion loss in single switches. Without any optimization, the large insertion loss (2dB) 

caused by mode mismatch between the channel waveguide and photonic crystal 

waveguide leads to intolerable (600 dB) loss. If the insertion loss for individual photonic 

crystal switch can decreased to 0.1 dB, the result is comparable to the ring resonator as 

shown in Figure 8. By using the same parameters, the insertion loss in Torus NX is much 

lower than Nonblocking Torus. 

The main difference between two kinds of switches, in terms of insertion loss, is that the 

photonic crystal direction coupler has the same loss for bar state and cross state, while the 

ring resonator has much lower loss when it is working at bar state. 
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2.2 Materials: graphene hybrid optoelectronic devices 

Crystalline and Polycrystalline silicon, silicon nitride, Germanium are involved in the 

Photonic network-on-Chip Architectures for their easy compatibility with the CMOS 

processing. The basic functionalities, including the waveguide crossing, switch, modulator 

and photodetectors are realized and carefully engineered for high complexity topologies 

[8]. However, the indirect bandgap makes the silicon low tunability, but involving 

innovative metamaterials potential to decrease the complexity and standard of the silicon 

geometry for tailoring the EM field [9]. Graphene is an outstanding candidate for its 

versatile tunability, superior performance and easy integration with silicon system [10].  

Generally, graphene has demonstrated its capability for the wide band operation. Graphene 

maintains optical transparency window from 1033nm to 2480nm, across C and L bands 

[11]. Graphene based device can operate at broad optical bandwidth, high speed, easy 

integration, and low power. Its weakness includes dependence on fabrication process, low 

responsivity, and sensitive to environment change. Here I list the graphene based device 

performance for switch, modulator and detectors. 

2.2.1 One photon absorption saturation for mode locked lasers 

The Pauli blocking makes graphene an ideal broadband absorber. The ultrafast carrier 

dynamics allows the ~ps recovery time for Graphene Saturable absorber (GSA). The 

increasing number of layers would decrease the modulation depth and increases the 

saturable intensity, and thus single layer graphene is prefered. Here is the Cross absorption 

modulation in graphene-waveguide system. 
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Table 2-2: Parameters for waveguide integrated Saturable absorber 

Wavelength 
Graphene 

Layers 

Saturable 

intensity 

Pump 

power* 

Modulation 

depth 

Recovery 

time 
Ref. 

1460-1650 nm 2 2 MW/cm
2
 2 mW 66.5% 1.67 ps [12] 

1525-1570 nm 1 8.0-7.8 MW/cm
2
 8-7.8 mW 12.77% <10 ps [13] 

2014 nm 1 0.15 MW/cm
2
 0.15 mW 94% 882 fs [14] 

*Pump power: product of the saturable intensity and the waveguide mode area 

2.2.2 Absorption induced dynamical switching 

A. Two photon absorption in waveguide 

Two photon absorption in silicon leads to ultrafast all-optical switching in silicon wire 

waveguide [15]. The 70% modulation depth is demonstrated, with 13ps recovery time. The 

average pump power coupled into the waveguide is about 6mW (1.9W peak power). The 

two photon absorption rate is 10
5
 times higher in graphene, and expected to lower the 

pump power 20 times in the hybrid structure. The high surface recombination rate in 

graphene would shrink the free carrier recovery time to ~ps as well [16]. 

B. Free carrier absorption in cavity 

Figure 2 compares cavity-based switching and modulation across different platforms 

including silicon, III-V and the hybrid graphene- silicon cavities examined in this work. 

The thermal or free-carrier plasma-based switching energy is given byP0th/e×τth/e, where 

P0th/eis the threshold laser power required to shift the cavity resonance half-width through 

thermal or free-carrier dispersion; τth/e are the thermal and free-carrier lifetimes in 

resonator. Note that the lifetime should be replaced by cavity photon lifetime if the latter is 
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larger (for high Q cavity). Graphene brings about a lower switching energy due to strong 

two-photon absorption (~3,000 cm/GW) [17]. The recovery times of thermal switching (in 

red) are also shortened due to higher thermal conductivity in graphene, which is measured 

for supported graphene monolayers at 600 W/mK [18] and bounded only by the 

graphene-contact interface and strong interface phonon scattering.  

2.2.3 Waveguide based Graphene modulator by electrical-optic control 

Table III shows the experimentally demonstrated waveguide integrated graphene 

modulators. Single and double layer graphene is transferred onto channel waveguide, 

controlled by external gating. The transmission power decreases ~2dB and 4dB as the gate 

voltage moves the Fermi level away from the Dirac point, for single layer and double layer 

graphene devices.  

Table 2-3: Parameters for waveguide integrated graphene modulator 

Wavelength Layers Footprint 
Modulation 

depth 

Drive 

Voltage 
Bandwidth Ref. 

1350-1600 nm 1 25 μm 0.09 dB/μm 3V 1 GHz [27] 

1350-1600 nm 2 40 μm 0.16 dB/μm 5V 1 GHz [28] 

2.2.4 High speed graphene photodetector 

The generation and transport of photocarriers in graphene differ fundamentally from 

semiconductors. It allows high bandwidth, zero source-drain bias and dark current 

operation. Graphene based photodetector is demonstrated for the high bandwidth operation 

(40GHz verified, 500GHz aggressive), but the photoresponsivity is only 0.5mA/W with 

80V gate bias [29], with non-optimized design. With improved electrodes design, the 
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photo-responsivity can be improved to 6.1mA/W at telecommunication wavelength, with 

16GHz bandwidth (10Gbit/s) [30]. Enhancement of one dimensional resonators can 

increase the responsivity to 21mA/W at 850nm wavelength, with on-chip integration 

[31-32].  

The photo-excited ultrafast dynamics is also investigated experimentally. The photocurrent 

response time is measured to be 1.5ps at room temperature [33]. The response time is 

4.9ps and 2.9ps for exfloid and CVD single layer graphene, with mobility estimated to be 

1,000 and 600 cm
2
/V/s respectively. With the gate tunable MGM design, the responsivity 

is 3mA/W at room temperature, for both fs pulse excitation and CW laser excitation. The 

responsivity can increase upto 32mA/W at temperature 20K for CW light [34]. More 

recently, 0.11A/W responsibility at room temperature is shown by graphene contact with p 

doped silicon [35]. On chip integrated design with silicon waveguide structure allows high 

speed, high responsivity and broadband OE conversion from visible to Mid IR range 

[36-38]. 

2.3 Conclusion 

Resonators and waveguides are building blocks of the Network-on-chip system. The 

geometric design for waveguides and resonators determines the linear properties of the 

system, such as propagation loss, insertion loss, etc. The bandwidth and power of the 

optoelectronic devices, including modulators, detectors, switches, are limited by the 

materials. Given the thermal conductivity, electrical conductivity and optical transparency, 

graphene could be integrated in the silicon photonics for the active devices.  
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Figure 2-1. Basic 2 × 2 photonic switch element (left) ring resonator based (right) 

Photonic crystal directional coupler [3] 
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Figure 2-2. Compare the performance of nanophotonic networks based on ring 

resonator and Photonic Crystal （PhC) based switches by using different network 

topologies. (a) Photonic Energy versus Packet size. The red lines represent nonblocking 

torus, and the blue lines are for the torusNX ones. (b) Worst loss for ring (1) and PhC (2) 

based networks. The blue and purple bars are for Nonblocking Torus (N) and Torus NX 

(T) respectively.  
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Figure 2-3 Comparison of switching energy versus recovery time of cavity-based 

modulators and switches across different semiconductor material platforms. The blue 

circles are carrier plasma-induced switches with negative detuning, and the red squares are 

thermal-optic switches with positive detuning. The dashed lines illustrate the operating 

switch energies versus recovery times, for the same material [19-26]. L3 (H1) denotes 

photonic crystal L3 (H1) cavity; MR denotes microring resonator.  
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Chapter 3 

Deterministic tuning of inter-cavity coupling with 

integrated electrodes 
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3.1 Introduction 

Based on analogies between classical electromagnetic fields and quantum probability 

amplitudes in atomic physics, electromagnetically induced transparence (EIT) and its 

photonic correspondence have been examined in atomic three-level canonical systems 

[1-2], atom – optical cavity systems [3], and chip-scale coupled photonic resonators such 

as indirectly coupled whispering gallery resonators [4-5] and photonic crystal cavities 

[6-7]. In its optical analogue, the interferences of the electromagnetic wave between 

excitation pathways to the upper level in three-level realization has led to 

highly-dispersive absorption cancellation of the medium [3], resulting in phenomena such 

as stopping and dynamical storage of light [8-9]. All optical analogue 

electromagnetically-induced-transparency (EIT) gives rise to strong interest due to its 

capability of controlling the qubit storage on chip at room temperature. The photon can be 

stored coherently between cavities much longer than in single cavity [10-12]. Previously 

the interference between the two discrete states are profoundly studied in the discretely 

coupled system [13], but the Autler-Townes splitting results from Rabi oscillation is only 

observable in well controlled system [8]. Here we use electron-beam defined microheater 

to locally adjust the refractive index. It is demonstrated that the thermal tuning effect is 

negligible when the cavity to heater distance is longer than 5 micrometers. The system 

parameters, including the cavity and phase are well-isolated for external control. 

Here the observations of deterministic resonance and phase tuning of multiple photonic 

crystal cavities with precisely-positioned chip-scale integrated electrodes are presented, 

followed by the realization of an all-optical solid-state analogue to EIT on-chip. The 
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optical EIT-like lineshape has a comparable bandwidth-delay product to the atomic 

systems, although it has a significantly larger bandwidth and a correspondingly shorter 

delay [8].  To achieve the coherent interferences on-chip, the detuning and phase 

mismatch between the optical transitions or oscillators must be tightly controlled; to 

overcome the resonance variations between multiple cavities on-chip [14], tuning schemes 

involving for example optical [15] or electrically carrier injection [16], atomic layer 

deposition [17], integrated piezoelectric [18] and thermal heating [19] have been 

examined. Efficient carrier injection through Drude plasma dispersion has enabled for 

example fast CMOS-compatible optoelectronic modulators with appreciable extinction 

ratios and small drive voltage requirements [20]. These integrated approaches pave a 

scalable approach for chip-scale tuning, such as to simplify the resonance alignments of 

multiple cavities [21] in variable delay lines, controllable light-matter interactions in slow 

light photonic crystal waveguides [22], and high-speed efficient optical interconnects and 

transceivers on-chip [23]. 

3.2 Control optical pathways for cavity-cavity interaction 

Cavity-atom or cavity-quantum dot interaction has been an important building block for 

the quantum information technology [24]. Controlling the spontaneous emission and 

stimulated emission of single photon has been demonstrated in the quantum dot-cavity 

system [25-26]. Meanwhile, the classic optics in the cavity-cavity interaction is also well 

studied by the coupled mode theory [26-27]. Here we demonstrate the intercavity phase 

can also be used to control the reflectivity of single cavities [28], for gaining classical 

insight of the cavity QED.  
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By placing a two state system in an external field, the coupling between spin and magnetic 

field, or the coupling between electric field and dipole would lead to rabi splitting of ωR. 

Coupled differential equation for a two state system can be expressed in a dressed state 

form: 

1
1 2

2 2
R

db i i
b b

dt


         (1a) 

2
2 1

2 2
R

db i i
b b

dt


         (1b) 

where b1 and b2 are probability amplitude of dressed states. δ is the detuning between two 

states. This model is based on two strongly coupled states with negligible spontaneous 

decay. Rewrite the expression in term of Hamiltonian:  

0 1

1

2

R

R

H H H
 

 

 
    

 
      (2) 

However, in the latter discussion, the strong interaction field is hard to achieve due to the 

photon loss through various channels (radiative or nonradiative recombination), and thus 

finite lifetime is introduced in further cases. Quantum dot is a two state emitter. When it is 

placed in a strong field resonant with its transition wavelength, the quantum dot interacts 

with the field.  

Fig. 3-1a shows the quantum node unit composed of an atom and cavity. The externally 

controlling and related quantum transmission process is illustrated in Fig. 3-1b. Under the 

external light excitation, the total Hamiltonian for describing the atom-cavity system is: 
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Where the Atom’s term HAtom=1/2hωσz, HField=hv(a
+
a+1/2), and the interaction term is 

expressed as Hinter=h(g*σ-a
+
+gσ+a). The critical parameter g is proportional to the local 

photon density of states (D(k)). The local field density is enhances as the cavity quality 

factor versus cavity mode volume: 

2 2 3

2 2

max max

( ) | |

( ) | |

n r E dr
V

n r E


        (4) 

Fig. 3-1(d) shows the calculated photocounting rate of the cavity and the atom 

spontaneous emission of the cavity (generated by Quantum Optics Toolbox, from Sze 

Meng Tan [29]). Consider a quantum dot coupled to a nanocavity with a Rabi frequency 

g/2π= 10 GHz, suppose that its spontaneous emission rate γ/2π= 1 GHz, and that the cavity 

field decay rate is κ/2π = 10 GHz, equal to the Rabi frequency. 

3.2.1 Autler-Towns splitting in classic cavity-cavity system 

Two coupled cavities (Fig. 3-2a) only evolve classical interaction. The relative phase 

between two cavities determines the cavity-cavity interaction. Take the two cavities 

(usually have different resonant wavelength, and detuned in the scale of the cavity 

linewidth) as two excited states sharing the same ground state: 

( )1
01 1 2 1

1 1 1
( )

2 2 2
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   (5b) 

Where a1 and a2 are light amplitude in two cavities. For simplicity, I assume other loss 

channels, including the out-of-plan radiation and nonlinear absorption, are negligibly small 

compared to the coupling loss to the waveguide. The loss rate is inversely proportional to 

photon lifetime in cavity: γ=1/τ. ω01 and ω02 represent the cavity resonant frequencies. ω is 

the frequency of input laser. β is the propagation constant in waveguide and L is the 

distance between two cavities. The phase of the light changes βL after traveling from one 

cavity to another one. Neglect the external power supply term (s1+=sqrt(Pin)) and set the 

input laser right in the middle of two cavity resonances, the ‘Hamiltonian’ for the two 

cavities can be expresses as: 

/ /1

2 / /

i L

i L

i ie
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
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  

  





 
  

  
      (6) 

Compare to equation 1 for classical two state system, the rabi-frequency has the 

correspondent expression ωR=iγe
-iβL

. The detuning δ is defined as |ω01-ω02|. The rabi 

oscillation is an complex number here, whose real and imaginary parts depend on the 

phase term. The real part represents the cavity-cavity splitting and the imaginary part is 

from the photon cancellation during the cavity-cavity interference.  

The cavity-cavity coupling can be controlled by the detuning between two cavities and the 

phase of waveguide linking the two cavities. In experiment, the cavities are resonant at 

optical communication band, ~1550nm wavelength. The in-plane cavity quality factor is 
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usually designed to be ~6000, correspondent to the cavity lifetime of 

τ=1/γ=Q/ω0=Qλ0/(2πc)=4.7ps. The cavity-cavity distance L is in the order of tens of μm, 

for separately controlling the cavity resonance and phase by external sources. Usually the 

detuning between two cavities is set below (ω02 - ω01)τ < 3.5 for achieving strong 

interference. 

In order to achieve the Electromagnetically induced transparency (shown in Fig. 3-2b), a 

little offset (or by cavity-cavity splitting) is required to observe the interference peak 

between two cavity resonance on the transmission spectrum. And the cavity-cavity phase 

(βL) is π/2 in order to form the destructive interference. Superluminescence (Fig. 3-2c) 

happens when the cavities are coherently radiate with the same phase. Constructive 

interference is required for the Superluminescnence as the βL is tuned to be zero. The 

supermode is formed between the two cavities and the waveguide linking them. We 

compare the optical field distribution in time domain by FDTD simulation (Fig. 3-3a), and 

the frequency domain cavity energy distribution by CMT (Fi.g 3-3b). In 

Superluminescence, the optical field distribution of the eigen mode is symmetric between 

the two cavities are symmetric at any time spot (Fig. 3-3a(i)), while the optical energy 

exchanges between the two cavities in EIT (Fig. 3-3a(ii)). In time domain, the energy 

dissipation doubles in the superluminescence and EIT can slow the light down. The 

splitting between two cavities should have the form of effective rabi splitting: 

2 2 2 2' (sin( ) / )R R L              (7) 

The detuning is expected to be smallest as sin term is zero, and reaches its maximum (
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2 2(1/ )  ) at βL=π/2.  

Similarities between two models have been presented and compared, whether two distant 

coupled cavities can achieve Rabi oscillation stay controversial for a while. Sato et al. 

have demonstrated strong coupling between two distant coupled photonic crystal cavities 

separated by more than 100 wavelength [8]. Two cavities with 1 million quality factor are 

employed here. The cavity bandwidth is 1.5pm, with photon decay time 

τ=1/γ=Q/ω0=Qλ0/(2πc)=0.78 ns, so light can be reflected back and forth between two 

cavities through ~150 μm long waveguide without significant decay. The researchers 

experimentally obtained a Rabi splitting of 150pm on spectrum and periodic oscillation 

with a period of 54ps. The ~100m separation between two cavities allows independent 

tuning one of the cavities. By introducing a short control pulse to shift the resonance of the 

two cavities, the oscillation stops. 

Light oscillation between direct coupled cavities (two cavities separated by less than one 

wavelength in space) seems as ideal objective to study Jaynes-Cummings oscillation [30], 

but the coupling is usually hard to be externally tuned/controlled without affecting the 

cavity resonance.  

In atomic systems, different cooling and trapping schemes (laser cooling, magnetic-optic 

trapping etc.) are used to suppress Doppler broadening and narrow the atom linewidth. 

Effort on engineering the layout of the cavities for enhancing the cavity quality factor is 

also undergoing [31]. The loss in cavity can be suppressed by avoiding any abrupt 

interruption of optical distribution. The fabrication for implementing the optimal design 
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stays challenging for the nano-meter scale engineering of the device layout, where the 

light distribution only depends on the refractive index and cavity designs rather than the 

intensity profile generated in free space laser.  

The functionalities realized by on-chip devices (quantum dot-cavity, or cavity-cavity 

coupling) can be used broadly for stopping/slowing light in optical buffers/memories, 

which is an important building block for classical photonic circuits. 

 

3.2.2 Experimental implementation 

We next examine the controlled cavity-cavity phase tuning with integrated electrodes as 

illustrated in Fig. 3. Phase between the cavities is given by𝛷 = ∫ 𝑑𝑙
𝐿

0
ωgneff(l,T) where neff 

is local effective index of photonic crystal waveguide, 2.768 at 1550 nm for room 

temperature, and L is the length of the photonic crystal waveguide between two cavities. A 

second electrode is placed beside the photonic crystal waveguide to locally adjust the 

refractive index of the waveguide between the two cavities (the red part in Fig. 3-2a). For 

this second sample, the active cavity has Qloaded = 7,500, Qin = 30,000, and resonance 

wavelength is thermally tuned to 1569.86 nm, and the target cavity has loaded quality 

factor Qloaded = 8,500, Qin = 15,000, with resonance wavelength at 1569.97 nm. After 

placing the resonant frequencies of the two cavities close enough (δ [=2τtotal(ω1-ω2)] = 1.9 

and less than 3.5 [6]), the relative cavity-cavity phase difference is adjusted through 

thermal-optic control of the waveguide between two cavities: ΔΦ=dn/dT×ΔT×Leff/λc×2π, 

where ΔT is the increased waveguide temperature, and Leff is the the length of the 
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waveguide effectively heated up by the electrode placed between two cavities. Fig. 3a 

shows that the transmission lineshape is gradually tuned from a flat-top reflection filter to 

an EIT-like optical resonance when the power applied on integrated phase tuning electrode 

is increased from 4.13 mW to 6.91 mW. The phase shift ΔΦ by the local refractive index 

change is tuned from 0.07π to -0.03π when the phase local tuning power increases from 

4.13 mW to 6.91 mW, which corresponds to a sensitivity of 0.038π/mW. To illustrate the 

phase tuning physics, the CMT simulated lineshape with fixed detuning (δ at 1.6) and 

increasing phase (from out-of-phase to in-phase) is illustrated in Fig. 3-4a, and matched 

well with experimental results without any fitting parameters. With the average of the two 

cavity resonances maintained, the tilted EIT-like peak with increasing phase tuning power 

is induced by the different Qs of the two interfering cavities. The curve fitting extracted 

cavity-cavity splitting and the phase are plotted in Fig. 3-4 b and c respectively. The 

maximum cavity splitting would be upto 27GHz, verified at two different initial resonance 

detuning (δ=0 and 0.1). The cavity splitting would decreases with higher phase tuning 

power. The phase only changes ~0.07 by fitting the CMT with the measured transmission 

spectrum.  

3.3 Device fabrication and measurement 

3.3.1 Integrated electrodes fabrication 

As shown in Fig. 3-5a, b, the photonic crystal cavities and membranes examined in this 

work are fabricated on a 250 nm thick silicon-on-insulator device layer via optimized 248 

nm deep-ultraviolet lithography and etching for reduced disorder scattering [32]. The 

lattice constant of the photonic crystal is 420 nm with 110 nm hole radius (a = 420 nm, r = 
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0.261a, t = 0.595a). Each cavity is designed with three missing central holes (termed 

“L3”), with the nearest neighboring holes tuned and shifted [33] to enhance intrinsic 

quality factor (Qin ~ 60,000 from 3D FDTD calculations [34]). Fig. 3-5c shows an example 

2D finite-difference time-domain simulation of the L3 cavity with the tuning electrode 

outline. We note that the thermal electrodes are nanofabricated at four lattice periods away 

from the cavity (Fig. 3-5c) such that the heat is effectively diffused from electrodes to the 

cavity region and intrinsic cavity Q is not affected by the metal absorption. If the metal is 

placed too close to cavity (less than three lattice periods), much of the light would be 

coupled into plasmon modes (experimentally observed from the top scattering image) of 

metal electrode and the cavity Q is significantly attenuated. The distance separation (L) 

between two L3 cavities is 60 μm and includes thermal isolation trenches to achieve 

independent cavity and phase (in the photonic crystal waveguide) tuning. 

To achieve the integrated tuning electrodes on the suspended membranes, two 

nanofabrication approaches are developed. The first approach is shown in Fig. 3-5d 

subpanels (i), (ii), (iii), where the electrode features are first aligned to the photonic crystal 

cavities through electron-beam lithography and the sacrificial undercut etch of the 

photonic crystal membranes as the final step. The second approach involves sacrificial 

release of the membranes first, before electron-beam alignment and electrode patterning 

through lift-off [Fig. 3-5 subpanels (i), (ii’), (iii’)]. The misalignment in the spatial 

electron-beam registration between the electrodes and the cavities is estimated to be ~ 200 

nm. The tuning electrode is electron-beam evaporated with 100 nm chrome. The folded 

serpentine layout of the heating electrodes, along with a convex profile “bending away” 

from the cavity center, is designed and written so as to maximize the (joule) heating while 
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minimizing perturbation to the L3 optical cavity field (from intrinsic metal absorption) 

when positioned close to the nanocavities (Fig. 3-5c) [35].  

Table 3-1. The tuning efficiency by using metal pads with two thicknesses 

 
|λA – λB | 

Pad 

Thickness 

Pad 

Resistance 

Thermal tuning 

efficiency 

Cavity resonance 

tuning efficiency 

Set 1 10nm 50nm 2.7 k Ohm 1.29 K/mW 1.27 nm / mW 

Set 2 2.5nm 100nm 1.3 k Ohm 7.5 K/mW 1.60 nm / mW 

 

The symmetric electrode profile ensures symmetric heat flux to the coupled cavities. With 

a brief HF etch before electron-beam evaporation, the native oxide or organic materials on 

the top surface is removed and hence direct contact between the chrome and photonic 

crystal membrane is achieved. With the second approach in nanofabrication [Fig. 3-5d 

subpanels (i), (ii’), and (iii’)], the resulting edge interface of the lifted-off electrodes is 

around 50 nm and the resistance for this specific design is around 1.3 kΩ. Fig. 3-6 (a-j) 

shows the detailed nanofabrication flowchat described above.  

3.3.2 Measurement 

Transmission measurements are performed with amplified spontaneous emission sources, 

with polarization controllers and tapered lensed input/output fiber coupling. DC bias is 

applied to the nanofabricated electrodes. The output is sent to an optical spectrum 

analyzer. An optical image of the sample and three probes is shown in Fi.g 3-7a. Fig. 3-7b 

is the image of one cavity tuning, and Fig. 3-7c illunstrates the both cavity and phase 

tuning by three cavities. In these measurements, each cavity is implemented in the 
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over-coupled regime (Qcoupling ~ 6,000), with a resulting measured loaded Q in the range of 

5,600 to 8,500 to allow for coherent in-plane cavity-cavity interference. The typical 

resonance extinction ratio is measured to be ~ 15 dB, and the correspondent intrinsic 

cavity Qs is ~ 33,000.  

3.4 Thermal electric tuning of silicon photonic crystal cavities 

3.4.1 Tuning photonic crystal cavity with integrated electrodes 

Fig. 3-8a shows the resonance wavelengths of two L3 cavities when the shorter 

wavelength resonance (at 1581.9 nm) of the active cavity is thermally red-shifted to align 

up to the longer wavelength resonance (1584.4 nm) of the target one. The initial resonance 

wavelength difference between the active and target cavities (λtarget - λactive) is 2.7 nm 

without external power supplied. In Fig. 3-8a inset, we show the fine-tuning at a higher 

base temperature (with ~ 1 nm red-shifted resonances). In Fig. 3-8b we plot the fine tuning 

of the active cavity near the target cavity for observing the interference patterns, with the 

resulting detuning δ [=2τtotal(ω1-ω2)] illustrated. We emphasize that when δ < ~3.5, the 

linewidth of the transparency peak is narrower than the individual cavity linewidths [6, 21], 

in the regime of Fano- and EIT-like interferences. We also exploring the sensitivity of 

interference lineshapes to different chip (base) temperatures – the tuning efficiency dδ/dP 

drops from 8.5 /mW to 2.9 /mW after the base temperature being raised by 14K. Fig. 3-8c 

shows four example transmission lineshapes with interference between two indirectly 

coupled cavities, with detuning δ of 2.3, 2.6, 2.9 and 4.0, corresponding to local cavity 

tuning power 3.59, 3.49, 3.39 and 3.26 mW applied on the electrodes respectively. In 

addition to the lineshape shown in Fig. 2c with δ at 4.0, the other panels also illustrate an 
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even smaller detuning through the integrated control, where an asymmetric lineshape 

indicative of Fano-like interferences is observed. There is also a Fabry-Perot background 

in the measured spectra which arises from the finite termination of the photonic crystal and 

the chip. By simulating the experimental data with coupled mode theory (CMT), the 

cavity-to-cavity phase difference that satisfies the condition of forming a Fabry–Perot 

resonance is 0.85π for all cases.  

The thermal control of the cavity has a resonance redshift of 1.60 nm/mW at room 

temperature. The tuning efficiency decreases to only one third as substrate temperature 

increases 14K. When only the shorter wavelength cavity is thermally-tuned, we note that 

there is negligible cross-talk for the target cavity, where the tuning cross-talk is observed 

to be 0.038 nm/mW by linear curve fitting of the unintended target cavity shift (Inset of 

Fig. 3-8a). The devices typically operate with voltage biases up to ~ 6 V. The thermal 

impedance of the photonic crystal cavity is defined as: 1/Rth=ΔT/ΔP =(Δλ 

/ΔP)×(Δn/Δλ)×(ΔT/Δn), where Rth is the thermal resistance (in units of mW/K), ΔT is the 

temperature difference, ΔP is the joule heating power supplied by electrodes, and Δλ is the 

cavity wavelength shift. Δλ/ΔP is given by the measurement. The temperature dependence 

of the refractive index Δn/ΔT in silicon is 1.86×10
-4

 /K [22], with Δn/Δλ=nSi/λactive 

obtained within the first-order perturbation for the high index material [12, 23] 

(nSi=3.485). The thermal resistance at room temperature is estimated to be 18.7 K/mW, 

comparable to optical tuning at 15.4 K/mW [6, 21].  
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3.4.2 Effects of substrate temperature on tuning efficiency 

It is noted that the electrodes tuning efficiency decreases dramatically with the 

increasing substrate temperature. By placing the heater on the sample holder and a 

thermistor on top the chip, we demonstrate effective heating by the off-chip heater. We 

take the transmission spectrum of a four cavity system at different substrate temperatures 

(25
o
C, 32

o
C, 66

o
C) and background Fabry Perot (Fig. 3-9b). The cavity resonance and 

background Fabry Perot shifts are ploted in Fig. 3-9c. The tuning efficiency from chip 

temperature to the cavity resonance is about 0.023nm/
o
C.  

The measured thermal optical tuning of silicon refractive index is 5x10
-5

/
o
C, which is 

lower than the standard parameter for silicon (8x10
-5

/
o
C at 1550nm and room temperature). 

The mismatch between measurement and theory may be caused by non-fully contacted 

thermistor and the chip.  

3.4.3 Thermal conductivity on photonic crystals 

Two dimensional photonic crystals can be considered as in-plane porous silicon thin film 

with large pore radius and high porosity. The thermal conductivity of bulk silicon is 148 

W/mK at room temperature, but it would be greatly hindered by phonon scattering in the 

nanostructured systems. Crystalline silicon with pores of diameter 200nm is measured to 

have thermal conductivity of 23 W/mK [36]. In-plane thermal conductivity of the 260nm 

thick silicon membrane on silicon oxide substrate is measured to be 90 W/mK [37]. 

In experiment, we fabricated micro-heater with ~5μm diameter radius by e-beam 

lithography with round edge. Six S1-L3 cavities with different distance to the heating pad 
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are employed as sensors to measure the local temperature by thermal optic effect (Fig. 

3-10). The six cavities are coupled onto the same waveguide, and we track the cavity 

resonances on the transmission with different heating power. Only the cavities within 

1.5μm away from the heater are effectively tuned. We confirm the measured parameter by 

a compact model for analyzing the heat flow in silicon photonic crystal membrane. The 

thermal conductivity measured here might be useful for operating optoelectronic devices 

on chip (lasers, modulators), where high thermal stability is of paramount importance.  

The thermal transport equation can be expressed as: 

/ /dQ dt A dT dr         (8) 

Where dQ/dt is the heat flux from the source. A is the cross-section area, and is the product 

of the thin film thickness t and the half circumference of the heating pad (πr). Κ is the 

thermal conductivity. T is the temperature. r is the distance to the heating source. dT/dx 

represents the temperature gradience over the space. Considering the heat is dissipated 

homogeneously along the 2D plane, the equation can be simplified as:  

( / ) 1d T P

dr t r 
 


        (9) 

Here P is the heating power. r is the distance to the heating source. t is the thickness of the 

film. From the curve fitting, we know that near the edge of the half-circle metal, the tuning 

efficiency d(T/P)/dr is estimated to be 10.7 K/mW/μm. The half circumference of the 

heating pad is estimated to be 20μm. The thickness of the membrane is 0.25μm. From the 

parameters given above, the thermal conductivity of the photonic crystal membrane is 
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about 20 W/m/K, which is about 7 times smaller than the bulk silicon at room temperature: 

148 W/m/K. 

The thermal conductivity of the photonic crystals can also be theoretically calculated. 

Based on Molecular dynamics simulations and ballistic diffusive models, the transverse 

thermal conductivity of silicon with cylindrical pores can be expressed as: 

1

1

( ) ( )

eff m

v

v v p

k k
f

f f F f d






      (10) 

1( ) 4 / (sin 4 / / 2) 1 4 /v v v vF f f f f         (11) 

Where km is the thermal conductivity of the silicon thin film; fv=0.247 is the prosity (air to 

volume ratio); f(fv)=(1-fv)(1+βfv
γ
); dp=0.1 is the diameter of the hole; α=50.9, β=1821.1, 

γ=1.9 are fitting parameters [38-39].  

According to Fick’s law, the thermal diffusion length inside silicon could be obtained 

through the equation: L=2 sqrt(Dt). Where D is the thermal diffusivity of silicon, 0.88 

cm
2
/s [40], t is the recombination lifetime. We measured the resistance of the 

meta-material made of silicon membrane with periodic holes. The resistance tested 

between the two electrodes (top one and the bottom heater) is around 1 MΩ, From the 

equation: R=ρL/S, the resistivity of the photonic crystal membrane is estimated as 0.1 

Ω-cm, with the distance between the electrodes L=10μm, the cross section 0.25μm×3μm 

(estimated effective width, taken into account of the carrier flow blocking by the holes). 

Thermal conductivity of silicon is about 148 W/m-K at room temperature. The surface 

carrier doping is estimated around 10
18

 cm-3 from the resistivity value, which is much 

higher than the impurity doping in the membrane (p dope 10
16

 cm-3). The carrier lifetime 
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is estimated around 10
-6

s for surface doping (either on the surface or sidewall of the 

air-holes), and 10
-4

s for bulk doping (given by IME)  [41]. In silicon membrane, the heat 

transport would be dominant by the fast recombined surface carriers, so the thermal 

diffusion length would be around L=15 μm. Different from usual bulk/thin film material, 

the air holes on the silicon membrane would impede the carrier transport, and thus 

enhance the resistance and shorten the thermal diffusion length.  

Previously the thermal optic tuning on PhC membrane is using laser beam as heating 

source [42], which involves more complexity on modeling, Because the laser beam does 

not have sharp boundary (Gaussian beam), and the conversion efficiency from light to heat 

is hard to be accurately tested . In measurement, the rigorous and stable alignment is hard 

to be achieved also. For the electric micro-heater, the heat flux is generated from joule 

heating only, and the location of the heater is pre-defined in the fabrication. The 

parameters, including the heat flux, and the heater to sensor distance can be easily tested. 

Surface effect would hinder both phonon and electron transport in low dimensional silicon 

structure, including two dimensional (2D) thin film, one dimensional (1D) nanowires. The 

thermal conductance usually reduces with the dimension number due to boundary 

scattering. For example, the thermal conductivity of bulk silicon is 150 W/m-K at room 

temperature, but reduces to  ~100 W/m-K for 0.5um thick membrane (2D), and further 

cut down to 10 W/m-K for 8nm by 8nm silicon nano wire (1D). However, the high surface 

to volume ratio of low dimensional material would increase the phonon-boundary 

scattering, and thus increases the thermal conductance by ballistic phonon transport. 
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The phonon transport is converted from diffusive phonon transport to ballistic transport 

when the device characteristic length is comparable to the heat-carrier mean free path [43]. 

The Phonon Mean free path in silicon is measured to be 12 μm around room temperature 

[44]. The geometric confinement adds a frequency independent term to total phonon 

lifetime to represent the effect of boundaries [45]. 
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Fig. 3-1 Controlling information storage and release in single node. (a) Node 

composition of an atom and cavity. Red arrow: excitation laser; Yellow arrow: atom-cavity 

interaction; Orange arrow: photon leakage in cavity. (b) Excitation process shown in band 

diagram [1]. The control light pulse (with wavelength of ωL, amplitude of  (t) and phase 

of Ф(t)) excite the atom to an high energy state, and the energy is delivered to the excited 

state |r> through Raman process. Under the resonance excitation, the ground state |g> 

splits to two states |e> and |g> with coupled strength g(t). (c) Energy state in Atom in 

cavity. (d) (up) Photocounting rates for cavity output (dash line) and for atomic 

spontaneous emission (solid line). (down) Phase of intracavity light field.  
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Fig. 3-2 Schematic of two coupled cavity system. (a) The coupling coefficient between 

cavity and waveguide κ=(1/2/τc)
1/2

 (b) Schematics of (b) EIT mechanism, (c) 

superradiance two cavity coupled system in a. (i). 

Electromagnetically-Induced-Transparency (δ=1.9, βL=0) red dot line is the experimental 

data and the blue solid curve is the coupled mode theory simulation (ii): Superradiance 

condition. Light blue dash line is the single cavity dip (δ=0.1, βL=π). The external tuning 

is realized by the integrated electrode fine tuning of the local refractive index  
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Fig. 3-3 Phase dependent cavity-cavity splitting (a) 2D FDTD simulation showing the 

eigen modes of the two cavity system with different optical path between two cavities. The 

magnitude of the electric field in waveguide evolves with time. The insets are eigen states 

with different relative phase, with zero detuning between two cavities. The distance 

between two cavities is (i) 3a (ii) 2a (b) Coupled mode theory simulated energy spectrum 

with different phase between two cavities. The blue curve is the spectrum of the left cavity, 

and the red curve is the right cavity. (i) phase=0.5π (ii) phase=0π 
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Fig. 3-4 Experimental observation of phase determined cavity-cavity splitting (a) 

Measured (Blue solid line) and CMT simulated transmission spectrum (Red dashed line) 

with increasing phase tuning power (PΦ), and fixed resonance tuning power (Pr=40.8 

mW).(b) The CMT extracted inter-cavity splitting versus the phase tuning power. The blue 

dots are experimental data for 0 resonance detuning, and the green squares are for the 0.1 

resonance detuning. The lines are used for guiding eyes. (c) The CMT extracted 

inter-cavity phase.  
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Fig. 3-5 Chip-scale integrated tuning of photonic crystal two-cavity optical EIT 

system. (a) SEM of thermally-tuned coupled cavities with thermal isolation trench and 

tuning electrodes. Scale bar: 5 μm. (b) SEM of single cavity. Scale bar: 500 nm. (c) 3D 

FDTD simulated model profile (log scale) with outline of thermal tuning electrode. (d) 

Schematics of two-step nanofabrication process flow. (i) SOI wafer, (ii) electron-beam 

lithography defined tuning electrodes, (iii) suspended silicon membrane with electrodes. 

(ii’) initial sacrificial release, following by (iii’) electron-beam writing of the electrodes.  
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Fig. 3-6 Device nanofabrication flow chat (a) SOI structure with photonic crystal 

patterned on the top silicon layer. The thickness for photonic crystal layer and silicon 

oxide layers are 250 nm and 1 um respectively. (b) SOI structure with 200nm PMMA 

coating (c) Ebeam lithography for defining the metal part (d) PMMA development by 

MIBK:IPA (e) Chrome deposition (f) Lift-off (g) Spin casting photoresist (h) 

Photolithography (i) BOE wet etch (j) Sample cleaned by Aceton for removing the 

photoresist.  
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Fig. 3-7 Integrated tuning of the two-cavity resonances. (a) The resonant wavelength of 

the active cavity (solid squares) and the target cavity (empty circles) versus the tuning 

power. Inset: fine tuning cavity resonances in the cavity-cavity interference region. (b) 

Detuning versus local tuning power within the same region as inset of (a). Solid and empty 

squares are data measured at base temperature (T0) and T0+14K respectively. Lines are 

linear fits. (c) Example two-cavity coherent transmission under different local tuning 

powers (δ = 2.3, 2.6, 2.9 and 4.0, correspondent to cavity tuning power at 3.59 mW, 3.46 

mW, 3.39 mW and 3.26 mW respectively) . Solid (black) lines are experimental data and 

the dashed (red) lines are coupled-mode theory fits. Curves are offset by -0.5 for clarity. 
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Fig. 3-8 Measurement for chip level thermal-optic tuning. (a) Experimental set-up. 

Inset: detailed configuration. The blue part is the chip and two fibers. The thermistor 

(yellow part) is placed on top of the chip (Thorlabs TH10K). The heating source (red part) 

is placed under the chip holder (grey part). (b) Resistance as a function of Thermistor 

temperature for the thermistor. The blue curve is the electrical specification given by the 

data sheet. The red circles mark the temperature (24oC, 32oC, 66oC) the transmission of 

the resonators are measured. (c) The resonance shift of four photonic crystal cavities with 

different quality factors (blue circles) and the Fabry Perod oscillation (grey dash line).  
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Fig. 3-9 Fabrication and measurements of cavity tuning in photonic crystal systems. 

a, Schematic of nanofabrication process flow b, SEM of suspended photonic crystal 

membrane with micro-electrodes. Inset: 2D FDTD simulations of optical field distribution 

and its relative position to serpent electrodes. c, Transmitted spectrum with different 

electrical power supply. Bright lines show the drifting of cavity resonances and fringes in 

the background is the Fabry-Perot oscillation.  
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Chapter 4 

Kerr nonlinearity in graphene-silicon cavity 
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4.1 Introduction 

Kerr effect is one of nonresonant Electronic Nonlinearities. They occur as the result of the 

nonlinear response of bound electrons to an applied optical field. This nonlinearity usually 

is not particularly large in semiconductors. But the materials having delocalized π 

electrons (such as polydiacetylene or graphene) can have nonresonant third-order 

susceptibilites five order higher than others [1]. Four-wave mixing is a Kerr nonlinear 

effect can be viewed as the elastic scattering of two photons of a high power pump beam, 

which results in the generation of two new photons at different frequencies. Four-wave 

mixing attracts great attention due to its broadband operation and ultra-fast response time 

(femtosecond scale), for the application of wavelength conversion, parametric oscillatior, 

amplifier etc. 

4.2 Effective Kerr nonlinearity in graphene-silicon system 

4.2.1 Calculations of graphene’s dynamic conductivity 

Graphene is a two dimensional atomic thin material and strongest material. Its charge 

carriers exhibit superlative intrinsic mobility [2]. The linear absorption is firstly presented 

here.  The dynamic conductivity for intra- and inter-band optical transitions [3] can be 

determined from the Kubo formalism as: 
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where e is the electron charge, ħ is the reduced Plank constant, ω is the radian frequency, μ 

is chemical potential, and τ is the relaxation time (1.2 ps for interband conductivity and 10 

fs for intraband conductivity). The dynamic conductivity of intra- and inter-band 

transitions at 1560 nm are (-0.07-0.90i)×10
-5

and (4.15-0.95i)×10
-5

 respectively, leading to 

the total dynamic conductivity σtotal=σintra+σinter of (4.1-1.8i)×10
-5

. The real and imaginary 

parts of the conductivity and permittivity is calculated in Fig. 4-1. Given negative 

imaginary part of total conductivity, the TE mode is supported in graphene [4]. The light 

can travel along the graphene sheet with weak damping and thus no significant loss is 

observed for the quasi-TE mode confined in the cavity [5]. The impurity 

density of the 250 nm silicon membrane is ~10
11

 cm
-2

, slightly lower than the estimated 

doping density in graphene. 

4.2.2 Computations of effective Kerr coefficient in graphene-silicon cavities 

Third-order nonlinearity susceptibility for graphene is reported as large as |χ
(3)

|~10
-7

esu in 

the wavelength range of 760 to 840 nm [6]. When two external beams with frequency ω1 

(pump) and ω2 (signal) are incident on graphene, the amplitude of sheet current generated 

at the harmonics frequencies (2ω1-ω2) is described by: 
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whereε1, ε2 are the electric field amplitudes of the incident light at frequencies ω1 and ω2 

respectively. vF (=10
6
 m/s) is the Fermi velocity of graphene. Under the condition that both 

ω1 and ω2 are close to ω, the sheet conductivity can be approximated as:  
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Since most of the sheet current is generated in graphene, the effective nonlinear 

susceptibility of the whole membrane can be expressed as: 
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,     (5) 

where d is the thickness of the graphene (~1 nm), λ is the wavelength, and c is the speed of 

light in vacuum. The calculated χ
(3)

 of a monolayer graphene is in the order of 10
-7

esu 

(corresponding to a Kerr coefficient n2 ~ 10
-13

 m
2
/W), at 10

5
 times higher than in silicon 

(χ
(3)

~ 10
-13

esu, n2 ~ 4×10
-18

 m
2
/W) [7].  

 Effective n2 of the hybrid graphene-silicon cavity is then calculated for an 

inhomogeneous cross-section weighted with respect to field distribution [8] (Fig. 4-2 a-f). 

With a baseline model without complex graphene-surface electronic interactions, the 

effective n2 can be expressed as: 
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where E(r) is the complex fields in the cavity and n(r) is local refractive index (Fig. 4-2 

g-h). The local Kerr coefficient n2(r) is 3.8×10
-18

 m
2
/W in silicon membrane and ~10

-13
 

m
2
/W for graphene, λ0 is the wavelength in vacuum, and d=3 is the number of dimensions. 

The complex electric field E(r) is obtained from Three-dimensional finite-difference 
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time-domain computations of the optical cavity examined [9]. The resulting field-balanced 

effective n2 is calculated to be 7.7×10
-17

 m
2
/W (χ

(3)
~ 10

-12
esu), close to the best reported 

chalcogenide photonic crystal waveguides [10-11]. 

TABLE 4-1 Field-balanced third-order nonlinear parameter. 

Computed parameters 
2n (m

2
/W) 2 (m/W)

 

Graphene 10
-13

 [6] 10
-7

 [12]
 

Silicon 3.810
-18

 8.010
-12

 

Monolayer graphene-silicon 7.710
-17

 2.510
-11

 

Chalcogenide waveguide 7.010
-17

 4.110
-12

 

  

The 3D FDTD method with sub-pixel averaging is used to calculate the real and imaginary 

parts of the E-field distribution for the cavity resonant mode. The spatial resolution is set 

at 1/30 of the lattice constant (14 nm).  Time-domain coupled mode theory, including free 

carrier dispersion and dynamics and thermal time constants, is carried out with 1 ps 

temporal resolution. 

Likewise, the effective two-photon absorption coefficient is computed in the same 

field-balanced approach, with a result of 2.510
-11

m/W. The resulting nonlinear parameter 

γ (=ωn2/cAeff) is derived to be 800 W
-1

m
-1

, for an effective mode area of 0.25 μm
2 

(Fig. 4-2 

h). 

4.3 Device fabrication and calibration 

4.3.1 Graphene growth and transferring 
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Centimeter-scale graphene are grown on 25 μm thick copper foils by chemical vapor 

deposition of carbon. The top oxide layer of copper is firstly removed in the hydrogen 

atmosphere (50 mTorr, 1000oC, 2 sccm H2 for 15 min), then monolayer carbon is formed 

on copper surface (250 mTorr, 1000oC, 35 sccm CH4, 2 sccm H2 for 30 min). The growth 

is self-limiting once the carbon atom covers the Cu surface catalytic. The single layer 

graphene is then rapidly cooled down before being moved out of chamber. 

Poly-methyl-methacrylate (PMMA) is then spun-casted onto the graphene and then the 

copper foil etch-removed by floating the sample in FeNO3 solution. After the metal is 

removed, graphene is transferred to a water bath before subsequent transfer onto the 

photonic crystal membranes. Acetone dissolves the PMMA layer, and the sample is rinsed 

with isopropyl alcohol and dry baked for the measurements. 

4.3.2 Optical calibration by Raman spectrum 

A. Raman calibration 

Confocal microscopy was used for the graphene Raman spectroscopic measurements with 

a 100× (numerical aperture at 0.95) objective, pumped with a 514 nm laser. 

The Raman spectra are shown in Fig. 4-3. The G and 2D band peaks are excited by a 514 

nm laser and are located at 1582 cm
-1

 and 2698 cm
-1

 respectively. The Raman spectra are 

homogeneous within one device, and vary less than 5 cm
-1

 from sample to sample. The 

Lorentzian lineshape with full-width half-maximum of the G (34.9 cm
-1

) and 2D (49.6 

cm
-1

) band indicates the graphene monolayer [13], perhaps broadened by chemical doping 

and disorder. The phonon transport properties are represented by the G and 2D peak 
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positions (varying within 1 cm
-1

 over the sample) and the intensity ratios between the G 

and 2D peaks (fluctuating from 1 to 1.5) [14]. 

Fig. 4-3 b and c illustrates example transfers of large-area CVD graphene into various 

substrates including air-bridged silicon membranes, silicon oxide, and partially covered 

metal surfaces. CVD grown graphene is thicker and has rough surfaces compared to 

exfoliated graphene, shown by the broadened 2D peak and the fluctuation of the 2D versus 

G peak ratio [15]. The thickness of graphene is ~ 1 nm. Wrinkles on the graphene surface 

are formed during the cool down process, due to the differential thermal expansion 

between the copper substrate and graphene, and consistently appear only at the edges of 

our samples. We emphasize that at the device regions most of the devices are covered with 

a single unwrinkled graphene layer. 

The 2D peak is observable only when the laser excitation energy (EL) and the energy 

corresponding to electron-hole recombination process (ET) follow the relation: (EL-ET)/2 

>EF, where EF is the Fermi energy of graphene. With 514 nm laser excitation, the 2D peak 

is located at 2698 cm
-1

 (Fig.  4-3d).  

We note that wet transfer of graphene is used in these measurements. While a very thin (in 

the range of nanometers) residual layer of PMMA can remain on the sample after transfer, 

PMMA typically only has a non-centrosymmetric (2)
 response with a negligible (3)

 

response and hence does not contribute to the enhanced four-wave mixing observations. 

The dopants can arise from residual absorbed molecules or ions on graphene or at the 

grain boundaries, during the water bath and transfer process.  
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B. Optical transparency 

The Fermi level of graphene can be modified by chemical dopants. Sulfuric acid the nitric 

acid molecules are physically adsorbed on the surface of graphene without intercalations. 

The doping level can be well controlled beyond 1eV, for producing graphene with high 

transparency [16].  

In CVD growth graphene preparation, we used FeNO3 as the etchant to remove the copper 

layer. The NO3
-
 molecular in the solution is attached on graphene, and the doping is still 

there even the sample is left in water for weeks. 

With almost all of the undoped samples, the transmission was too low to ascertain good 

fiber-chip coupling. In addition, in the dry transfer process with solely heating and 

inter-surface stiction, much contaminants or particles are transferred onto the pristine 

silicon photonic crystal chip, damaging many of the transmission features. Other than 

these technicalities, a 11-dB higher power should lead to similar bistability and four-wave 

mixing properties – however the high power laser might introduce more background 

Fabry-Perot shifts (modifying the cavity lineshapes) and background noise. 

4.3.3 Photonic crystal preparation and transferring 

The photonic crystal nanostructures are defined by 248 nm deep-ultraviolet lithography in 

the silicon CMOS foundry onto undoped silicon-on-insulator (100) substrates. Optimized 

lithography and reactive ion etching was used to produce device lattice constants of 420 

nm, hole radius of 124 ± 2 nm. The photonic crystal cavities and waveguides are designed 
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and fabricated on a 250 nm silicon device thickness, followed by a buffered hydrofluoric 

wet-etch of the 1 μm buried oxide to achieve the suspended photonic crystal 

nanomembranes. The nanoscale Atomic force Microscopy gives the surface topology for 

the graphene suspended on the periodic holes with200nm. The graphene conductivity 

superlattice is presented by transferring to the periodically patterned substrate, measured 

by Electrostatic force microscope (Fig. 4-5).   

4.4 Four-wave-mixing in photonic crystal cavity 

The four-wave mixing measurements were performed on the in-plane cavity photonic 

crystal membranes, where a clear four-wave-mixing-generated idler intensity was 

observed only when graphene is present.  

4.4.1 Cavity enhancement of light-matter interaction 

The conversion efficiency of the single cavity η=|γPpL’|
2
FEp

4
FEs

2
FEc

2
, where FEp, FEs, 

and FEc are the field enhancement factors of pump, signal and idler respectively [17]. The 

effective length L' includes the phase mismatch and loss effects. Compared to the original 

cavity length (~ 1582.6 nm), the effective cavity length is only slightly modified by less 

than 1 nm. However, the spectral dependent field enhancement factor is the square of the 

cavity build-up factor FE
2
=Pcav/Pwg=Fcav(U/Umax)ηp

2
, where U/Umax is the normalized 

energy distribution with the Lorenzian lineshape. ηp=0.33 is the correction term for the 

spatial misalignment between the quasi-TE mode and graphene, and the optical field 

polarization. The field enhancement effect in the cavity is proportional to the photon mode 

density: Fcav=Qλ
3
/(8πV) [18], where Q is the total quality factor; λ is the wavelength of the 

light; V is the cavity mode volume (Fig. 4-5).  
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The enhanced two-photon-absorption and induced free-carrier absorption would produce 

nonlinear loss. To investigate the direct effect of two-photon absorption and free-carrier 

absorption on the four wave mixing, we measure the conversion efficiency with varying 

input signal power as shown in Fig. 4-6. Extra 4-dB loss is measured when the input signal 

power increases from -22 to -10 dBm, with the additional contribution from nonlinear 

absorption of the graphene-silicon cavity membrane. 

4.4.2 Detuning dependence 

To examine only the Kerr nonlinearity, next we performed degenerate four-wave mixing 

measurements on the hybrid graphene – silicon photonic crystal cavities as illustrated in 

Fig. 4-7, with continuous-wave laser input. A lower-bound Q of 7,500 was specifically 

chosen to allow a ~ 200 pm cavity linewidth within which the highly dispersive four-wave 

mixing can be examined. The input pump and signal laser detunings are placed within this 

linewidth, with matched TE-like input polarization, and the powers set at 600 W. Two 

example series of idler measurements are illustrated in Fig. 4-7a and b, with differential 

pump and signal detunings respectively. In both series the parametric idler is clearly 

observed as a sideband to the cavity resonance, with the pump detuning ranging -100 pm 

to 30 pm and the signal detuning ranging from -275 pm to -40 pm, and from 70 pm to 120 

pm (shown in Fig. 4-7b). For each fixed signal- and pump-cavity detunings, the generated 

idler shows a slight intensity roll-off from linear signal (or pump) power dependence when 

the transmitted signal (or pump) power is greater than ~ 400 W due to increasing 

free-carrier absorption effects (Fig. 4-7). As illustrated in Fig. 4-7a and b, the converted 
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idler wave shows a four-wave mixing 3-dB bandwidth roughly matching the cavity 

linewidth when the pump laser is centered on the cavity resonance.  

A theoretical four-wave mixing model with cavity field enhancement matches with these 

first graphene-cavity observations. The detuning between the cavity resonance and the 

laser would decrease the field enhancement factor: 

2 2

1
( ) ( )

1 4 ( 1)
cav

cav

F F

Q

 






 

      (7) 

Based on this numerical model match to the experimental observations, the observed Kerr 

coefficient n2 of the graphene-silicon cavity ensemble is 4.8×10
-17

 m
2
/W, an order of 

magnitude larger than in monolithic silicon and GaInP-related materials [19], and two 

orders of magnitude larger than in silicon nitride [20]. The computed n2 is at 7.7 × 10
-17

 

m
2
/W, matching well with the observed four-wave mixing derived n2. The remaining 

discrepancies arise from a Fermi velocity slightly smaller than the ideal values (~ 10
6
 m/s) 

in the graphene. As illustrated in Fig. 4-7d for both measurement and theory, the derived 

conversion efficiencies are observed up to -30-dB in the unoptimized graphene-cavity, 

even at cavity Qs of 7,500 and low pump powers of 600 W. The highly-doped graphene 

with Fermi-level level in the optical transparency region is a pre-requisite to these 

observations. We note that for a silicon cavity without graphene the conversion 

efficiencies are dramatically lower (by more than 20-dB lower) as shown in dashed black 

line, and even below the pump/signal laser spontaneous emission noise ratio (dotted grey 

line) preventing four-wave mixing observation in a silicon photonic crystal cavity.    
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Fig. 4-1 Conductivity and permittivity of graphene in the IR range. (a-b) The real and 

imaginary parts of the total conductivity; (c-d) permittivity, with Fermi level set at -0.4eV 

(red dashed line) and -0.2eV (blue solid line) respectively. 
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Fig. 4-2 Optical field distribution and calculation for effective kerr nonlinearity of the 

hybrid graphene-silicon waveguide. (a) The refractive index on the x=0 plane. The white 

part is the silicon (n=3.45) and the dark part is the air (n=1), (b-c) real and imaginary parts 

of TE polarized electric field distribution on the across section in (a), (d) The refractive 

index on the y=0 plane. (e-f) real and imaginary parts of TE polarized electric field in 

(d).(g) The amplitude of electric field along the cross section of waveguide (upper), and 

effective area (down) along the waveguide direction. (h) nonlinear parameter γ 

(=ωn2/cAeff) and effective kerr coefficient of graphene silicon waveguide.  
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Fig. 4-3 Raman spectrum and transferred graphene samples. (a) Raman G peak (black 

line) and its inverse (grey dashed line) to illustrate G peak symmetry. Inset: optical 

micrograph of the device with graphene transferred under Raman measurement. (b) A 

centimeter-scale graphene film prepared. Optical micrograph of graphene film transferred 

to various substrates (PMMA), air-bridged silicon membranes, silicon oxide and partially 

covered metal surfaces, with graphene interface pictured. (c) Scanning electronic 

micrograph of example air-bridged device sample with graphene covering the whole area 

except the dark (exposed) region. Scale bar: 500 nm. (d) Complete Raman spectrum of the 

graphene-clad silicon membrane samples.  
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Fig. 4-4. Graphene transferred on patterned 250nm thick suspended silicon 

membrane. a, SEM of the device. Scale bar: 1m, b, AFM imaged surface topology of 

1m by 1m c, AFM imaged surface topology c, AFM imaged surface topology of 

graphene partially covered on the silicon photonic crystal substrate. d, EFM phase 

mapping imaging the surface conductivity as in c. Suspended graphene over the wholes of 

the silicon shows higher conductivity. 
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Fig. 4-5 Device layout and measurement. (a) Structure schematic of an L3 cavity switch 

formed in graphene cladded silicon membrane. (b). The electric field distribution along z 

direction simulated by FDTD method. The graphene sheet (brown line) is placed on 

250nm thick silicon membrane. Inset: Schematics of graphene band diagram with photon 

energy of pump (green), and converted ones (red and blue) (c). Top view of optic field 

energy distribution of an isolated S1 shifted L3 cavity. The FDTD simulation of mode 

profile is superimposed on the SEM picture S1 shifted L3 cavity with graphene cladding, 

with mode volume: 0.073μm
3
, and quality factor ~2.0×10

4
 Scale bar: 100nm. (d). CMOS 

processed integrated optical devices under test. The open window is for silicon membrane 

undercut and graphene cladding on the photonic crystal part. 
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Fig. 

4-6 Free-carrier absorption effects on the four-wave mixing conversion efficiency. 

Measured idler power versus signal power at the transmitted port, with the pump power is 

fixed on the cavity resonance and the the signal laser detuned by 200 pm. Experimental 

data () and quadratic fit (solid line). Inset: corresponding conversion efficiency versus 

signal power.  
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Fig. 4-7 Parametric four-wave mixing in graphene-cladded silicon nanocavities. (a) 

Measured transmission spectrum with signal laser fixed at -0.16 nm according to cavity 

resonance, and pump laser detuning is scanned from -0.1 to 0.03 nm. Inset: band diagram 

of degenerate four-wave mixing process with pump (green), signal (blue) and idler (red) 

lasers. (b) Measured transmission spectrum with pump laser fixed on cavity resonance, 

and signal laser detuning is scanned from -0.04 to -0.27 nm. (c) Modeled conversion 

efficiency versus pump and signal detuning from the cavity resonance. (d) Observed and 

simulated conversion efficiencies of the cavity. Red solid dots are measured with signal 

detuning as in panel b, and the empty circles are obtained through pump detuning as in 

panel a, plus 29.5-dB (offset due to the 0.16 nm signal detuning). Solid and dashed black 

lines are modeled conversion efficiencies of graphene-silicon and monolithic silicon 
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cavities respectively. Grey dashed line (superimposed): illustrative pump/signal laser 

spontaneous emission noise ratio. 
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Chapter 5 

Free carrier dynamics in graphene-silicon 

resonator 
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5.1 Introduction 

Silicon based subwavelength structure enables realization of chip-scale optoelectronic 

modulators [1-4], photoreceivers [5-6], and high-bitrate signal processing architectures 

[7-8]. Coupled with ultrafast nonlinearities as a new parameter space for optical physics 

[9], breakthroughs such as resonant four-wave mixing [10] and parametric femtosecond 

pulse characterization [11-12] have been described. Recently, graphene – with its 

broadband dispersionless nature and large carrier mobility – has been examined for its 

gate-variable optical transitions [13-14] towards broadband electroabsorption modulators 

[15] and photoreceivers [16-17] including planar microcavity-enhanced photodetectors 

[18-19], as well as saturable absorption for mode-locking [20]. Due to its linear band 

structure allowing interband optical transitions at all photon energies, graphene has been 

suggested as a material with large (3)
 nonlinearities [21]. In this chapter we demonstrate 

the two photon absorption of graphene in a wavelength-scale localized photonic crystal 

cavity, enabling ultralow power optical bistable switching, self-induced regenerative 

oscillations, and coherent four-wave mixing at femtojoule cavity energies on the 

semiconductor chip platform (Fig. 5-1). The structure examined is a hybrid 

graphene-silicon cavity (as illustrated in Fig. 5-2), achieved by rigorous transfer of 

monolayer large-area graphene sheet onto air-bridged silicon photonic crystal 

nanomembranes with minimal linear absorption and optimized optical input/output 

coupling. This optoelectronics demonstration is complemented with recent examinations 

of large-area [22-23] graphene field-effect transistors and analog circuit designs [24] for 

potential large-scale silicon integration. 
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5.2 Two photon absorption 

5.2.1 Effective two photon absorption in graphene-Si system 

With increasing input power, the transmission spectra evolve from symmetric Lorentzian 

to asymmetric lineshapes as illustrated in the examples of Fig 5-2b and Fig. 5-3 a-b. 

Through second-order perturbation theory [25], the two-photon absorption coefficient 2 

in monolayer graphene is estimated through the second-order interband transition 

probability rate per unit area as:  

    

2
22

2 4 3

4 Fv e

c





 

 
 
 
   ,      (1) 

where F is the Fermi velocity, ħ is the reduced Planck’s constant, e is the electron charge, 

and  is the permittivity of graphene in the given frequency. At our 1550 nm wavelengths, 

2 is determined through Z-scan measurements and first-principle calculations to be in the 

range of ~ 3,000 cm/GW [25]. 

The effective two-photon absorption coefficient of graphene on silicon is defined as: 

2 2 * 2

20
2 2 2 2

( ) ( )(| ( ) ( ) | 2 | ( ) ( ) | )
( )
2 ( ( ) | ( ) | )

d

d

d

n r r E r E r E r E r d r

n r E r d r






  





,     (2) 

The two-photon absorption coefficients of the hybrid cavity calculated from 3D 

finite-difference time-domain field averages. 

With the same CVD growth process, we also examined the dry transfer technique which 

controls the doping density to be low enough such that the Fermi level is within the 

interband optical transition region. In that case, the measured samples have a significantly 

increased propagation loss from ~0dB to ~ 11 dB over the 120 μm length photonic crystal 
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waveguide. The wet transfer technique significantly reduced the linear absorption, thereby 

allowing the various nonlinear optoelectronic measurements observed in this work. 

5.2.2 Parameter space of nonlinear optics in graphene nanophotonics 

Comparing the cavity-based switching and modulation across different platforms 

including silicon, III-V and the hybrid graphene- silicon cavities examined in this work. 

The thermal or free-carrier plasma-based switching energy is given byP0th/e×τth/e, where 

P0th/eis the threshold laser power required to shift the cavity resonance half-width through 

thermal or free-carrier dispersion; τth/e are the thermal and free-carrier lifetimes in 

resonator. Note that the lifetime should be replaced by cavity photon lifetime if the latter is 

larger (for high Q cavity). Graphene brings about a lower switching energy due to strong 

two-photon absorption (~3,000 cm/GW) [25]. The recovery times of thermal switching (in 

red) are also shortened due to higher thermal conductivity in graphene, which is measured 

for supported graphene monolayers at 600 W/mK [26] and bounded only by the 

graphene-contact interface and strong interface phonon scattering. 

TABLE 5-1 Estimated physical parameters from time-dependent coupled-mode 

theory-experimental matching, three-dimensional numerical field simulations, and 

measurement data. 

Parameter Symbol GaAs [S17] Si 
Monolayer 

Graphene-Si 

TPA coefficient β2 (cm/GW) 10.2 1.5 [S27] 25[3D] 

Kerr coefficient n2 (m
2/W) 1.6×10-17 0.44×10-17 [27] 7.7×10-17 [3D] 

Thermo-optic coeff. dn/dT 2.48×10-4 1.86×10-4 

Specific heat cvρ(W/Km-3) 1.84×106 1.63×106 [cal] 

Thermal relaxation time τth,c (ns) 8.4 12 10 [cal] 

Thermal resistance Rth (K/mW) 75 25 [28] 20 [cal] 

FCA cross section σ (10-22m3) 51.8 14.5 

FCD parameter ζ (10-28m3) 50 13.4 
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Carrier lifetime τfc (ps) 8 500 [29] 200 [CMT] 

Loaded Q Q 7000 7000 [m] 

Intrinsic Q Q0 30,000 23,000 [m] 

[CMT]: nonlinear time-dependent coupled-mode theory simulation; [3D]: 

three-dimensional numerical field calculation averages; [m]: measurement at low power; 

[cal]: first-order hybrid graphene-silicon media calculations. τfc is the effective free-carrier 

lifetime accounting for both recombination and diffusion. 

The switching energy is inversely proportional to two photon absorption rate (β2). Table 

5-1 below summarizes the first-order estimated physical parameters from: (1) 

coupled-mode theory and experimental data matching; (2) full three-dimensional 

numerical field simulations, and (3) directly measured data. With the enhanced two-photon 

absorption in graphene and first-order estimates of the reduced carrier lifetimes, the 

switching transmission lineshape of different power of the hybrid graphene-silicon cavity 

is illustrated in Figure 4-2, compared to monolithic GaAs or silicon ones. 

 

5.3 Graphene thermal and free-carrier nonlinearities 

5.3.1 Steady state response of graphene-Si cavity 

A. Optical bistability 

We track the L3 cavity resonance in the transmission spectra with different input powers as 

illustrated in Fig. 5-3. With thermal effects, the cavity resonance red-shifts 1.2 nm/mW for 

the graphene-clad sample (Q ~ 7,000) and only 0.3 nm/mW for silicon sample (similar Q ~ 

7,500). The thermal red-shift is sizably larger in the graphene-clad sample versus a 

near-identical monolithic silicon cavity. In addition, Figure 5-3 d shows the tuning 

efficiency for a range of cavity Qs examined in this work – with increasing Q the 
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monolithic silicon cavity shows an increase in tuning efficiency while the converse occurs 

for the graphene-silicon cavity. Fig. 5-4 shows the steady-state bistable hysteresis for more 

detunings, and Fig. 5-5 shows the temporal switching with illustrative detunings of -0.8 

and 0.6 nm. 

B. Hysteresis loop 

5.3.1.B.1 One cavity bistable switch 

The insertion loss at 0.4-nm seems negligible between the graphene-cladded and bare 

sample, but this is because of the slight increased Fabry-Perot resonances after the 

graphene transfer. The Fabry-Perot resonances (from finite reflections in the waveguide) 

give rise background spectral oscillations that increases or decreases the transmission of 

the waveguide (Fig. 5-1b). To accurate determine the additional ~ 1-dB or less excess loss 

from graphene cladded over the short photonic crystal sample, we compared the 

transmission spectra between with and without graphene. Independently, we also note that 

for heavily-doped graphene the linear absorption is 0.02-dB/um (while at 0.1-dB/um for 

intrinsic graphene). 

With coupled-mode theory, the dynamic equation for the amplitude of the resonance mode 

are described by coupled mode theories. Due to the partial reflection from the faclets of 

the waveguide, a Fabry-Perod mode is formed in the waveguide, and coupled to the cavity 

mode [30]. The interference is weak when the extinction ratio of the cavity is large 

(~10dB), but the cavity resonance shift due to interference is more significant with 

decreased extinction ratio at high power induced by nonlinear effect. From curve-fitting 

the transmission spectrum at low power (linear region), we obtained that waveguide 

facelet reflectivity 0.12 waveguide length 2mm. We fix the reflectivity and plot the 
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transmission spectrum at five different power levels, and observed maximum 0.05nm 

variation of the cavity resonance shift due to different phase between waveguide and 

cavity at input power 0.6mW (Figure 5-2 a-b). 

The intrinsic Qintrinsic and loaded Qloaded are 22,000 and 7,500 respectively. The total Q 

obtained from the transmission spectral linewidth is related to the loaded and intrinsic Qs 

through the relation: 1/Q=1/Qloaded+1/Qintrinsic. The loaded and intrinsic Qs denote 

respectively the photon decay rates of the cavity into the coupling waveguide and into the 

free-space continuum. Qloaded is less than 1/3 of Qintrinsic here (from design simulations), 

and thus roughly estimated to be the same as the total Q: Qloaded = ω0/Δω, where ω0 is the 

cavity resonance frequency, and Δω is the cavity linewidth. The Qs are calibrated at low 

input powers, and also matched with our nonlinear coupled mode theory models. After 

knowing Qloaded, Qintrinsic can be derived from Qintrinsic = Qloaded / T  for a side-coupled 

cavity, where T is the normalized transmittance of laser power when its wavelength is set 

on the cavity resonance..  

The cavity energy is a measure of the internal cavity energy that would be lost if the 

external continuous-wave laser is turned off rapidly; it is a measure used in switching and 

dynamical studies [31-32]. The formal definition of the intrinsic cavity energy Uc is Uc= 

QintinsicPl/, where Pl is the power loss from the cavity and  is the excitation frequency 

[33]. For our side-coupled cavity in transmission, Uc= Qintinsic(1-Tmin)Pin/, where Tmin is 

the minimum transmission and Pin the coupled input power, which gives the femtojoule 

per cavity switching energies.   

5.3.1.B.2 Multi-stability in coupled cavity system 

The master equation for the dynamics of two side-coupled cavity system is as follow.  
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where n is the cavity number, ω is the resonant frequency, a is the normalized cavity mode 

amplitude, and s is the normalized waveguide mode amplitude. γ=1/(2ζt) is the total cavity 

loss rate, including the power dissipation by radiation and coupling to waveguide. ζt is the 

total cavity lifetime. exp( / 2) / 2 ci i    is the coupling coefficient between cavity 

and waveguide, where /wg effn L c  is the phase difference between two cavities 

(Figure 5-4 c-d). 

5.3.2 Bistable switching dymanics 

To verify the bistable switching dynamics, we input time-varying intensities to the 

graphene-cladded cavity, allowing a combined cavity power – detuning sweep. Figure 

5-4a shows an example time-domain output transmission for two different initial detunings 

[(t=0) = -1.3 and (t=0) = 1.6] and for an illustrative triangular-waveform drive, with 

nanosecond resolution on an amplified photoreceiver (Figure 5-4c). With the drive period 

at 77 ns, the observed thermal relaxation time is ~ 40 ns. Cavity resonance dips (with 

modulation depths ~ 3-dB in this example) are observed for both positive detuning (up to 

0.34 nm, δ = 1.4) and negative detuning (in the range from -0.15 nm (δ = - 0.75) to -0.10 

nm (δ = - 0.5)). The respective two-state high- and low-state transmissions are illustrated 

in the inset of Fig 5-4 a-b, for each switching cycle. With the negative detuning and the 
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triangular pulses, the carrier-induced (Drude) blue-shifted dispersion overshoots the cavity 

resonance from the drive frequency and then thermally pins the cavity resonance to the 

laser drive frequency. Since the free carrier lifetime of the hybrid media is about 200 ps 

and significantly lower than the drive pulse duration, these series of measurements are 

thermally dominated; the clear (attenuated) resonance dips on the intensity up-sweeps 

(down-sweeps) are due to the measurement sampling time shorter than the thermal 

relaxation timescale and a cooler (hotter) initial cavity temperature. 

5.3.3 Regenerative oscillation 

When the input laser intensity is well above the bistability threshold, the graphene-cavity 

system deviates from the two-state bistable switching and becomes oscillatory as shown in 

Fig. 5-5. Regenerative oscillation has only been suggested in a few prior studies, such as 

theoretically predicted in GaAs nanocavities with large Kerr nonlinearities [34] or 

observed in high-Q (3×10
5
) silicon microdisks [35]. These regenerative oscillations are 

formed between the competing phonon and free carrier populations, with slow thermal 

red-shifts (~ 10 ns timescales) and fast free-carrier plasma dispersion blue-shifts (~ 200 ps 

timescales) in the case of our graphene-silicon cavities. The self-induced oscillations 

across the drive laser frequency are observed at threshold cavity powers of 0.4 mW, at ~ 

9.4 ns periods in these series of measurements which gives ~ 106 MHz modulation rates, 

at experimentally-optimized detunings from (t=0) = 0.68 to 1.12. We emphasize that, for a 

monolithic silicon L3 cavity, such regenerative pulsation has not been observed nor 

predicted to be observable at a relatively modest Q of 7,500, and attenuated by significant 

nonlinear absorption. 
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Fig. 5-6a shows the input-output intensity cycles constructed from the temporal response 

measurements of a triangular-wave modulated 1.2 mW laser with a 2 μs cycle. Clear 

bistability behavior is seen below the carrier oscillation threshold. The system transits to 

the regime of self-sustained oscillations as the power coupled into the cavity is above the 

threshold, by tuning the laser wavelength into cavity resonance. We show an illustrative 

numerical modeling in Fig. 5-6: the fast free-carrier response fires the excitation pulse 

(blue dashed line; start cycle)), and heat diffusion (red solid line) with its slower time 

constant determines the recovery to the quiescent state in the graphene-cladded suspended 

silicon membrane. The beating rate between the thermal and free carrier population is 

around 50 MHz, as shown in the inset of Fig. 5-4a, with the matched experimental data 

and coupled-mode theory simulation. The beating gives rise to tunable peaks in the radio 

frequency spectra, which are absent when the input power is below the oscillation 

threshold (grey dashed line). We note that the model does not include a time varying 

cavity quality factor, considering the high power would usually broaden the cavity 

bandwidth. 

The high two photon absorption in graphene-silicon hybrid system generates large free 

carrier dispersion (negative cavity resonance shift), and the thermal dispersion from the 

free carrier recombination (positive cavity resonance shift). Either of the processes is 

demonstrated to show optical bistability in silicon [36-37]. The free carrier dispersion 

dominants the carrier resonance shift at first several seconds while the thermal dispersion 

dominants the long term response (c.w. input as in Fig. 5-2b). In Fig. 5-5, we scan the 

cavity response in time domain, and the input triangular pulse width is set to make both 

free carrier and thermal bistability observable. It is emphasized that the role of graphene 
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here is enhancing the nonlinear absorption, induced free carrier population, decreased 

thermal relaxation time, thermal resistance, and carrier lifetime, while the dispersion 

effects are similar to monolithic silicon (parameters explicit the in Table 5-1). The 

combination of the system parameter set gives the unique properties of the 

graphene-silicon cavity. 

To further illustrate the cavity response to the laser set at red and blue detuning, the output 

power from cavity to step input at different detuning is simulated and shown in Fig. 5-5. 

The switching on/off ratio, defined as the output power at time zero versus the power 

intensity when the cavity is switched on resonance. The on/off ratio is observed to be 

strongly dependent on laser detuning, both in simulation and experiment. 

A. Time domain coupled mode theory 

From the nonlinear coupled-mode modeling, the dynamical responses of the hybrid cavity 

to step inputs are shown in Figure 5-7a, illustrating the switching dynamics and 

regenerative oscillations. Free-carrier dispersion causes the switching on the negative- 

detuned laser, and the thermal nonlinearity leads to the switching on the positive side. The 

interplay of the free-carrier-induced cavity resonance blue-shift dynamics with the 

thermal-induced cavity red-shift time constants is observed. Fig. 5-7b shows the 

correspondent radio frequency spectrum. By tuning the laser wavelength, the fundamental 

mode can be set from 48 MHz (zero detuning) to 55 MHz (0.3 nm detuning). The 

dependence of oscillation period to the detuning and input laser power is further provided 

in Fig. 5-7c and Fig. 5-7d respectively. 

We model the nonlinear cavity transmissions with time-domain nonlinear coupled -mode 

theory for the temporal rate evolution of the photon, carrier density and temperatures as 
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described by [38]:  
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where a is the amplitude of resonance mode; N is the free-carrier density; ΔT is the cavity 

temperature shift. Pin is the power carried by incident continuous-wave laser. κ is the 

coupling coefficient between waveguide and cavity, adjusted by the background 

Fabry-Perot resonance in waveguide [39]. ωL-ω0 is the detuning between the laser 

frequency (ωL) and cold cavity resonance (ω0). The time-dependent cavity resonance shift 

is Δω=ΔωN-ΔωT+ΔωK, where the free-carrier dispersion is ΔωN=ω0ζN/n.The thermal 

induced dispersion is ΔωT=ω0ΔT(dn/dT)/n. ΔωK is the Kerr dispersion, and is negligibly 

small compared to the thermal and free-carrier mechanisms.  

The total loss rate is 1/τt= 1/τin+1/τv+1/τlin+1/τTPA+1/τFCA. 1/τin and 1/τvis the loss rates into 

waveguide and vertical radiation into the continuum, (1/τin/v =ω/Qin/v), the linear 

absorption 1/τlinfor silicon and graphene are demonstrated to be small. The free-carrier 

absorption rate 1/τFCA=cσN(t)/n. The field averaged two-photon absorption rate1/τTPA= 2

c
2
/n

2
/VTPA|a|

2
. 

The mode volume for two-photon absorption (same as Kerr): 
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The effective mode volume for free-carrier absorption is: 
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The model shows remarkable match to the measured transmissions. With the first-order 

estimates of the thermal properties (specific heat, effective thermal resistance, and 

relaxation times), the carrier lifetime of the graphene-clad photonic crystal cavity is 

estimated to first-order at 200 ps. 

B. Graphene-silicon cavity and High Q photonic crystal cavity 

Regenerative oscillations were theoretically predicted in GaAs nanocavities with large 

Kerr nonlinearities [40], or observed only in high-Q silicon microdisks (Q at 3×10
5
) with 

V at 40(λ/nSi)
3
, at sub-mW power levels [41]. The graphene-enhanced two-photon 

absorption, free-carrier and thermal effects allow regenerative oscillations to be 

experimentally observable with Q
2
/V values [of 4.3×10

7
(λ/n)

3
] at least 50 lower, at the 

same power threshold levels [42]. The regenerative oscillations with lower Qs allow 

higher speed and wider bandwidth operation, and are less stringent on the device 

nanofabrication. 

We also show new measurement plots of the self-induced regenerative oscillations at 

different detunings and also numerical model of the two-state switching and oscillation for 

a large range of detunings (Fig. 5-8).  

5.4 Conclusion 

This chapter concludes graphene-silicon hybrid optoelectronic devices operating at a few 

femtojoule cavity recirculating energies: (1) ultralow power resonant optical bistability; 

(2) self-induced regenerative oscillations. All These observations, in comparison with 
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control measurements on solely monolithic silicon cavities, are enabled only by the 

dramatically-large and ultrafast (3)
 nonlinearities in graphene and the large Q/V ratios in 

wavelength-localized photonic crystal cavities. These nonlinear results demonstrate the 

feasibility and versatility of hybrid two-dimensional graphene-silicon nanophotonic 

devices for next-generation chip-scale high-speed optical communications, 

radio-frequency optoelectronics, and all-optical signal processing.  
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Figure 5-1 | Third order and related high order nonlinear interaction in cavity. The 

two photon absorption triggers free carriers. Free cavity reduces the refractive index 

(dispersion) and absorb light. The absorbed light and recombined free carriers leads to 

thermal dispersion. The dispersion changes the optical power feeding as the cavity 

resonance shifts. The two photon and free carrier absorption lowers the four wave mixing 

conversion efficiency.  
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Figure 5-2 | Graphene-cladded silicon photonic crystal nanostructures. (a) Scanning 

electron micrograph (SEM) of tuned photonic crystal cavity, with lattice constant a of 420 

nm. Example SEM with separated graphene monolayer on silicon for illustration. Scale 

bar: 500 nm. Inset: example Ez-field from finite-difference time-domain computations. 

Right inset: Dirac cone illustrating the highly-doped Fermi level (dashed blue circle) 

allowing only two-photon transition (blue arrows) while the one-photon transition (orange 

dashed arrow) is forbidden. (b) Example measured graphene-cladded cavity transmission 

with asymmetric Fano-like lineshapes (red dotted line) and significantly larger red-shift, 

compared to a control bare Si cavity sample with symmetric Lorentzian lineshapes (black 

dashed line). Both spectra are measured at 0.6 mW input power, and are centered to the 

intrinsic cavity resonances (λcavity_0 = 1562.36 nm for graphene sample, and λcavity_0 = 

1557.72 nm for Si sample), measured at low power (less than 100 W input power). The 

intrinsic cavity quality factor is similar between the graphene and the control samples. 
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Figure 5-3 | Steady-state two-photon absorption induced thermal nonlinearities in 

graphene-silicon hybrid cavities. (a) Measured quasi-TE transmission spectra of a 

graphene-clad L3 cavity with different input power levels (with extracted insertion loss 

from the facet of waveguides in order to be comparable to simulation in b). (b) Nonlinear 

coupled-mode theory simulated transmission spectra. The estimated input powers are 

marked in the panels. (c) Measured cavity resonance shifts versus input power, with the 

graphene-clad cavity samples (in red) and the monolithic silicon control cavity sample (in 

blue). (d) Tuning efficiencies for graphene-clad cavity samples (in red) and control cavity 

samples (in blue) for a range of cavity loaded Q-factors examined. 
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Figure 5-4 | Bistable switching in graphene-clad nanocavities. (a) Steady-state 

input/output optical bistability for the quasi-TE cavity mode with laser-cavity detuning  

at 1.5 (λlaser = 1562.66 nm) and 1.7 (λlaser = 1562.70 nm). The dashed black line is the 

coupled-mode theory simulation with effective nonlinear parameters of the 

graphene-silicon cavity sample.(b) Measured steady-state bistability  at different 

detunings set at 0.18, 0.23, 0.26, 0.29 nm (from bottom to top). The plots are offset for 

clarity: green (offset 2 dB), brown (offset 8 dB) and red lines (offset 15 dB). (c) 

Normalized transmission of two cavities with resonance separation of  =3. The grey 

dashed line is measured at -16dBm input power, and the solid black line is for 0dBm input. 

(d) The tranfer function for optical bistability in two cavity system as in (c). The laser 

detuning is set at  =3 to the first cavity, and  =1.5 to the second cavity (marked as 

dashed line in (c)).  
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Figure 5-5 | Switching dynamics with triangular waveform drive input (a) The input 

waveform is dashed grey line. The bistable resonances are observed for both positive and 

negative detuning. Blue empty circles: δ(t=0) = -1.3(λlaser = 1562.10 nm), red solid circles: 

δ(t=0) = 1.6 (λlaser = 1562.68 nm). Inset: schematic of high- and low-state transmissions. 

(b) The ratio between the on off output intensities versus different detunings. (c) The 

output switching dynamics with the input as in (a), at negative detunings. (d) positive 

detunings.  
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Figure 5-6 | Regenerative oscillations in graphene-cladded nanocavities. (a) 

Observations of temporal regenerative oscillations in the cavity for optimized detuning 

(λlaser = 1562.47 nm). The input power is quasi-triangular waveform with peak power 1.2 

mW. The grey line is the reference output power, with the laser further detuned at 1.2 nm 

from cavity resonance (λlaser =1563.56 nm). (b) Mapping the output power versus input 

power with slow up (blue cross) and down (red) power sweeps. In the up-sweep process, 

the cavity starts to oscillate when the input power is beyond 0.29 mW.(c) Measured 

regenerative oscillations at down-sweep, longer temporal basewidths and different 

detunings in graphene-silicon nanocavities. Output cavity transmission with 

slowly-varying (7-ms) input laser intensities. The cold cavity resonance is 1562.36 nm, 

and the laser wavelengths from top to bottom are fixed at 1562.51 nm, 1562.60 nm, and 

1562.62 nm. The oscillation starts when the ascending power reaches 0.29, 0.66, and 0.75 

mW. Reference outputs plotted as in solid lines. 
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Figure 5-7 | Coupled mode theory calculated cavity resonance oscillation (a) Nonlinear 

coupled-mode theory model of cavity transmission versus resonance shift, in the regime of 

regenerative oscillations. With a detuning of 0.15 nm [(t=0) = 0.78] the free carrier 

density swings from 4.4 to 9.1×10
17

 per cm
3
 and the increased temperature T circulates 

between 6.6 and 9.1K. (b) RF spectrum of output power at below (0.4 mW, grey dashed 

line) and above oscillation threshold (0.6 mW, blue solid line) at the same detuning (t=0) = 

0.78 (λlaser-λcaviy = 0.15 nm). Inset: Normalized transmission from model (blue line) and 

experimental data at the same constant power level (red circles). (c) Cavity resonance shift 

due to different nonlinear dispersion versus time. (d) Thermal (red) and free carrier (blue) 

dispersion induced cavity resonance shift versus the energy circulating in cavity.(e) The 

total carrier resonance dispersion versus cavity.  
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Figure 5-8 | Coupled-mode equations calculated time domain response to a step input 

with a graphene-clad silicon photonic crystal L3 nanocavity side-coupled to a 

photonic crystal waveguide. (a) The output versus input powers for positive and negative 

detunings (laser-cavity  detunings are set from -0.06 to 0.37 nm). Input laser power is set 

at 0.6 mW. The cavity switching dip is observed for all detunings, and regenerative 

oscillation exists only predominantly for positive detuning. (b) Frequency response of the 

cavity switching and oscillation dynamics with conditions as in a (in log scale). The laser 

detuning is set from -0.06 to 0.37 nm. (c) and (d) Oscillation period versus laser detunings 

and input powers respectively. 
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Chapter 6 

Optical nonlinearity in PECVD grown silicon 

nitride ring resonators 
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6.1. Introduction:  

Interplay of free carrier and thermal nonlinearities in high quality factor (Q) small mode 

volume (V) optical resonators gives rise to various phenomena including self-pulsation and 

bistable switching [1-3]. The free carrier generated in the band-to-band transition blue 

shifts the cavity resonance in different timescales compared to thermal nonlinearity, and 

can drive the cavities into regenerative oscillations. Plasma-enhanced chemically vapor 

deposition (PECVD) produced silicon nitride (SiN) is promising for the low loss 

waveguide and resonators. Second harmonic generation and Kerr nonlinearities are 

experimentally demonstrated in the PECVD SiN for on-chip nanophotonics [4-5]. In the 

wide bandgap material, however, midgap/bandtail states induce extra linear loss and thus 

the thermal nonlinearties. The midgap localized states formed in the PECVD growth 

enhance the optical nonlinearity of the wide band material to IR light [6]. The 

hydrogen-bond absorbed the IR light ~0.816eV and turns the optical energy directly to the 

lattice vibration. Near the absorption peak at 1520nm, the thermal induced nonlinearity 

effectively shifts the cavity resonance [7] and clear hysteresis loop is shown in the ring 

with quality factor versus mode volume ratio (Q/v)=10
15

 cm
-3

. The resonator induced 

Purcell factor (F) is ~10
7
 for light-mater interaction at resonant wavelength [8]. Optical 

bistability is used to characterize the linear loss in resonators [9]. The ground state energy 

of the silicon quantum dots is twice as the [N-H] absorption band where laser excites [10]. 

The close investigation of the passive absorption process in silicon nitride rings is also 

useful for optimizing their active properties, such as Kerr nonlinearity induced parametric 

oscillation [11], where minimizing the linear absorption rate is of paramount importance 
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for low power operation.  

6.2. Material analysis of PECVD silicon nitride 

6.2.1 Fourier transform Infrared measurement 

The optical properties of the waveguide, including refractive index and propagation losses, 

can be optimized by controlling the plasma frequency, precursor gas ratio and thermal 

annealing [12]. SiN films are grown by low frequency, low temperature (350
o
C) PECVD. 

The 80sccm:4000sccm SiH4:H2 ratio and the 400W RF power control the deposition rate 

of 22.8A/s [13]. PECVD silicon nitride has Si/N ratio from 0.8-1, density of 2.5-2.8g/cm
3
, 

and refractive index of 2.0 at 1550nm wavelength. The optical bandgap is estimated to be 

3~4eV [14]. We probe the content of silicon nitride film by the transmission and reflection 

FTIR methods. 

PECVD SiN is grown at low temperature (350
o
C). Low interlayer stress allows the 

thickness of SiN layer up to 0.65 μm (Fig. 6-1a). Deep UV lithography defines the width 

of the waveguide and rings to be 1μm, and gives highly repeatable geometry and the 

following dry etch gives high aspect ratio. The high aspect ratio leads to distinctive 

extinction between TE and TM polarization (Fig. 6-1c). The optical properties of the 

waveguide, including refractive index and propagation losses can be optimized by 

controlling the plasma frequency, precursor gas ratio and thermal annealing [9]. The 

characteristic absorption wavelength at 1530nm arises from the superposition of molecular 

rotations and vibrations (Fig. 6-1c). We verified molecular vibration induced absorption by 

the FTIR method (Fig. 6-1d). The small band around 485 cm
-1

 is associated with Si 
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breathing vibrations [15]. The absorption band locates at 863 cm-1 is due to stretching 

vibration of Si-N bonds [16]. The stretching vibration of Si-N bonds in the 

alpha-modification of crystalline silicon silicon nitride is at 910 cm
-1

 [17-18]. The bands 

located around 3356 and 1155 cm
-1

 correspond to stretching and bending vibrations of 

N-H bonds. Si-H bonds' stretching mode is at 2205 cm
-1

.  

6.2.2 Transmission measurement in waveguide 

CW light generated from tunable laser (AQ4321) is sent onto chip through polarization 

controller and lensed fiber. An automatic power control circuit built in Ando laser AQ4321 

maintains the optical output stability within +/- 0.01 (0.05) dB or less in 5 min (1h). With 

integrated spot size converter, the total fiber-chip-fiber loss is reduced to 14dB. The output 

light is collected by both power meter and high speed IR photo-receiver photo detector 

(New Focus Model 1554B, DC-12GHz bandwidth). The fast photo-detector is connected 

to the digital phosphor oscilloscope (Tektronix TDS 7404, DC-4GHz bandwidth). 

By scanning the tunable laser through the wavelength range from 1480nm to 1560nm, we 

measured the transmitted power of waveguides made of length ranging from 25mm to 

44mm with 5mm step. The fitting the transmitted power versus waveguide length with 

linear model gives propagation loss of 4.3 dB/cm at 1550nm, and -13.5 dB insertion loss 

from the two facets of waveguides. However, the total loss is observed to be strongly 

wavelength dependent. The total optical loss includes the wavelength independent part 

(insertion loss, propagation scattering loss), and the wavelength sensitive part (molecular 

bond absorption). The propagation loss has an absorption peak at 1520 nm with 37.2 nm 
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(20meV) full width half maximum. The maximum loss is 6.8dB/cm at 1520nm and 

reduces to 2.3dB/cm when the wavelength detuned 25nm away from the absorption peak. 

The propagation scattering loss (wavelength independent) due to scattering is about 

2dB/cm.  

6.3 Linear absorption dependent quality factors  

The wavelength dependent linear absorption is plotted in Fig. 6-1c, obtained by 

subtracting the transmission of the 25mm waveguide from the 40mm long waveguide, and 

then divided by the differential length between the two waveguides. The propagation loss 

composes of the scattering from the sidewall of the waveguide and the material absorption 

in near IR range. The scattering loss keeps constant over wide band. The material 

absorption near 1520nm is mostly induced by the absorption in [N-H] bond.  

Fig. 6-2a plots the transmission of waveguide with side coupled ring and 25mm long 

waveguide at low power input. The distance between the ring and waveguide is 0.4μm. 

The relation between the ring quality factor (derived from the rings) and the linear 

propagation loss (derived from the transmission of waveguide) is plotted in Fig. 6-2b. The 

increasing quality factor with the linear propagation loss is due to the non-ideal coupling 

between the ring and the waveguide. The total Q factor of a microring resonator coupled to 

a single waveguide can be expressed as [20-21]: 

0

0 3

2
( )

2arccos[2 (0.5 / )exp( / 2) 0.5 exp( / 2)]

eff

total

dB

n L
Q

t L t L
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   
  (1) 

Where neff=1.6 is the effective refractive index of silicon nitride waveguide. λ0 is the 
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resonance wavelength of the ring, L is the circumference of the ring, t is the field 

transmission coefficient between the ring and waveguide. α is the wavelength dependent 

propagation loss of the waveguide. By fitting the model to the measured data, we obtained 

the field transmission coefficient t = 0.8 (Fig. 6-2b) for the gap of 0.5 μm between the 

waveguide and the ring. It is noted that the trend is inverse with t=1. The maximized linear 

absorption and ring quality factor near 1520nm form an ideal condition for investigating 

the optical nonlinearity from the light matter interaction. By comparing the ring resonance 

shift at 0.3 mW input power to cold ring resonance, the proportional relation between 

thermal optic shifts versus the quality factor in the inset of Fig. 6-2b.  

The optical transmission of the ring at different input power is plotted in Fig. 6-2c. The 

experimental data are fitted by the nonlinear coupled mode theory (CMT). Nonlinear CMT 

incorporates the linear absorption and nonlinear absorption from the silicon quantum dots. 

The later one only contributes about 5% of the total thermal dispersion at 0.25mW input. 

The coupling and intrinsic quality factors are 85,000 and 1,500,000 respectively. The 

linear absorption from the [H-N] is maximized near the cold cavity resonance at 

1532.212nm. From the CMT curve fitting at low power level, different loss rate in the ring 

from the lateral coupling to waveguide. The lateral coupling loss rate of the ring (ω0/Qin/2) 

is 12.4 GHz, and the linear absorption rate is 2 GHz (Fig. 6-2c).  

To verify the linear relation between the cavity resonance shift versus the input optical 

power. The steady state cavity tuning process by the optical absorption is tested by the cw 

pump-probe method (Fig. 6-2d). By setting the pump laser near the mode at 1540nm, and 

varying the probe detuning for its neighboring mode, we clearly observe the nonlinearity 
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shifts the cavity resonance approaches and deviates from probe wavelength as the pump 

power increases up to 140μW. The probed power is fixed at 22 μW. The output of the 

pump power is blocked by a 30dB notch filter, and only the probe power is collected as the 

pump laser increases its power. The tuning efficiency is 38pm/mW, similar to the method 

directly tracking the cavity resonance shift with pump mentioned in Fig. 6-3. 

6.4. Steady state measurement of silicon nitride rings 

The transmission lineshape evolves from symmetric Lorenzian to unsymmetrical bistable 

one as the input power increases from 10 μW to 200μW (Fig. 6-3 a-b). We measured three 

rings with radii of ~20, 40 and 70 μm, with loaded, intrinsic quality factor and FSR 

respectively of 24,500, 49,000, 69,600, 175,000,4.4nm and 77,300, 244,000, 2.9nm at 

1550nm. The 40μm radius ring is presented here for nonlinearity investigation due to its 

highest Q/V ratio.  The loaded and intrinsic factors are obtained by CMT curve fitting.  

The plot of the probe detuning versus the pump power driving cavity onto resonance gives 

a linear cavity resonance shift of 35pm/mW at 1540nm (Fig. 6-3c). The tuning efficiency 

increases to peak value at 80pm/mW for the resonance at 1520nm wavelength, and drops 

to 10pm/mW near 1610nm resonance under optimized polarization and coupling control. 

Fig. 6-3d plots cavity resonance shift versus the input power. The straight linear relation 

implies negligible contribution from high order nonlinear absorption (Two Photon 

Absorption and Free Carrier Absorption related thermal nonlinearities).  

6.5. Model calibration for the bi-stable switch 

We model the nonlinear cavity transmissions with time domain nonlinear coupled mode 
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theory for the photon and temperature dynamics:  

0

1
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dt
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     ,             (2) 

2| |th

th lin th

Rd T T
a

dt   

 
   ,                      (3) 

Where a is the amplitude of resonance mode; ΔT is the cavity temperature shift. Pin is the 

power carried by incident CW laser wave. κ is the coupling coefficient between waveguide 

and cavity, adjusted by the linear absorption in waveguide. ωL-ω0 the is detuning between 

the laser frequency (ωL) and cold cavity resonance (ω0). The thermal induced dispersion is 

ΔωT=ω0ΔT(dn/dT)/n. The total loss rate is 1/τt= 1/τin+1/τv+1/τlin. 1/τin and 1/τv are the loss 

rates into waveguide (coupling loss) and into free space (scattering loss), (1/τin/v =ω/Qin/v). 

The hydrogen bond absorption leads to the linear rate independent of time: 1/τlin=cα. The 

linear absorption is expressed as:  α=(σSi-HNSi-H+σN-HNN-H)/n. The Si-H bond and N-H 

bond density are derived from the Fourier transform infrared spectroscopy. By using SiH4 

to N2 gas flow ratio of 80:4000 in the PECVD growth, the density of silicon-hydrogen and 

nitrogen-hydrogen bond are ρSi-H=3.94×10
21

 cm
-3

 and ρN-H=5.11×10
21

 cm
-3

 respectively; 

The absorption cross sections are σSi-H=5.3×10
-18

 cm
2
 and σN-H=7.4×10

-18
 cm

2
 for them 

respectively. Kerr dispersion is negligibly small compared to the thermal effect and thus 

not included here. The rest of linear and nonlinear parameters in silicon nitride ring are 

listed in the table 6-I.  

To show the linear and nonlinear effect of absorption rate to resonator lineshape, we 

compared the linear and nonlinear response of the ring with different material absorption 

lifetime. We show the aligned model with the experimental data and simulated the other 

two conditions with too low and high absorption rate.  

The optical absorption in near IR range composes of both linear absorption comes from 

the N-H bonds. Through the model-measurement alignment at different power levels, the 
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linear absorption lifetime is 0.4ns. In linear region, high linear absorption lowers the 

on-resonance transmission (Fig. 6-3a). In nonlinear region, the high linear absorption 

increases cavity resonance shift (Fig. 6-3b). The transmission spectrum of ring resonance 

at different power levels are shown in Fig. 6-3c-d. The transfer function of input and 

output power shows clear bistability when the laser detuning (δ=(λL-λ0)/(Δλ/2)) is set at 

δ=3.42 and 3.72 (Inset of Fig. 6-3d), where λL, λ0, and Δλ are laser wavelength, cold cavity 

resonance and cavity bandwidth respectively.   

Table 6-I. Physical parameters used in the CMT model matching experiment 

Parameter Symbol (unit) SiN 

SiN refractive index n 2.03 

Radius of the ring r (μm) 40 

Mode volume V(μm
3
) 25.1 [FDTD] 

Loaded Q Q 85,000 [CMT] 

Intrinsic Q Q0 1,500,000 [CMT] 

Thermo-optic coeff. dn/dT (K
-1

) 2.6×10
-5

 [23] 

Scattering rate 1/τv (GHz) 0.42 [Cal] 

Linear absorption rate 1/τlin (GHz) 2.5 [CMT] 

Coupling rate 1/τin (GHz) 72.5 [Cal] 

Heat capacity C (J/K/kg) 700 [25] 

Specific heat cvρ (W/Km
-3

) 1.84×10
6 

Thermal resistance Rth (K/mW) 17.5 [Cal] 

Thermal relaxation time τth,c (ns) 950 [24] 

[CMT]: couple mode theory curve fitting; [Cal]: Derived value from other parameters 

[FDTD]: Finite difference time domain method calculation 

To further interpret the thermal dispersive behavior and study the cavity tuning process, 

we applied steady state pump-probe method. By setting the pump laser near the mode at 
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1540nm, and varying the probe detuning for its neighboring mode, we clearly observe the 

nonlinear resonant shifts approaches and deviates from probe as the pump power increases 

up to 140μW. The probed power is fixed at 22 μW. The plot of the probe detuning versus 

the pump power driving cavity onto resonance gives the linear relation between cavity 

resonance shift efficiency 35pm/mW at 1540nm (Fig. 6-4a). The dynamic thermal lifetime 

is measured to be ~150s as the laser wavelength set near the cavity resonance suddenly 

turned on, the transmission stabilized with the exponential decay within the thermal 

lifetime (Fig. 6-4b). 

6.6. Conclusion:  

The wavelength selective absorption in communication C band is investigated in 

CMOS-processed PECVD silicon nitride rings with 1.5 million intrinsic quality factor. 

The non-ideal coupling between the ring and waveguide makes the ring quality factor 

increase with propagation loss. Both the material absorption and the ring quality factor are 

maximized near 1520nm, inducing strong light-matter interaction for optical bistability. 

We calibrated the nonlinear parameters by the transmission lineshape of the ring and the 

waveguides, and show negligible modification from the silicon quantum dots to thermal 

nonlinearities despite of its long free carrier lifetime. 
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Figure 6-1 | Structure and linear optical properties of the device (a) Silicon nitride 

device layout. Optical image of top view of the ring, where the dashed line shows the 

cleaved position for the SEM image. (b) Output spectrum of TE and TM polarized input 

with 0dBm input power. Inset: 650nm PECVD silicon nitride is sandwiched between the 

PECVD silicon oxide up cladding layer and the thermal oxide lower cladding layer. Scale 

bar: 1um. Inset (up right): Cross section and the optical profile of the TE mode. Inset 

(bottom left): SEM image of the ring-waveguide coupling part.  
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Figure 6-2 | Wavelength dependent absorption and ring quality factor (a) Linear 

absorption of the PECVD grown silicon nitride thin film, in the range of mid infrared and 

near infrared. (b) FTIR measured absorption versus phonon energy of PECVD silicon 

nitride thin film (black circles) and the absorption of a 25mm long SiN waveguide versus 

photon energy from tunable laser (green line). Wavelength dependent linear propagation 

loss near 1520nm. The absorption peak is at 0.815eV with FWHM of 0.03eV. (c) 

Normalized transmission of ring resonator of 70um radius  (blue) and 6.7 mm long 

waveguide (black). Inset: transmission on resonance versus intracavity field transmission. 

The blue crosses are experimental data. Red solid line and blue dashed line are theoretical 

predictions for over-coupled and under-coupled region respectively. (d) Linear loss 

depdent total quality factors. Experimental results are directly derived from fitting the ring 

resonances in c, and theoretical predicts are given by Eq. 6-2. 
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Figure 6-3. | Photon loss and thermal dispersion (a) The transmission spectrum with 

input power at 20uW for linear characterization. The red dash curve, green solid curve, 

and the blue dotted curve are CMT simulation results with linear absorption rate of 

1/0.04ns, 1/0.4ns and 1/4ns. The cross is experimental data. (a) The transmission spectrum 

with input power at 156μW for linear characterization. The red dash curve, green solid 

curve, and the blue dotted curve are CMT simulation results with linear absorption rate of 

1/0.04ns, 1/0.4ns and 1/4ns. The cross is experimental data (b) Optical transmission 

lineshape at different optical input power (0.02, 0.06, 0.13,0.20 and 0.26mW). The dashed 

curves are experimental data and the solid curves are coupled mode theory simulation. (c) 

Cavity resonance shift versus the input power at absorption peak (80pm/mW near 

1520nm) and away of the absorption peak (20pm/mW near 1560nm) Inset: The Hysteresis 

loop of the output versus input power is measured for the resonance near 1523nm with TE 

polarization. The laser-resonance detuning are set at 33 and 34pm for the blue and red 

lines respectively. 
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Figure 6-4 | Thermal optical bistability near the molecular vibration peak (a) Output 

power of pump and probe versus input pump power. The pump detuning is 3.06 (red) to 

mode resonant at 1540.065nm and the probes are set at 2.81 (light blue), 2.87 (navy), and 

2.93 (black) to the mode resonant at 1542.962nm (b) Time domain cavity response to the 

step function input. The laser intensity turns on at 0s to 1mW. The laser-cavity detunings 

are -2pm (red) and 2pm (blue) respectively. The dots are experimental data and the lines 

are the exponential curve fitting. The lifetime is about 150 s for both cases. 
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Chapter 7 

Carrier recombination and transport in GaAs 

based InAs/InGaAs DWELL solar cells 
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7.1 Introduction 

Photon absorption, carrier generation, transport and collection are firmly related processes 

in solar cells, determined by the three dimensional band structure of the material. In some 

cases, not all photogenerated carriers are collected by electrodes, shown by degraded open 

circuit voltage in heterojunction solar cells, including semiconductor quantum dots solar 

cells and almost of the low-coast solar cells [1-3]. The carrier transport efficiency is related 

to electron/hole mobility as they travel through the pn junction. Involving materials with 

low bandgap would enhance light absorption, but both photocurrent and dark current are 

disturbed by the interface states in the heterostructure. In most organic solar cells, p region 

and n region are diffused into reach other, and thus the dark current is enhanced through 

decreased shunt resistance/random oriented current channels. Semiconductor epi wafers 

have sharp junction by well controlled Molecular Beam Epitaxy (MBE) / metalorganic 

vapor phase epitax (MOCVD) growth, and the built-in field is parallel to carrier transport 

direction [2-6]. The quantum dots in different layers are self-aligned, and thus form vertical 

channels to guide photo-generate carriers [4]. It is reported that InAs/InGaAs dots-in-a-well 

(DWELL) in intrinsic layer are firmly related to photocurrent generation and transport 

process in pin junction [5-7]. The strong confinement provided by the uniform dots 

randomly embedded in quantum well plane efficiently suppresses lateral carrier diffusion to 

other randomly oriented current channels (e. g. cell edge states) [8-9]. The diffusion 

blocking effect could be explained by Anderson localization in 2D system, which is 

demonstrated to decrease the conductivity (carrier diffusion and conduction are 

proportionally related by Einstein relation). The strong carrier confinement effect is 
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indirectly observed here in MBE growth samples with high uniformity [11], but not in 

MOCVD grown samples [12]. Also it is interesting to observe that solar cell with collapsed 

DWELL layers (voids in DWELL layers) exhibit similar IV behavior as organic solar cells, 

with low shunt resistance and filling factor, even the photocurrent remains high.  

Recent interest in using InAs quantum dots (QDs) in the absorbing region of solar cells 

has focused primarily on the predicted increase in quantum efficiency due to the 

intermediate band effect or simply larger short circuit current density. However, the 

three-dimensional carrier confinement inherent to QDs endows them with carrier transport 

capabilities that have not been previously explored in the context of solar cells. In this 

chapter, it is observed that InAs/InGaAs “dots-in-a-well” (DWELL) structures efficiently 

suppress lateral carrier diffusion.  Therefore, not only do the DWELL structures enhance 

photocurrent by extending the absorption edge, but they should also inhibit the spreading 

of current to the perimeter of a device where edge recombination can dominate [13-14]. I 

examine this premise by comparing the dark current behavior of DWELL cells and GaAs 

control cells of varying area. The results are promising for applications such as 

concentration and flexible surfaces where shrinking the size of the device while 

maintaining high charge collection efficiency are of paramount importance. 

7.2 Fabrication and measurement 

The control and DWELL samples were fabricated simultaneously to minimize process 

variation. The Ge/Au/Ni/Au emitter metallization creates the solar cell finger grid and is 

laid out in three different areal dimensions (5×5mm
2
, 3×3mm

2
, and 2×2mm

2
). The bottom 
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Ti/Pt/Au p-type contact is common for the solar cells on the sample. A 270-nm deep mesa, 

which reaches the intrinsic region, is dry-etched to separate neighboring solar cells with an 

isolation resistance of ~10
5 

Ohm. Finally, an anti-reflective coating (ARC) layer is 

deposited on the front surface for reducing the reflection loss and improving the surface 

passivation. The ARC layer is 80-nm thick SixNy with a refractive index around the 

geometric mean of air and GaAs. 

Table 7-1: Measured short circuit current densities (Jsc), open circuit voltages (Voc), and 

efficiencies of the GaAs control cells and InAs DWELL solar cells under AM1.5G 

illumination. 

Size 
Jsc (mA/cm

2
) Voc (V) Efficiency (%) 

Control DWELL Control DWELL Control DWELL 

5×5 mm
2
 9.46 11.23 0.914 0.665 8.85 7.04 

3×3 mm
2
 9.08 12.23 0.890 0.670 7.61 7.79 

2×2 mm
2
 9.17 12.93 0.834 0.675 7.41 8.17 

For IV characterization, the cell is illuminated using an ABET Technologies 150-Watt Xe 

lamp. A filter is inserted between source and cell to simulate the AM1.5G spectrum. The 

solar cell is connected to an HP parameter analyzer by a four-point probe approach to 

eliminate the series resistance introduced by the probes and the parameter analyzer. A TE 

cooler is used to fix the cell temperature at 25.0±0.1
o
C throughout the test. As shown in 

Figure 7-1, the typical DWELL device exhibits higher short circuit current density (JSC) 

while maintaining the same open circuit voltage (VOC) for smaller areas.  For the GaAs 

control cells, however, smaller size, which has a higher perimeter-to-area ratio, makes 

edge recombination current dominant in these devices, and, thus, severely impacts their 
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VOC and efficiency. Here VOC of the 2×2 mm
2
 GaAs cell is 10% lower than the 5×5 mm

2
 

one as shown in Figure 7-1 & table 7-1. 

7.3 Modeling 

To investigate the underlying physics of the VOC degradation in the control samples, the 

dark IV is measured and the carrier recombination mechanism is analyzed. Here, the 

conventional single-diode model described in [15] with constant reverse saturation current 

and ideality factor fails to describe the dark behavior of either the control or DWELL cells, 

so different models involving non-radiative recombination on the edge or in the quantum 

dot layers are constructed for the control and DWELL cells, respectively. 

The ideality factors for both the control and DWELL cells are measured as shown in 

Figure 7-2(a) and (c). Substantial differences between the GaAs and DWELL cells include 

the shoulder in the GaAs cells’ IV curves and the resulting hump in the local ideality 

factor. Neither of these effects is observed for any area size in the DWELL cells. The peak 

in the ideality factor is more significant as the area of the GaAs cell decreases, which 

suggests that edge recombination is important.  Another series of wafer growths and 

processing produced the same results.  This strongly voltage-dependent ideality factor 

can be modeled by the pinning of the Fermi-level to surface states at the device perimeter 

[17-19]. 

7.3.1 GaAs control cell 

The relevant equations for modeling the GaAs controls cells are: 
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where Jb is the bulk contribution and Jp is from the perimeter of the cell. The parameters 

are well adjusted for this model to fit the experimental data as shown Fig7-2(a) and (b). Jb 

follows the conventional diode equation, and Jp is modeled using Shockley-Read-Hall 

(SRH) statistics as expressed in equation (1-c) [20]. It is assumed that the ideality factor 

(nb) and reverse saturation current density (Jb0) of the bulk diode are constants over the 

bias range where SRH recombination dominates. The surface carrier density (ps0, ns0) 

influences the peak location of the hump in the ideality factor in Fig. 7-2(a), and the 

surface recombination rate (Sp0, Sn0) determines the shape of the hump. At high bias 

(>0.8V), the series resistance (Rs) dominates the trend. Based on these features, the model 

is adjusted to fit the tested ideality factor and dark current density (Fig. 7-2 (a-b)). The 

parameters used in equation (1-b) for describing the bulk component, are the same for 

three different scales, while the exposed edge surface to area ratio is rising with the 

shrinking size. The misfit between the model (dash line) and the experiment (solid line) in 

Fig. 7-2 (a) and (b) might be due to the non-uniform current distribution as shown in the 

Silvaco simulation picture inserted in Fig. 7-2(c).  
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In equation (1), ni is the intrinsic carrier density for GaAs, and Vt is the thermal voltage at 

room temperature. ps,ns = ps0,ns0 + dn where dn is the injected carrier density 

(niexp(V/2/Vt)). nb is 1.31, Jb0 is 1.2*10
-10 

mA/cm
2
. Sp0 is 0.8, 1.0, 1.0x10

7
cm/s, Sn0=7, 3, 

2x10
7
cm/s, ps0 is 6, 1, 3x10

13
 cm/s, Rs is 2.2, 1.0, 0.6 Ohm, and the exposed edge surface 

to diode area ratio is 10, 5.5, 2.5x10
-6

 for the 2x2, 3x3 and 5x5 mm
2
 cells, respectively. 

7.3.2 DWELL cell  

Here, the dual diode model is applied to simulate the dark behavior of the DWELL cells: 



Jd  Jdiff Jrec       (2-a) 
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where the dark current is decomposed into the diffusion (Jdiff) and recombination (Jrec) 

parts. The diffusion part from the bulk is the same as in the GaAs control (equation 1-b), 

but the edge component is adjusted from SRH statistics to treat the nonradiative 

recombination current in quantum dots with constant ideality factor (n2) and reverse 

saturation current (J02).  The parameters are the same for the three different scales, where 

J01 equals Jb0, n1 equals nb, J02=7*10
-8 

mA/cm
2
, and n2 is 2.  
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7.3.3 Model comparison 

Good agreement is achieved between the model and the data for Figs. 7-2(a) and (b).  It 

is found that the edge recombination current is proportional to the perimeter of the cell, 

while the bulk current scales with the cell area. Therefore, as predicted by the simulation 

and confirmed experimentally, the smaller cells, which have a comparatively larger P/A 

ratio, are more susceptible to the edge recombination phenomenon. Any minor 

disagreement between the experiment and model can be explained by our assumption that 

there is uniform edge recombination current across the device perimeter and that nb and Jb0 

are constants. The edge recombination component has been simplified to a 1D model with 

constant etched depth and surface states over the exposed perimeter.  In reality, however, 

the recombination current is most intense near the contact fingers and decreases with 

distance away from the metal edges.  This was verified by 2D electroluminescence of the 

device and a SILVACO ATLAS simulation.  

Although the DWELL and GaAs control cell were processed in the same run, the humps in 

the ideality factor disappear completely in all of the DWELL cells as demonstrated in Fig. 

7-2(c). Similar to previously published observations [8], the DWELL structure is effective 

at blocking lateral current flow to the device perimeter where surface recombination can 

occur. Although thermal re-emission and non-radiative recombination generally increase 

the dark current of the DWELL cells compared to the control ones, the overlapping IV 

curves shown in Fig. 2(d) for different size DWELL devices further supports the idea that 

the dots play an effective role in suppressing edge current. 
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7.4 Quantum dots size dependent solar cell efficiency 

Embedding quantum dots in GaAs solar cell pin junction has been employed  Smaller 

quantum dots lead to better quantum confinement, and thus the higher energy for ground 

transition. The energy for the ground state transition increases with the decreasing dots 

size. By using k.p method to calculate valence band to intermediate band transitions, it is 

theoretically predicted that the reducing quantum dot size increases photocurrent [21]. We 

measured the photoluminescence of four wafers:  1. 6 stack small DWELL without InP 

strain compensation (SC) layer; 2. 6 stack small DWELL with SC; 3. Large 6 stack 

DWELL without SC; 4. Large 6 stack quantum dots with SC (Fig. 1). Four samples have 

the same design for epitaxial layers. The emission peak would slight red shifted after 

adding the strain compensation layer (Figure 7-3). 

Two components Gaussian curve fitting are applied on the photoluminescence spectrum 

for separating the emissions from quantum well and quantum dots.  The Gaussian 

component with shorter wavelength is from the quantum well, while the longer one is the 

quantum dots emission. The central wavelength, full wave half maximum, intensity of the 

emission peaks are given in Table 7-2. Sample 1 and 2 contains smaller quantum dots and 

thus their emission wavelengths are ~200nm shorter than sample 3 and 4. The variance is 

also represented by the emission peaks. The intensity ratio between quantum dots and 

quantum well represents the carrier distribution between quantum well and quantum dots.  
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TABLE 7-2 Parameters of DWELL layers’ photoluminescence at RT 

 

  
λ E0 FWHM I IQD/IQW 

1 
Dot 1106 nm 1.12eV 41.76 nm 0.88 

1.42 
Well 1043 nm 1.18eV 43.81 nm 0.62 

2 
Dot 1120 nm 1.11eV 31.88 nm 0.54 

1.07 
Well 1098 nm 1.13eV 62.09 nm 0.50 

3 
Dot 1270 nm 0.97eV 28.74 nm 0.75 

2.40 
Well 1230 nm 1.00eV 76.83 nm 0.31 

4 
Dot 1333 nm 0.93eV 29.60 nm 0.74 

1.70 
Well 1279 nm 0.97eV 75.02 nm 0.43 

 

* 1,2,3,4 are correspondent to samples marked in Fig. 7-3; Dot: Emission of InAs quantum 

dots; Well: Emission of InGaAs well; λ: Wavelength of the ground transition; E0: Energy 

of ground transition; FWHM: Full width half maximum;  IQD/IQW: Intensity ratio between 

the quantum dots and well emission 

The accurate solutions can be obtained by solving Hartree-Fock formulation for electrons 

and holes with three dimensional simulations. Considering the complex structure of InAs 

quantum dots, I apply the simplified equation for estimating the effective radius of InAs 

quantum dots. The first approximation for effective ground state transition of InAs 

quantum dots would be: 

  

2

2 * *

1 1 1
( )

8
g c g

e h

h
E E E E

R m m
    

      (3) 

Where R is the effective average radius of the quantum dots. Eg is the band gap of bulk 

InAs; Ec is confinement potential; me
*
 =0.028m0 and mh

*
=0.33m0 [22] are effective mass 

for electron and holes respectively; h is Planck constant. From the ground state energy 
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measured from PL, the effective radius for samples 1-4 are 4.35, 4.39, 4.83, 5.02 nm 

respectively (Table II). 

Although the solar cells on four different wafers are processed in cleanroom in the same 

run, the random quantum dots distribution and non-idea alignment during 

photolithography and correspondent etching process would introduce variance for 

samples’ photovoltaic performance throughout the wafer. Figure 7-4 show the 

configuration of samples with three different sizes defined on a quarter wafer. Panel (a-d) 

show the short circuit current (Isc), open circuit voltage (Voc), Filling Factor (FF) and 

Efficiency respectively. The Voc and FF are uniform except the edge region, but Isc varies 

more among the devices. We defined solar cells with three different sizes (Fig. 7-4d). 

Little systematical difference is observed for solar cells of different sizes [23].   

By comparing Fig. 7-4a-c, we will see the space dependent distribution of the three 

parameters. Fig. 7-4d maps the solar cell efficiency, which is the product of Isc, Voc and 

FF. The differences between the Voc is 0.18V, compared to the bandgap difference 0.17eV. 

At low temperature, the FWHM is narrower and the emission peaks blue shifts about tens 

of nanometers. The picosecond scale Auger carrier-carrier interaction dominants the 

carrier relaxation in quantum dots, with non-trivial role of phonon emission at room 

temperature [23]. The quantum dots with smaller size and well positioned energy level is 

expected to reduce thermal carrier escape, and thus increases the photocurrent and open 

circuit voltage. 
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7.5 Carrier transport in DWELL structures 

The carrier diffusion to the surface states on cell edge is inhibited by the in-plane carrier 

scattering provided by InAs/InGaAs Dots-in-a-Well (DWELL) layers in standard pin diode 

structure grown by Stranski-Kranstanov method. The typical DWELL solar cell exhibits 

higher photo-current and dark-current. The contributions from quantum dots to 

photocurrent include (1) extra photo absorption in IR region (2) assistance to dissociate 

photo-excited carriers in localized quantum dots states. External quantum efficiency (EQE) 

shows factor (1) contributes less than five percent to the photocurrent enhancement, while 

the DWELL samples exhibit 41% higher photocurrent than the control. The self-aligned 

quantum dots would guides carrier vertically transported in pin junction. In quantum well 

plane, random dots with high uniformity would shorten the lateral diffusion length and 

block other random oriented shunt channels. Also, further work on engineering the band 

diagram to optimize vertical carrier transport between DWELL multilayers also presented. 

We explore the relation between photo and dark current by comparing the photo/reverse 

saturation current ratio for different epi layers, including GaAs control, 6 stack DWELL 

with/without strain compensation (SC), and 13 stack DWELL with SC. The photo 

absorption and carrier transport efficiency is further analyzed through EQE with reverse 

bias. 

7.5.1 Carrier confinement in DWELL plane 

The efficiency under AM 1.5G of the GaAs control cell decrease from 8.85% to 7.41%, as 

the size shrinks from 25 mm
2
 to 4 mm

2
, compared to the increase from 7.04% to 8.17% in 
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the DWELL solar cells. The lower open-circuit voltage in the smaller GaAs control cells is 

caused by higher dark current, and the diode parameters are found to be strongly voltage 

dependent. The divergence from traditional diode behavior is caused by the non-uniform 

current distribution in the plane perpendicular to carrier transportation in GaAs control 

sample. Without DWELL structure, the surface states on the perimeter of solar cells would 

non-radiatively consume the laterally diffused carriers, so the Fermi level in the depleted 

region would bend down/pinned to surface hold-like states. Laterally, the quantum dots with 

average 15nm diameter and 6×10
11

 cm
-2

 density are randomly distributed in plane. 

Vertically, they are lined up between the quantum well layers. The quantum dots are 

self-assembled, so the local coherent length is decreased to less than 0.1μm, compared to the 

diffusion length in GaAs (70 μm at high injection).  The edge current component is absent 

for DWELL cells. 

This strongly voltage-dependent reverse saturation current can be attributed to the disrupted 

crystal lattice on exposed edge surface, where the recombination rate is enhanced by the 

dangling bonds [19-22]. The quasi Fermi level of electron and holes moves with external 

voltage supply. The trap-assisted carrier consumption is most serious when the maximum of 

carrier population is driven to the defect states on edge, as the band diagram illustrated in 

figure 7-6. It is noted that the band diagram is not tilted by applied voltage in the depletion 

region, because the build-in electric field is perpendicular to xz plane.  

7.5.2 Carrier transport through DWELL layers:  
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Figure 7-7(a) shows the I-V characteristics for the 3x3 mm
2
 GaAs control cells. The control 

cell (red line) has an open circuit voltage (Voc) of 0.89V and a short circuit current density 

(Isc) of 9.1 mA/cm
2
. The 6-stack InAs QD solar cell with (or without) strain compensation 

has an open circuit voltage (Voc) of 0.72 V (or 0.68 V) and a short circuit current density (Jsc) 

of 10.5 mA/cm
2
 (or 12.2 mA/cm

2
). Then the photocurrent is decomposed through single 

diode equation J=-Jph+Jd0 exp(V/nVt), where n and Jd0 are local ideality factor and reverse 

saturation current. Jph is photocurrent, and Vt is thermal voltage at room temperature. The 

three IV curve shares the same cross point, implying the linear relation between Jph and Jd0. 

Both n and Jd0 are voltage dependent and reach their minimum value at the same bias, 

excluding the series and shunt resistance effects. The voltage bias for minimum ideality 

factor are 0.39, 0.43, 0.49, 0.92 V for 6 stack DWELL without SC, with SC, 13 stack with 

SC and control respectively. It is noted that Jph does not equal to short current density for 13 

stack DWELL sample. Jph is the current value at reverse bias V=-1, due to low shunt 

resistance for that sample. By substituting the ΔJph/ΔJd0 =0.5e6 into the single diode model, 

it is found that the diode ideality factor is around 1.8 for Vc=0.61V.  

7.5.4 Carrier transport efficiency with reverse bias 

To understand the photocurrent generation and carrier transport in DWELL layer, the EQE 

is also tested in order to confirm that pin junction works classically. Compared to control 

samples, the DWELL cells show extended response up to ~1200 nm due to the absorption of 

long wavelength photons by the DWELL layers. EQE of 6-stack DWELL cell increases 

very little (<2%) in the wavelength range of 500-870 nm compared to an increase of about 
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10% in the wavelength range of 900-1100nm. The noise level increases with increasing 

reverse bias beyond 1200 nm. The light absorption from quantum dots (>870nm) contribute 

just 1% extra light absorption, which is subtle compared to the measured enhancement from 

9.17 to 12.93 mA/cm
2
 for control and DWELL cells (41% enhancement). It is worried that 

the defects in DWELL structure would consume carriers, so strain compensation layer was 

applied to balance the interfacial states. However, the high band gap GaP strain 

compensation layer suppress both light and dark current, and shows limitation on balancing 

the strains when the number of stacking layers doubles.  

Different from other photovoltaic devices (such as Laser, LED), solar cells suggest carrier 

pairs to separate rather than combine. EQE here is defined by multiplying internal quantum 

efficiency (IQE) to carrier transport efficiency (CTE) and charge collection efficiency 

(CCE). CTE represents the drift and diffusion of charge carriers in epi layer. CCE is 

determined by the charge delivering from semiconductor to metal.  

EQE(λ,V)= IQE(λ)×CTE(V)×CCE    (4) 

Incremental absorption plots in Fig. 7-8 (a-c) are the differential EQE spectrum (EQE 

enhancement the input wavelength blue shifts 1nm). The absorption is proportional to IQE 

and confirmed to be stable over different bias in well grown samples (Fig. 3 (a-b)). The first 

peak locating at 880nm in Fig. 7-8 (a-c) represents the absorption edge of GaAs, and the 

multiple peaks in the frequency range from 900nm to 1100nm fingerprints excited states in 

DWELL layer. The photoluminescence (PL) in Fig. 3 (d-f) shows the ground state of 

quantum well and dots. The main peak at 1106nm is from quantum dots, and the shoulder 
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around 1045nm marks the lowest energy level for band to band transition in quantum well. 

The full width half maximum (FWHM) of quantum dots PL is 80nm for 6 stack with and 

without SC, and slightly expanded to 90nm for 13 stack DWELL with SC (Fig. 7-7 (d-f)). 

The FWHM represents the DWELL layer-to-layer uniformity. 

With different reverse bias, the IQE stays same, unless the vertical alignment between 

DWELL layers is disturbed by grown process (13 layer sample as shown in figure 3(c)). 

Figure 2 (g-i) are correspondent CTE. Since the band gap difference between InAs and 

GaAs is 0.44eV, it is assumed that 100% carrier transport efficiency is achieved when the 

pin layer is reversely biased 1V. CTE is obtained by CTE(V)/CTE(V=-1). The transmission 

channels provided by quantum well locating at ~920nm and 1030nm, and the extra 

enhancement above 1050 nm is from quantum dots.  

7.5.4 Charge collection efficiency and surface plasmonics 

Different from carrier transport efficiency, charge collection efficiency is independent of 

wavelength and bias (for Ohmic contact here). The photocurrent is observed to be size 

dependent in DWELL cells. The small cells with denser finger grids exhibit higher 

photocurrent density. Since the enhancement is absent in control cell, it may due to the 

surface plasmonics between periodic metal array coupled to DWELL layers, as reported in 

DWELL detectors [25]. The field enhancement from metal grid assists charge collection 

when it travels close to surface. Transparent conductive electrodes are also considered to 

further enhance the plasmonic-quantum dots coupling, especially large scale grown 

graphene with demonstrated multiple advantages [25-27].  
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The InAs/InGaAs DWELL solar cell grown by MBE is a standard pin diode structure with 

six layers of InAs QDs embedded in InGaAs quantum wells placed within a 200-nm 

intrinsic GaAs region. The GaAs control wafer consists of the same pin configuration but 

without the DWELL structure. The typical DWELL solar cell exhibits higher short current 

density while maintaining nearly the same open-circuit voltage for different scales, and the 

advantage of higher short current density is more obvious in the smaller cells. In contrast, 

the smaller size cells, which have a higher perimeter to area ratio, make edge 

recombination current dominant in the GaAs control cells, and thus their open circuit 

voltage and efficiency severely degrade. The open-circuit voltage and efficiency under 

AM1.5G of the GaAs control cell decrease from 0.914V and 8.85% to 0.834V and 7.41%, 

respectively, as the size shrinks from 5*5mm
2
 to 2*2mm

2
, compared to the increase from 

0.665V and 7.04% to 0.675V and 8.17%, respectively, in the DWELL solar cells. 

The lower open-circuit voltage in the smaller GaAs control cells is caused by strong 

Shockley-Read-Hall (SRH) recombination on the perimeter, which leads to a shoulder in 

the semi-logarithmic dark IV curve. However, despite the fact that the DWELL and GaAs 

control cells were processed simultaneously, the shoulders on the dark IV curve disappear 

in all the DWELL cells over the whole processed wafer. As has been discussed in previous 

research on transport in QDs, it is believed that the DWELL cells inhibit lateral diffusion 

current and thus edge recombination by collection first in the InGaAs quantum well and 

then trapping in the embedded InAs dots. This conclusion is further supported by the 

almost constant current densities of the different area DWELL devices as a function of 

voltage.  
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7.6 CONCLUSIONS 

In summary, compared to GaAs pin diode cells that experimentally display degradation of 

the dark current and ideality factor as the device perimeter/area ratio is increased, solar 

cells with an InAs/InGaAs DWELL structure positioned in the intrinsic region do not 

exhibit this problem.  The strong peaking of the ideality factor in the GaAs control cells 

has been theoretically explained by a model that includes bulk and edge recombination 

effects.  Since a hump in the ideality factor of the DWELL cell is completely absent, it is 

concluded that the DWELL structure limits lateral current movement and subsequent edge 

recombination.  The DWELL devices should be especially useful for concentrated and 

flexible solar applications for which small area devices are highly desirable.  

Also, we characterized the MBE grown InAs quantum dots-in-a-well structures using 

photoluminescence. The ground transition energy of quantum dots represents their average 

size, and the intensity ratio between the QD PL and QW PL decreases with the InP strain 

compensation layer. The samples with smaller quantum dots and low intensity ratio 

between QW and QDs represents higher short circuit current and open circuit voltage in 

wafer scale. 
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Fig. 7-1 | Photocurrent of DWELL and GaAs control cell of different sizes (2×2 mm
2
, 

3×3mm
2
 and 5×5 mm

2
) under AM 1.5G illumination. The inserted picture is the schematic 

diagram of the DWELL solar cell with six-stacks of InAs QDs embedded in InGaAs 

quantum wells. 
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Fig. 7-2 | A comparison of the dark behavior of GaAs control and DWELL cells for 

the same dimensions (2×2 mm
2 

, 3×3 mm
2 
and 5×5 mm

2
). Measured and simulated local 

ideality factor (a), and the measured and simulated semi-logarithmic dark current density 

(b) for the control cells. Measured local ideality factor (c) and dark current density (d) for 

the DWELL cells. The simulation is based on Equation 1(a), where the parameters 

extracted by the curve fitting are illustrated in the modeling part. The inserted picture is a 

Silvaco simulation of the non-uniform current distribution in the device. 
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Fig. 7-3 | Normalized photoluminescence of four six stack DWELL samples. The dots 

are experimental data and the curves are two components Gaussian fitting for QW and 

QDs. 1, DWELL without  InP strain concentration (SC) for small quantum dots size; 2, 

with SC; 3. larger quantum dots w/o SC, 4. Larger QDs with SC. 
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Fig. 7-4 | Wafer scale solar cell performance (6 stack DWELL cells with strain 

compensation) (a) Short circuit current (b) Open circuit voltage (c) Filling factor (d) 

Efficiency (%). Solar cells with three difference sizes are numbered in (d). B1-B5: 5 by 5 

mm
2
, M1-M9: 3 by 3 mm

2
, S1-S11: 2 by 2 mm

2
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Fig. 7-5 | The open circuit voltage versus the short circuit current for 6 stack 

DWELL cells with strain compensation (small dots and large dots), with three different 

solar cell sizes. 
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Fig. 7-6 | (a) Bulk structure of solar cells with six-stacks of InAs QDs embedded in InGaAs 

quantum wells. The inserted picture is the top electroluminescence when the cell is 

forwardly biased. (b) Schematic band diagram is plotted according to x/z axis for DWELL 

(left) and Control (right). Ec, Ev, Efv and Ed mark energy level of conduction, valance band, 

quasi hole Fermi level (under bias V~0.6V), and edge state.  (c) Recombination reverse 

saturation current density for DWELL (left) and control cells (right).  
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Fig. 7-7 |  (a) Measured I-V characteristics of 6-stack w/ and w/o SC, 13-stack DWELL 

and GaAs control cell under AM 1.5 global illumination. (b) Photocurrent versus reverse 

saturation current in dark for different samples.  
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Fig. 7-8 | External quantum efficiency measurement (a-c) Incremental absorption and 

(d-f) Photoluminescence of device and as-grown wafer (g-i) carrier transport efficiency 

versus wavelength for three DWELL samples: 6 stack DWELL with/without SC, 13 stack 

with SC at room temperature. The lines mark the ground state of quantum well. 
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Chapter 8 

Conclusion and perspective 
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In optoelectronics/nonlinear optics, the electronic structure and population of material are 

perturbed by electron injection/optical excitation respectively. The perturbation can be 

externally introduced by electric contacts (Electric field effect or carrier injection), magnetic 

field or optical beam injection. The probe (weak) light would follow the alternation of the 

electronic structure of the atoms/molecular, and deliver the information to the transmission 

port. Dispersion and absorption modifies the photon propagation by changing the real and 

imaginary parts of the media refractive index.   

In classic region, both of the dispersive and absorptive effects can be manifested in the 

optical resonators. The enhancement is proportional to the ratio of quality factor and cavity 

mode volume (similar scheme can be applied to slight light enhanced light-matter 

interaction). In this thesis, we explored various chip scale nanostructured semiconductor 

materials, and probe the electron/phonon dynamics through cavity resonance shifting, 

which modifies the intensity of transmitted light and spectrum. The ways for controlling the 

spectral and temporal properties are investigated numerically and experimentally. The new 

properties of different materials could be matched to enhance the existing optical device 

functionalities, such as bistable switch, tunable radio-frequency photonic source, 

wavelength converter, tunable filter, etc. 

On one side, the integrated geometry provides a robust platform to test the material 

properties, in terms of optical nonlinearity, electro-optic tuning, opto-electronic response, 

etc.; An appropriate combination and design of material and geometry with specific 

functionality would provide a protocol for industrial products.  Nanostructure increases the 

surface versus body volume. The contribution from the surface recombination would further 
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shorten the electron lifetime and fastens the device speed, but the shortened diffusion length 

would enhance dark current and degrades its photovoltaic performance. Table 8-I 

summarize specific demands of the material for optoelectronic devices. 

Table 8-1: Optimized material properties for target optoelectronic functionalities 

 

Material 

properties 

Demand Junction 

structure 

Photon 

lifetime 

Electron 

lifetime 

Solar cell 

(DC) 

High absorption, 

broadband 

Vertical Long Long 

Detector 

(AC) 

High absorption, 

fast 

Vertical Long Short 

Modulator 

(AC) 

Low absorption, 

fast 

Lateral/ 

Vertical 

Short Short 

 
 


