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For  the interaction of the two polymers 

vz 
RT 

x~dFlory)  = m2x~3(Scott-Tompa) = - (& 

Then, one finds 

where L; is the molar volume of the segments in the solvent 
molecules. In  the present work, ml = 1, so that c - 100 
cm3/mol. We then have 

x 2 3  - (XlZ - x13)’ (6 )  
An inspection of the x values in Figure 1, curves b and c, 
and for other spinodals not reported here, indicates that if eq 6 
is correct, closed immiscibility loops should not be generally 
found, but rather spinodals like curves b and c in Figure 1. 
Possibly the loops could occur in a special case with two 
polymers of very similar .chemical nature, which would mini- 
miie  x23, but of different flexibilities, which would produce 
different free volume or equation of state contributions in x12 
and X13. 

Koningsveld and collaborators7 have studied a system 
which shows a closed immiscibility loop: linear poly- 
ethylene-crystallizable polypropylene-diphenyl ether. They 

indicate that other such systems have been found, and point 
out that polymer incompatbility in  solution does not neces- 
sarily imply incompatibility in  the absence of solvent. Since, 
however, the two polymer-solvent binaries phase separate a t  
about the same temperature, one would expect the xlz’s to 
be almost identical. It is possible, therefore, that this closed 
loop may have a different origin than that described in  the 
present paper. 

We feel then that our main result is a theoretical support 
for the experimental finding of Dondos and others that poly- 
mer incompatibility in solution is increased when the poly- 
mer-solvent interactions are different. Another area where 
the solvent effect could be important is in the “segregation” 
of the blocks within isolated block copolymer macromolecules, 
and recent work by DondoslO may indeed show such an ef- 
fect. 
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ABSTRACT: A system of efficient computer programs has been developed for simulating the conformations of macromole- 
cules. The conformation of an individual polymer is defined as a point in conformation space, whose mutually orthogonal axes 
represent the successive dihedral angles of the backbone chain. The statistical-mechanical average of any property is obtained 
as the usual configuration integral over this space. A Monte Carlo method for estimating averages is used because of the im- 
possibility of direct numerical integration. Monte Carlo corresponds to the execution of a Markoffian random walk of a 
representative point through the conformation space. Unlike many previous Monte Carlo studies of polymers, which sample 
conformation space indiscriminately, importance sampling increases efficiency because selection of new polymers is biased to 
reflect their Boltzmann probabilities in the canonical ensemble, leading to reduction of sampling variance and hence to greater 
accuracy in given computing time. The simulation is illustrated in detail. Overall running time is proportional to dj4, where 
n is the chain length. Results are presented for a hard-sphere linear polymer of n atoms, with free dihedral rotation, with tz = 
20-298. The fraction of polymers accepted in the importance sampling scheme, fA, is fit to a Fisher-Sykes attrition relation, 
giving an effective attrition constant of zero. fA is itself an upper bound to the partition function, Q, relative to the unre- 
stricted walk. The mean-squared end-to-end distance and radius of gyration exhibit the expected exponential dependence, but 
with exponent for the radius of gyration significantly greater than that of the end-to-end distance. The 90% confidence limits 
calculated for both exponents did not include either 6/15 or 4/3, the lattice and zero-order perturbation values, respectively. A 
self-correcting scheme for generating coordinates free of roundoff error is given in an Appendix. 

he Monte Carlo method’ was firmly established by Wall T and his successors2-1O as a valuable tool for investigating 
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the geometric and thermodynamic properties of polymers. 
The majority of previous Monte Carlo studies have been con- 
fined to  the exploration of extremely simple models, such as 
random walks on lattices. In this paper we offer a more 
complete model of polymeric systems which includes lattice 
as well as off-lattice polymers on  special cases, an ideal frame- 
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work for Monte Carlo calculations and the use of importance 
sampling for the reduction of sampling variance. 

The remainder of this paper is devoted to  elaboration of the 
model and method and presentation of detailed geometrical 
results for the hard-sphere off-lattice model. Distribution 
function properties of this model, and temperature-dependent 
properties of soft-core potential models are discussed in fu- 
ture papers of this series. 

The primary objective is the calculation of statistical-me- 
chanical configuration integrals of the form 

where P is the value of some conformational property, such as 
the squared end-to-end distance, and U is the molecular po- 
tential energy. (P) denotes the canonical ensemble average 
of the property P. 

Numerical polymer theory depends on representation of 
the energy of the molecule in terms of structural parameters. 
Using the adiabatic treatment of Scheraga and coworkers,11 
the conformational energy is decoupled from high-frequency 
bending and stretching modes, permitting a classical descrip- 
tion in terms of nonbonded and rotational barrier potential 
energy functions, with semiempirically determined param- 
eters. As shown by G o  and Scheraga,12 when bond lengths 
and bond angles are held constant, the conformational parti- 
tion function can be written 

Q = (constant) s. . s exp( - U/kT)dr ( 2 )  

where T i s  the absolute temperature and U is the potential en- 
ergy of the conformation. The element d r  represents the 
minimum volume element necessary for this representation 
and defines the subset of phase space correspondiRg to  the 
“conformation space” of the molecule. With fixed bond 
lengths and bond angles, the only remaining degrees of free- 
dom are the dihedral angles about successive backbone-chain 
bonds. For  n atoms in  the backbone, n - 3 dihedral angles 
define the relative position of every atom to every other atom 
(ignoring multiatomic side chains). These angles can be con- 
sidered independent variables, and from them the coordinates 
and potential energy can be calculated using classical potential 
energy functions.I3 

The ( n  - 3)-dimensional vector o, whose elements are the 
individual dihedral angles mi, defines a single conformation; 
all conformations are represented by the set of all possible 
vectors, { 0 ) .  The volume element in eq 2 can be written 

dr  = J(q)dwidwi. . , dWn--a 

where the range of each wi extends from 0 t o  29 .  J(q) is the 
Jacobian for the transformation from generalized coordinates 
to  the w representation. As a simple numerical factor,14 it 
cancels out of all equations for averages in which Q - I  ap- 
pears, such as eq 1, and hence will be ignored. Lattice calcu- 
lations restrict the values of the individual w.I)s to a discrete 
set of suitable values. For  example, the tetrahedral lattice 

(11) H. A. Scheraga, Adran. P h j . ~ .  Org. Chem., 6 ,  103 (1968); Chem. 

(12) N. Go and H. A. Scheraga, J .  Chem. Phys., 51,4751 (1969). 
Rec.,  71, 195 (1971). 

(13) G. N. Ramachandran and V. Sasisekheran, “Conformations of 
Biopolymers,” G. N. Ramachandran, Ed., Vol. 1, Academic Press, 
London, 1967, p 283. 

(14) J. E. Mayer and M. G. Mayer, “Statistical Mechanics,” Wiley, 
New York, N. Y . ,  1940, p 230. 

results from fixing bond angles a t  109.47‘ and taking W , E  

(60”, 180”, 300”). 
For  any given structural model, the choice of energy func- 

tion U ( o )  determines the degree to  which the properties of the 
random walk mimic the conformational properties of a real 
polymer. The simplest energy function occurs when U is 
identically zero, for which the polymer dimensions correspond 
exactly with the statistics of the unrestricted random walk, 
whose mean-squared end-to-end distance is given (for large 
n)  byl5,16 

( R 2 )  = n12 (3) 

where n is the number of bonds and i the fixed bond length. 
This model is known as the “freely jointed chain.” Setting 
U ( o )  3 0, however, is a n  unrealistic constraint, permitting 
atoms to  approach arbitrarily close, even freely interpene- 
trating each other. This unrealistic situation can be corrected 
by use of a potential energy function which includes the inter- 
action of pairs of atoms not covalently bonded to each other 
(excluded-volume effect). The simplest such function is the 
hard-sphere potential 

U = O  d > p  

U = . o  d < p  

where d is the distance between the two atoms, and p is a pa- 
rameter which is roughly the sum of their van der Waals radii. 
The total energy of the molecule is then either zero, if no 
overlaps exist, or is infinite if one or more overlaps exist. 

With a Monte Carlo method to  be described, Wall and co- 
workers* established that for the hard-sphere model 

(4) 

( R 2 )  = anb ( 5 )  

where a and h are empirical constants. It is now widely ac- 
cepted that b takes the value 6 / 5  for all three-dimensional lat- 
tices in the limit of large n.* In the study of Loftus and 
Gans,6 who allowed each w ,  to  assume angles in a continuous 
range .t/3 about the angles 60, 180, and 300’, it was found 
that b is somewhat higher than 6 / 5  for ,5’ > 0. 

established a n  empirical expression for the 
partition function through Monte Carlo studies on tetrahedral 
and cubic lattices. Their result, eq 6 below, which held for 
n >, 40, was confirmed shortly afterward by Hammersley and 
Morton1; as the asymptotic form for lattices. It was further 
observed by Wall that the number of self-avoiding walks of n 
steps successfully completed decreases exponentially with n 

Wall, et 

W ,  = Wo exp(-An) Wall attrition law (6) 

where W ,  is the number of self-avoiding walks of n steps, W o  
is a n  extrapolated constant, and A,  the attrition constant, de- 
pends on the lattice. Fisher and Sykesl* obtained much 
better fit for small n (though continued good fit for large n) 
with the expression 

W ,  = B(p/g>”n“ Fisher-Sykes attrition law (7) 

where B is a constant, p is a quantity called the “connective 
constant,” and g is the number of choices for a lattice walk 
with no self-reversals. p and X are connected by the relation 

p = u exp(-A) (8) 

(15) S.  Chandrasekhar, Rer. Mod. Phj,s., 15, 3 (1943). 
(16) P. J. Flory, “Principles of Polymer Chemistry,” Cornel1 Uni- 

(17) J. M. Hammersley and I<. W. Morton, J .  Roj’. Stat. SOC. Part 

(18) M. E. Fisher and M. F. Sykes, Phys. R e r . ,  114,45 (1959). 

versity Press, Ithaca, N. Y . ,  1953, Chapter 10. 

B, 16, 23 (1954). 
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so that eq 7 can be recast as an attrition law of the form 

W ,  = BeCxnn“ (9) 

showing that the Fisher-Sykes law is a refinement of the Wall 
law, eq 6, with a correction factor of na which loses its im- 
portance for longer walks. 

For  the hard-sphere energy model, the partition function 
Q is computed as 

s 

2 = 1  
Q = N-IX exp(-E2/kT) (10) 

where E, is the energy of the ith conformation and N is the 
total number of conformations-i.e., the number of unre- 
stricted walks. (The factor N-1 appears because the partition 
function is taken relatice to  the unrestricted case, whose own 
partition function is obviously N.) Since a conformation has 
energy zero or infinity, each term contributes either a term of 
1 or 0 to  the sum. Thus, Q is exactly equal to  the number of 
zero-energy conformations: Q = f ~ ,  wherefA is the fraction 
of all unrestricted walks which are also self-avoiding. There- 
fore 

fA = B’e-xnn“ (11) 

One of the problems encountered in  computer studies of 
self-avoiding random walks is the difficulty and expense of 
investigating long chain lengths. In the sequential genera- 
tion of polymer coordinates,2-4 those walks which contained 
one or more self-intersections were discarded without being 
completed and the next walk was begun. The quantitative 
attrition expressions, eq 6 and 7, were formulated on  the basis 
of this observed loss of conformations. The probability of 
successfully extending a n  n-step walk by a single step is 

w,+,/w, = e-’ (12) 

For the tetrahedral lattice, X = 0.04. With constant com- 
puter time for generating a new segment, total time for suc- 
cessful walks of n steps increases exponentially with n. A 
great deal of effort7810 has been expended inventing ways to  
combat this attrition. One of the most successful is the Wall- 
Erpenbeck s-p method,Z0 whereby self-intersecting walks are 
not immediately discarded, but merely restarted from a point 

(19) F. T. Wall, S. Windaer, and P. J. Gam, J .  Chem. Phys., 37, 1461 

(20) F. T. Wall and J. J. Erpenbeck, ibid., 30, 634 (1959). 
(1962). 

(Compute AU = 1 

Figure 2. Flow chart of the importance sampling biasing scheme 
for polymer generation. 

prior t o  the intersection; statistical biasing factors are then 
introduced into the results t o  take account of this. The com- 
putation time, however, is still exponential. 

This s-p method must not be confused with improved sam- 
pling methods described below. In the present work, the 
average properties of polymers are obtained by evaluating 
eq 1 with a technique known as Monte Carlo with importance 
sampling, 2 1  where integration is restricted to  regions of con- 
formation space where the argument is appreciable, Le., 
“important regions.” In  the Wall method, all regions were 
sampled equally. Since eq 6 implies that the “important” 
fraction of conformation space decreases exponentially with 
n ,  the majority of computing time was wasted sampling poly- 
mers of high energy which contributed negligibly to  the aver- 
ages. 

In 1963 Fluendy22 published the first study in which a more 
sophisticated sampling technique (method of choosing the 
random vectors a) was used, but his investigations were re- 
stricted to  alkanes below CI2. More recently, LalZ3 published 
a study in which polymers were generated on two- and three- 
dimensional lattices by a similar procedure, and subject to  a 
nominal soft-core potential. Their method, and ours, differs 
from that of Wall in  the following respects. 

In  order to obtain a correct estimate of a property P it is 
necessary to  sample from a space characterized by the Boltz- 
mann distribution. In  the Wall method, samples (polymers) 
are drawn at random from a rectangular distribution and the 
Boltzmann factor is applied afterward. This sampling pro- 
cess can be represented schematically as in Figure 1. 

Importance sampling, introduced by Metropolis, et al., 
in  1953, and discussed in detail by Wood,21 operates on  the 
principle of selecting new states with their Boltzmann prob- 
abilities, rather than totally a t  random, and is illustrated in 
Figure 2. In either case, the average statistical-mechanical 
properties are evaluated with following equationz1 

.v 

2 = 1  
p = &-lN-l cPi e w ( -  UdkT) (1 3) 

where f’ is the Monte Carlo estimate of (P), N i s  the number of 
samples generated, P,  is the value of the property for the ith 
sample, and U ,  is its energy. Consideration of sampling 

(21) W. W. Wood in “Physics of Simple Liquids,” H .  V. N.  Temper- 
ley, J. S.  Rowlinson, and G. S. Rushbrooke, Ed., North-Holland Pub- 
lishing Co., Amsterdam, 1968, Chapter 5 .  

(22) M. A. D. Fluendy, Trans. Faraday Soc., 59, 1681 (1963). 
(23) M. Lal, Mol. Phys. ,  17, 57 (1969). 
(24) H. Metropolis, A. W. Rosenbluth, M. N. Rosenbluth, A. H. 

Teller, and E. Teller, J .  Chem. Phjs . ,  21, 1087 (1953). 
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Figure 3. Definition of structural parameters for 17-alkanes. 

weights for either method results in  the following expressions 
for any average polymeric property. In the Wall method 

while in  importance sampling 

In both eq 14 and 1 5 ,  the summations extend from 1 to  N ,  the 
number of samples generated. 

In summary, with the biased sampling method described 
here, every sample contributes significantly, whether by its 
being accepted or  being rejected, thereby increasing the sta- 
tistical weight of the previous sample. Furthermore, the en- 
ergy is continually being driven downward toward more 
probable regions of conformation space, while in  principle 
any conformation, however unlikely, has a finite nonzero 
probability of being reached. 

New states are reached with probabilities which depend 
only on  the previous state or conformation. Hence the eval- 
uation of the integrals in  eq 1, which is our primary goal, is 
seen t o  correspond to  a Markoffian random walk in  the mo- 
lecular conformation space. This is considerably different 
from the original Brownian motion analogy in which the com- 
puter simulation was essentially a n  enactment of the random 
walk path traced by a n  individual particle. 

(I) Computational Model and Method 

A. Structural Model. The main geometric parameters of 
a linear alkane or polyethylene chain are depicted in  Figure 
3. These parameters are defined as follows: Ci = carbon 
atom i; Hi’, Hi” = hydrogen atoms attached to  C,; HI,  
Hni2 = terminal hydrogen atoms; n = number of carbon 
atoms in the chain; li = distance from CiP1 to C,; wi = di- 
hedral angle about I , ;  and Oi = LCi--1CiCi+,. 

The values of these parameters were chosen to  correspond 
as closely as possible to  actual values (many prior Monte 
Carlo studies used C-C bond lengths of &for computational 
convenience). Their values for alkanes have been established 
by electron diffraction studies such as those of K ~ c h i t s u . 2 ~  
In  a thorough investigation of the computational properties 
of these values, Scott and Scheragaz6 showed that variations 
in  these parameters within a small range did not have a serious 
effect on  the estimated energies of various conformations, a t  
least within experimentaly detectable limits. In  particular, 
the C-C bond length was chosen to  be 1.54 A, and the back- 
bone bond angle was taken to  be tetrahedral, in  order to  take 
advantage of certain computational conveniences in  correcting 
for roundoff error. 

For  the hard-sphere model, the total energy Ui of the ith 
polymer generated is simply 

(25) I<. Kuchitsu, Bull. Chem. SOC. Jap., 32,748 (1959). 
(26) R. A. Scott and H. A. Scheraga, J .  Chem. Phys., 44,3054 (1966). 

/ 
i-3 

Z jold 

3 

Y ‘(X 
Figure 4. Segment of polymer molecule showing atoms i - 3 
through i + 4, and a tomj  > i + 4. Also shown is local coordinate 
system fixed on atom i, and its orientation with respect to the labora- 
tory frame, 0. Rotational transformation of eq 17 rotates atom j 
through the angle Q about the extension of bond vector x ,  from its 
old position,j,Id, to its new one, jnew.  

where r Ix  is the distance between the j t h  and kth atoms, and 
the sum goes over all nonbonded pairs of atoms. The actual 
function, f ( v ) ,  is that of eq 4, where p was taken here to  be 
1.54 A or one C-C single bond length. No side groups were 
introduced, and free rotation through 0-360” was permitted 
about each single bond. 

B. Mechanics of Simulation. The Monte Carlo experiment 
itself is carried out as described in the first section, namely, 
as a random walk in conformation space. This is done in  
principle as follows. Starting with any randomly chosen 
conformation w, a new one is reached by choosing at  random 
a pivotal backbone atom k ,  ke[ l ,  n] ,  and a rotational incre- 
ment 4,  @[O, 281. This angle 4 is then added modulo 2n to  
the particular dihedral angle designated by the index k, ciz., 
wk.  In  other words, if wk + 4 exceeds 2a, then 2a is sub- 
tracted from the result. This rotates all backbone atoms 
numbered k + 1 through n, inclusive, along with their at- 
tached side groups (if any), through circular arcs of angularity 
4 about the extension of bond lk connecting atoms k and k + 
1 ,  as shown in Figure 4. By this means, a new point in con- 
formation space is reached corresponding to a polymer which 
differs from the previous polymer in exactly one dihedral 
angle (ciz., the kth one), but which can be considerably differ- 
ent from it in overall shape and properties. The energy of 
this new conformation, U ,  is now computed along with any 
other desired properties, and stored in memory. 

The reaching of a new point in conformation space is the 
computational analog of selecting a new random polymer 
from a real ensemble. In terms of the importance sampling 
scheme of Figure 2, this process corresponds to  choice of con- 
formation ‘7.’’ It is a tentatice choice, to  be confirmed or 
rejected according t o  the biasing scheme. 

If accepted, each rotation moves the representative point in 
conformation space a distance 4 parallel to  the w k  axis. Suc- 
cessive rotations cause the point representing the accepted 
polymer (currently in machine memory) to  execute a random 
walk in conformation space. The Markoffian nature of this 
walk is evidenced by the fact that each step obviously depends 
only on the immediately preceding position, and on no other. 
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There are four main computational procedures to  be de- 
scribed: (a) generation of initial coordinates, that is, the 
initial random o from which the walk begins; (b) the relaxa- 
tion transformation for rotation of the chain through 4; (c) 
the corrector routine for improving the coordinates generated 
by (b); and (d) the algorithm for computing the energy of the 
new polymer. A fifth section (e) describes some utility pro- 
grams developed for specific purposes. 

(a) Generation of Initial Coordinates. We use the matrix 
equations of Scott and Scheraga26 for the construction of 
polymer coordinates satisfying a given geometry. The input 
t o  this scheme is the set of fixed bond lengths and bond angles, 
defined in Figure 3, and the dihedral angles wi  as generated 
by eq 25 below. The initial conformation is totally random. 
The Scott-Scheraga algorithm is efficiently performed by 
judicious intermediate storage of the successively accumulated 
matrix products of the transformations. 27 

(b) Rotational Transform. The change of a single internal 
coordinate, ut, leads to  changes in  a great number of Cartesian 
coordinates, three for every atom of index higher than k.  
In the program, if k is less than 4 2 ,  the front half of the chain 
is rotated rather than the rear half. This cuts the average 
number of atoms moved from about 3n/2 to  about 3n/4, a 
considerable saving in  computing time. 

The formula for the forward rotation is as follows. Let k 
be the index of a randomly selected pivotal atom, and con- 
sider the rotation of a n  atom with index j ,  j > k ,  from a posi- 
tion j o l d  to a position j,,, as in Figure 4. Let A be the vector 
from atom k to j o l d  in the laboratory frame 0, and N the vector 

, I  from k to  j,,,, also in the lab frame. Then 

N = QA (17) 

where 

Q 
and the orthogonal and 
is given by 

R(d) = 

= D-’R(@)D (1 8) 

unitary transformation matrix R(4) 

D is the matrix of direction cosines2* relating the local coor- 
dinate system fixed on  atom k back to the laboratory frame 0. 
Although there are nine different direction cosines, they are 
not all independent and in  reality only three need to be com- 

p112 + (1 - a112) cos d allUlz(1 - cos 4) 

Let uk be the vector from the origin to the kth atom. Then 
the new coordinates of atom j after rotation are the compo- 
nents of a vector uj‘ given by 

(22) 

The simulation process corresponding to a single step of a 
random walk in conformation space then consists of choosing 
a random pivotal atom, k ,  a random angle, 4, and a matrix 
Q .  The entire set of new coordinates for the affected chain 
segment is then given by application of eq 22, iterating on j .  

Up until now 
no explicit provision has been made for the finite capabilities 
of the computer itself. All the formulas derived so far can 
be assumed correct, in the context of purely mathematical 
abstraction. Unfortunately, all computers have physical 
limitations in  their ability to evaluate such formulas. 

One rather severe problem which was observed early in the 
course of this work was the tendency of the polymer molecule 
to  shrink during the course of successive relaxations. This 
was traced to  propagation of a certain type of roundoff error 
in the component manipulations of the relaxation arithmetic. 
A thorough investigation of this error disclosed a n  exponen- 
tial propagation. For a chain of 92 atoms, the squared error 
in the bond length lg0 was found to  obey 

(23) 

where Aso2 is the difference between l g 0 2  and its supposedly 
true value of (1.54)2, and k is the number of times atom 90 
was rotated by the previously described matrix transform. 
Typically, only about 400 such successive rotations were re- 
quired to  reduce the number of remaining significant digits in 
l Q o 2  from the original 14 to 2. Since the sample size for a 
typical random walk in conformation space is of the order of 
lo4,  which far exceeds the point at which coordinates produced 
by the above generating scheme lost all numerical significance, 
a self-correcting renormalization method was derived for 
correcting the coordinates as soon as they are generated. 
The mathematical details of this scheme are derived in the 
Appendix. 

In  the programs, the corrector equations are applied after 
each rotation, to  every atom which has been moved, working 
from the pivotal atom outward. It was found that such a n  
application added approximately 10 to  the running time of 
the programs, but that now the successive rotations could be 
continued indefinitely without buildup of machine-induced 
error. 

+ a13 sin d 

uj ’  = uk + N, ( j  = k + 1, . . ., n) 

(c) Correction for Machine-Induced Error. 

Ago2(k) = 1.318 X 10-9 exp(0.08013k) 

1 U11U13(1 - cos 4) - aI2 sin 4 

puted. Multiplying out the elements of eq 18, we find Q 
given by eq 20, where all, a12, and a13 are the elements of any 
row of D. Further simplification is possible by choosing 

a11 = (Xk+l - xd/lli+1; u12 = (Yk+l  - Y k ) / h + l ;  

a13 = (zt+l - z t ) / l k+ l  (21) 

in which the x ,  y ,  and z coordinates are those of backbone 
atoms k + 1 and k ,  referred to the laboratory frame 0. 

(27) This is illustrated in a flow chart in S. D .  Stellman, Ph.D. Thesis, 
New York University, 1971. 

(28) H. Margenau and G. M. Murphy, “The Mathematics of Physics 
and Chemistry,” Vol. I,  2nd ed, Van Nostrand, Princeton, N. J. 1956, 
p 138. 

(d) Energy-Computing Algorithms. A major time-con- 
suming aspect of Monte Carlo polymer studies has always 
been the determination of the polymer energy. For simple 
self-avoiding walks, in  which the energy is zero unless a n  
overlap occurs, considerable ingenuity has been devoted to  
developing schemes for the detection of overlaps. Among 
these are the space-cubing method of LevinthalZ9 and the 
doubly linked list method of Gans.’ For  a soft-core energy 
analogous procedures are possible, but can become quite 
tedious. In  either case, however, if no precautions are taken 
computing time must rise in proportion to  the square of the 
chain length. 

(29) C. Levinthal, Sci. Amer.,  214 (6), 42 (June, 1966). 
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To cut down this dependence, an  indexing method was de- 
veloped for evaluating double sums such as occur in eq 16. 
In our method, the index i runs from 1 to n - 2, as usual, but 
the index j is permitted to  skip whole sets of values which are 
excluded by geometric considerations. The details of this 
“zippering” method have been published by Stellman, 
Froimowitz, and for the hard-core energy model the 
time dependence was reduced to  proportionality to n6I4. 

In addition to the major algebraic 
processes whose computational details were described above, 
four minor but essential subprograms were coded in machine 
language for speed. 

(i) Random-Number Generator. At the heart of the 
Monte Carlo method must lie a fast method for supplying 
the program with a virtually unlimited sequence of random 
numbers, E t ,  The properties which the Et’s must have are (i) 
they must be uncorrelated and (ii) they must be rectangularly 
distributed. The generator used in this work is the popular 
congruential pseudorandom-number generator,’ given by the 
recursive formula 

(e) Utility Programs. 

= c t z  m o d ~ l o ( 2 ~ ~ )  (24) 

where c is a constant which produces no detectable correla- 
tion. In our program, an initial value, (1, is read in, and is 
usually chosen to  be the terminating l f l n a l  of the preceding 
run. Occasionally, groups of 10,000 consecutively generated 
random numbers were tested for mean, variance, and rec- 
tangularity, to ensure validity of the results. 

(ii) Random-Angle Generator. The random angle 4 is not 
chosen directly, but its sine and cosine are generated by a 
method of von Neumanm31 In this method, two random 
numbers, t1 and Ez, each uniformly and independently dis- 
tributed in the open interval (0,  l ) ,  are generated, and the sum 
of squares, -t $ a 2 ,  is formed. If this sum is greater than 
unity, the pair is rejected and t1 and are chosen anew. 
Otherwise 

The necessity of computing a third random number in order 
to choose at random the sign of the sine function in (25) has 
been obviated by assuming in the program that the 30th bi- 
nary digit in the machine representation of El is not correlated 
with the most significant digit, and using the former as a 
masking bit: if it is 1, then the negative sign is taken, and if 
it is 0, the positive sign is used. Angles generated in this way 
have satisfactorily passed various tests for randomness. 

Although there are 
n internal coordinates ut, actually three of them serve to fix 
the geometry of the entire polymer with respect to  the lab- 
oratory frame. Hence, only n - 3 are required to describe 
the internal geometry, and this is the number of angles which 
are varied in the program. Selection of a random pivotal 
atom k is made by generating a random number x in the open 
interval (3, n), and truncating the result to  an  integer 

k = [XI (26) 

(Square brackets denote the greatest integer not exceeding the 
given quantity.) The generation of a random number in this 

(iii) Random-Atom-Index Generator. 

(30) S .  D. Stellman, M. Froimowitz, and P. J. Gans, J .  Comput. 

(31) D.  von Neumann, Nut. Bur. Stand. Appl.  Math. Ser., 12, 36 
Phj’s., 7, 178 (1971). 

(1951). 

interval is achieved by generating tf according to  eq 24, multi- 
plying it by (n - 3), and adding 3 to the result 

x‘ = (n - 3)Ei E(0, n - 3) 

x = x’ + 3 43 ,  n) 

k = [x]  = [x’ + 31 43 ,  - 1) 

as desired. 
In the coordinate im- 

proving routine (part c above), it is required to  solve a system 
of three linear equations in three unknowns. This is done 
directly (noniteratively) by the method of Willers. 32 The 
time required is one-half that of the normal Gaussian elimina- 
tion method used in most linear systems, the saving resulting 
from performance of all computations in-line, 

(f) Calculation of Properties. Properties are computed 
after each new acceptance directly from Cartesian coordinates 
currently in memory. For hard-core polymers, the properties 
of interest are the moments of the end-to-end distance and 
radius of gyration. These are computed as follows. 

(i) Squared End-to-End Distance. This is found from 

(iv) Solution of Linear Equations. 

Rt2 = (x ,  - XI)* i- (Y ,  - YI)’ + (z, - zJ2 (27) 

where the subscript i refers to  the ith accepted polymer in the 
data group and the other quantities are the x,  y ,  and z coor- 
dinates of the two end carbon atoms. 

(ii) Squared Radius of Gyration. This is calculated as 
n 

k =  1 
G i 2  = M - 1 x m k p r 2  - c2  

where M is the molecular weight of the polymer, mi is the 
atomic weight of the kth atom, px is the distance of the kth 
atom from the origin, and c is the distance of the center of 
gravity of the molecule from the origin. 

Let Pi, be the value of the property P for the ith polymer 
that was accepted in the j th group, and vi$ be the number of 
times it was accepted. Let t be the number of different poly- 
mers accepted per group and u be the number of groups. 
The total number of samples, N ,  is simply the sum of the de- 
generacies of all polymers in all groups 

The moments are computed as weighted averages of prop- 
erties 

in which Pii  can be end-to-end distance, radius of gyration, or 
for soft-core calculations, the energy. For R and G, the 1st 
through 12th moments were computed ( k  = 1-12 in eq 30). 
To avoid the extreme magnitudes of the higher moments, re- 
duced moments 6 ( p ,  s )  were also calculated 

6R(P, s) = (Rp) / (RS)p’S  (314  

&(p, S) = (Gp)/(G5)p’S (31b) 

Histograms, or frequency counts of values falling within 
specified ranges, were made for R and G by sorting these val- 
ues into bins as they were read from tape for the other calcu- 
lations. Such data are equivalent to a numerical distribution 
function for the given property. 

(32) A. Willers, “Practical Analysis,” Dover Publications, New, York, 
N. Y. ,  1948, pp 265-267. 
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TABLE I 
RESULTS OF HARD-SPHERE MONTE CARLO CALCULATIONS ON n-ALKANES” 

~ 

n Run N f A  tlOK R= u ( R 2 )  GZ d G z )  

20 I1 10,ooo 0.898 88.1 115.0388 17.4982 

30 I 10,ooo 0.874 166.3 202.1348 30,4977 
40 I 10,ooo 0.846 222.8 28 1 ,7629 171.1242 42,9679 14.5535 
40 I1 10,ooo 0.853 286.0 288.1949 181.9059 44.1580 15.8454 
60 I 10,ooo 0.818 379.0 453.8205 290.4628 69.971 1 26.1029 
60 I1 10,ooo 0.822 379.6 468.4028 31 1.2770 71.6654 26.1618 
60 111 10,ooo 0.820 457.8 473.2606 307.0986 71.4499 27.3506 
80 I 10,ooo 0.802 577.8 674,7604 439.9251 104.3699 39.5151 
80 I1 10,ooo 0.802 705.8 679,2795 446.5582 104.1964 39.7697 
98 I 10,ooo 0.793 909.2 856.4079 129.4268 
98 I1 10,ooo 0.791 868.1 865.3902 582.5759 134.9050 53.0826 

298 I 4,000 0.735 3151.8 3460.213 554.1066 
298 I1 4 , 7 w  0.716 2933.2 3031.795 48 1 ,8270 
298 I11 4,900 0.736 2831.5 3260.202 506.5307 
298 IV 9,800 0.742 2813.3 3410.789 534.6867 

20 111 10,ooo 0.899 137.8 114.1052 67.192 17.3621 5.3475 

a (CnH2,-2)N is the number of samples per run, f~ is the fraction accepted, tloK is the time in seconds per 10,ooO samples (generation and 
analysis), and u is the standard deviation for the given data group. 

TABLE I1 
VALUES OF FITTED FISHER-SYKES PARAMETERS FOR VARIOUS LATTICES AND SAMPLING METHODS 

r Direct (Wall) sampling Importance Sampling 
Offd This work Lattice type sca FCCb Tetc 

~~ ~~ ~~ ~ 

B 1. 00279 1.00926 0.94195 1.1789 
c 0.93728 0.91274 0.95953 1 .ooo1 
a: 0.1459 0.1451 0.15457 -0 09014 
X = -1nC 0.06477 0.091 30 0.041 3 1 0.059 * 0.001 -1.oooo x 10-4 

a Simple cubic; ref 5. Face-centered cubic; ref 5. Tetrahedral; ref 33. * Reference 6. 

The fraction of polymers accepted, f ~ ,  is the total number 
accepted divided by the total number generated. 

(11) Results of Calculations 

The hard-core studies were performed for three reasons : 
(1) to  test the integrated operation of the various programs by 
attempting to  duplicate some of the (Rz) and ( G * )  data of 
Loftus and Gans6 (hereafter designated as LG);  (2) to  extend 
their data to n = 298 in  order to  try to  detect a deviation from 
their observed exponential dependence, if any; and (3) to  
obtain detailed information on the distribution of R (or Rz). 
The hard-sphere parameter p in eq 4 was taken as 1.54 A, as 
in the L G  studies. Hydrogen side groups were not consid- 
ered, and free rotation was assumed about the dihedral angles, 
This study differs from L G  only in  the sampling technique, 
the latter having used the Wall method (Figure 1) with the 
Wall-Erpenbeck s-p method of chain enrichment. 20 

The main results of this study are displayed in Table I,  and 
include the population means and variances for Rz and G*, 
running times, fraction of samples accepted, and distributions 
(to be discussed in a future paper). 

(1) Running Time. In addition to  the usual molecular 
properties, attention must be paid to  running time as a re- 
flection of efficiency, because the more efficient the program, 
the greater the quantity of concrete results which can be ob- 
tained in a given allotment of computer time. As a practical 
matter, we have found ourselves so far limited t o  chain lengths 
below about 300 (and temperatures above 300°K in the 
soft-core studies). 

Apart from the efficiency inherent in importance sampling, 
three types of programming improvements have been utilized 
to  reduce running time. (1) Several subroutines were coded 

and optimized in machine language. (2) In  certain cases 
more efficient algorithms were developed. For  example, the 
generation of the initial chain was performed by successive 
matrix multiplications, with intermediate results stored in a 
particularly efficient way. The best example of algorithm 
improvement is the calculation of the energy by “zippering,” 
described in a previous paper. 30 In  that paper, a shortcut for 
calculating the greatest integer in a square root is also given, 
a technique which saves 40 over the machine-supplied 
square root function. Thirdly, the 3 x 3 determinant for 
solving the linear equations generated in the coordinate-im- 
proving routine is performed in-line (no loops). (3) Input- 
output interaction with the program is kept to a minimum. 

Comparison with other studies is not possible because al- 
most no one else has published timing information, and be- 
cause the CDC 6600 is the fastest computer applied to  such 
studies so far. However, a n  agreeable demonstration of in- 
ternal efficiency was made by plotting In T cs. In n, from which 
it was observed30 that the time required for these hard-core 
studies is proportional t o  n5I4, that is 

T c: n5/4 (32) 

where T is the time required for a given number of polymer 
generations and their analysis. By contrast, with no optimi- 
zation T ought to rise a t  least as fast as n2.  

It was pointed out above that for 
direct sampling, the partition function Q is estimated by f A .  

This is true because in  that method the fraction of polymers 
obtained which have overlaps (infinite energy) is in proportion 
to  the volume of w space which is forbidden. With impor- 
tance sampling, however, polymers are deliberately generated 
more often in  allowed regions and less often in forbidden re- 

(2 )  Fraction Accepted. 
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Log-log plot O f f A  cs. n:  curve I, eq 35; curve 11, eq 

TABLE I11 
RESULTS OF LEAST-SQUARES FIT OF MEAN-SQUARED END-TO-END 

DISTANCE AND RADIUS OF GYRATION TO EQ 37 AND 38 

7-- This work-----. 
Incl n = 20 Excl n = 20 

~ 

Ln n; 1.0752 1.1544 
br 1.2377 1 ,2209 
dbr )  0.0119 0.0054 
Ln cr, -0,8568 -0.7920 
b, 1.2515 1.2378 
d h g )  0.0100 0.0056 

Reference 6. 

___- LGo _____ 
Incl n = 20 Excl n = 20 

0.8967 0.9067 
1.2836 1.2812 
0.0153 0.0346 

1.2828 1.2787 
0.0034 0.0070 

-0.9849 -0.9674 

gions, so that f A  is not a n  estimator of Q. In  fact, when a 
single w at  a time is varied, as in these studies, f A  gives a n  esti- 
mate only of that fraction of forbidden hyperspace, which is 
a t  most one step away from a n  allowable region. Clearly, 
by underestimating the forbidden regions, one also under- 
estimates the entire volume of space and therefore oreresti- 
mates Q,  that is 

f A  3 Q (33) 

While the exact relationship of f A  to  Q could not be guessed, 
it was obviously of interest to  try to  express ,fh in  terms of a 
Fisher-Sykes18 type relation 

f A  = BCnna (34) 

where B,  C, and CY are constants t o  be determined. Using a 
simple linear least-squares fit, it was found that eq 34 gave an 
excellent fit to  the data of Table I, with the parameters 

f A  = 1.1789(1 .0001)nn-o.09014 (35) 

The s ~ i m  of the squared residuals was 2.70 X 10-j. These 
figures are compared in Table I1 with the values found by 
Gansa3  for the tetrahedral lattice, as well as by Mazur and 
McCrackinj for the simple cubic and face-centered cubic lat- 
tices. 

The value of 1.0001 for C, coupled with similar soft-core 
results, suggested that perhaps within error limits C = 1 .  
Therefore, 14 was also fit to  a simple exponential equation of 
the type f h  = anb, with the result 

f~ = 1.1246n-0.0”8 (36) 

( 3 3 )  P. J. Gam, J .  Chem. Phys . ,  in press. 
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on the slope. 

Log-log plot of (R*) us. n, with 90% confidence limits 

N 

Figure 7. 
on the slope. 

Log-log plot of ( G 2 )  cs. i? ,  with 90% confidence limits 

The standard deviation of the fitted exponent was 0.0025. 
The plots of eq 35 and 36 are shown with actual data in Fig- 
ure 5.  

It is interesting t o  note that if eq 35 holds, then -In C has 
the meaning of a n  attrition constant, X. In  this context, our 
results demonstrate clearly that the importance sampling has 
effectively zero attrition; corresponding values of X for other 
sampling models and lattices are given in  Table 11, including 
the Loftus-Gans result 0.059. 

(3) Mean-Squared End-to-End Distance and Mean-Squared 
Radius of Gyration. Since the earliest Monte Carlo studies, 
it has been assumed that (R2) and ( G 2 )  obey the relationships 

(R2) = arnb, (37) 

(G2) = agnbg (38) 
where n is the number of segments (in C,H2,+2), and a,, b,, ag,  
and b, are parameters. The values of the fitted constants are 
compared with those of LG in Table 111. Since the latter 
authors did not specify how they obtained their fits, we refit 
their published data (ref 6, Tables I1 and IV) so that the com- 
parison would be valid. The parameters in Table I11 are 
given for fits containing all data points, and also for fits in 
which the n = 20 datum was excluded (induction effect). 
These latter fits were justified in that their standard deviations 
were roughly half those of the complete data fits. In  all cases, 
our exponents fall within the 90 confidence intervals of LG. 
Plots of (R2) and (G2) GS. n are given in Figures 6 and 7, re- 



524 STELLMAN, GANS Macromolecules 

TABLE IV 
VALUES OF THE RATIO B(n) = (G2)n/(Rz)n 

n 

20 
30 
40 
60 
80 
98 

100 
298 

This work LGa 

0.1521 0.1519 
0.1509 
0.1529 0.1527 
0.1527 0.1522 
0.1540 0.1484 
0.1535 

0.1542 
0.1575 

Av 0.15337 0.15188 

a Reference 6 

spectively. The solid lines in those figures are eq 37 and 38 
fitted to  our data. The ratios On = (G2), / (R2)n are given in 
Table IV, along with the L G  values. 

All of these comparisons serve to establish that our results 
are identical with those obtained with direct sampling. In 
addition, the consistent exponential dependence indicates 
persistence of eq 37 and 38 through n = 298, which is three 
times the longest chain lenghth considered by LG. 

Regression analysis was performed on the (R2) and (G2) 

data in order to  (i) establish on a rigorous statistical basis the 
empirical “goodness” of eq 37 and 38, and (ii) fix confidence 
limits about the two regression slopes, b, and b,, to  determine 
whether they include within their confidence intervals either 
the lattice values 6 / 5 ,  or the zero-order perturbation value 

The data of Table I, pooled a t  each data point, were sub- 
Of 4/3. 

jected to  regression on  the line 

y = b x + a  

where x = In n and y = In (R2) or In (G2). The point n = 
20 was excluded. Analysis of variance was performed ac- 
cording to  the method given in detail by Brookes, et al. 3 4  

For  b,, the exponent for the end-to-end distance, the stan- 
dard error was found to  be 

S.E.(b,) = 5.4429 X IOT3 

The fitted slope can therefore be stated as 1.2209 + (5.4429 
X 10-3)(2.132), or 

b, = 1.2209: CONFgoa [1.2093, 1.23251 

where the numbers in brackets are the lower and upper 90% 
confidence limits, respectively, obtained by multiplying the 
standard error by 2.132, the value of Student’s t for four de- 
grees of freedom a t  the two-sided 90% confidence leveLa4 
Similar analysis of variance for ( G 2 )  yielded the results 

S.E.(b,) = 5.5576 X 

b, = 1.2378: CONFgos, [1.2259, 1.24961 

The important observations and inferences are as follows. 
The standard errors in b, and b, are nearly identical, leading 
us to  infer that whatever reliability is attached to  one also ap- 
plies to  the other. These errors have a magnitude of approx- 
imately 0.5 %. The two confidence intervals ooerlap, so that 
we might conclude as is often done that a n  empirical propor- 
tionality exists between (Gz)  and ( R 2 ) .  However, a better 
test of significance of this hypothesis would be to  perform 
linear regression on  the data of Table IV. The result of such 

(34) J. Brookes, I .  G. Betteley, and S.  M. Loxston, “Mathematics 
and Statistics for Chemists,” Wiley, New York, N. Y . ,  1966, Chapter 
14. 

a test, performed on  In On DS.  In n, produces a value of the 
statistic F of 59.237. The corresponding value from tables 
of F for (1, 5) degrees of freedom at  99% significance is 21.2. 
This is an extremely important result, because it demonstrates 
that, a t  least for the range of data examined in this work, the 
difference in the empirical exponents 6, and b, is statistically 
significant; in other words, the squared radius of gyration in- 
creases more rapidly with molecular weight than does the 
squared end-to-end distance. 

Wall, 
Windwer, and Gans had reported values of b, and b, for six 
different values of their energy parameter E ,  and Loftus and 
Gans’ observations covered six values of their angle p. In 
addition, W i n d ~ e r ~ ~  reported b, = 1.32 and 6, = 1.29 for 
his mixed lattice, and Wall and Erpenbeckz0 obtained b, = 
1.195 and b, = 1.18 on  a tetrahedral lattice. Together, these 
constitute 14 independent observations on and off lattice. If 
the slight differences between 6, and 6, arose solely from the 
randomness of the Monte Carlo method, then on average we 
would expect 6, to  exceed b, in about half of the observations. 
Yet, in every observed case h, > b,. The odds against this 
are quite large. 

We emphasize this seemingly minor point for two reasons. 
First, even a tiny difference, appearing as it does in an expo- 
nent, can greatly affect predictions of polymer dimensions. 
Secondly, many authors36 base further results on the assump- 
tion of equality. Furthermore, the common practice of re- 
porting end-to-end distances as simple multiples of experi- 
mentally observed radii of gyration is clearly incorrect. 

Finally, we observe that neither the b, or b, confidence 
limits include either 6 / 5  or 4 / 3  at the 90% level. In other 
words, a straight line with the lattice slope of 1.2000 cannot 
be made to lie within the error envelope calculated for Figures 
6 and 7. This confirms the observations of LG and of Wind- 
wer 3 5  that off-lattice statistics are significantly different from 
lattice values. 

(4) Distribution Functions. The number of polymers, 
, f (R) ,  at  each chain length n whose end-to-end distance R fell 
within certain specified ranges was also noted. 

This inequality was examined in one further way. 

These empirical distributions were fit to the expression 

f ( R )  = exp[ - (aR + bR + c)] (39) 

By means of X *  tests, the degree of fit to  this two-parameter 
function was found to be statistically significant a t  the 95% 
confidence level, for n = 80 and 98, and at  the 80% level for 
n = 298 (lesser degree of fit possibly due to  limitations of 
sample size). This equation, with parameters fit to the overall 
distribution, accurately reproduced the 1st through 12th in- 
dependently observed moments of the distributions. A de- 
tailed discussion of further distribution function results and 
their implications in excluded volume theory is deferred to  a 
future paper. 

(111) Summary 

The conformational properties of single n-alkane molecules 
containing from 20 to  298 carbon atoms were calculated by a 
Monte Carlo method, using a free-rotation hard-core poten- 
tial energy model. The conformation space of an alkane was 
defined as the rn-dimensional finite (bounded) space whose 
mutually orthogonal axes correspond to the molecular di- 
hedral angles w which are capable of internal rotation. The 

(35) S.  Windwer, J .  Chem. Phj,s., 43, 115 (1965). 
(36) For example, M. Kumbar and S.  Windwer, ibid., 47, 4057 

(1968); F. T. Wall and F. T. Hioe, J.  Phjs. Chem., 74, 4416 (1970). 
The latter authors explicitly assume 6 ,  = b, on the basis of enumeration 
of walks of fewer than 20 steps. 
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Definitions of bond lengths, bond angles, and dihedral 

conformational partition function Q was defined in eq 2 in  
terms of the w's,  and the statistical-mechanical average value 
of a property, (P}, was defined in  eq 1. It was shown that 
all lattice models of polymers fall into this broader clas- 
sification in terms of w space, and that the well-known Wall 
attrition law. eq 6, expresses the fractional volume of this 
space available to  a particular molecular species. 

In the first section, the mathematical principles underlying 
the Monte Carlo method were summarized. The actual ap- 
plication of these methods to  the estimation of Q and other 
properties was described in statistical terms. It was shown 
that the Monte Carlo integration required for the partition 
function was equivalent to  a Markoffian random walk in  w 
space, with a weighting function equal t o  the Boltzmann fac- 
tor. Once the correspondence between statistical mechanics 
and pure statistics was shown, a prebiasing scheme (impor- 
tance sampling) was introduced to  make the sampling more 
efficient. 

The  geometric model and computational details were de- 
scribed in section I, including equations for obtaining statis- 
tical-meclianical average properties from the data, and effi- 
ciency-improving techniques. 

The hard-core results showed that the importance sampling 
method is equivalent to  the Wall method (direct sampling), 
but that importance sampling has .effectively zero attrition 
compared to the Wall scheme. The exponential dependence 
of ( R ? i  and (G2) on n, the chain length, was found to  be valid 
off-lattice a t  least up to n = 298. Careful regression analysis 
revealed the new conclusion that the squared radius of gyra- 
tion increases more rapidly at  the chain lengths investigated 
than does the squared end-to-end distance. Furthermore, 
the 90% confidence limits calculated for both the (Rz) and 
(Gz) exponents did not include either " 5  or 4/3, the lattice and 
zero-order perturbation values, respectively. This is a clear 
demonstration that lattice results, no matter how reliably ob- 
tained, may not be indiscriminately applied t o  real (nonlattice) 
polymers. 
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Appendix. Self-Correcting Scheme for Generating New 
Coordinates by Successive Orthogonal Transformations 

There are three coordinates to be generated for each atom 
undergoing relaxation, and there are three metrics which 
must be preserved during its rotation: bond length, bond 
angle, and dihedral angle. Let these quantities be defined as 
in Figure 8. We assume the coordinates of atoms 1 , 2 ,  and 3 
t o  be without error (or may define their true values t o  be equal 

t o  their machine representations). Then the coordinates of 
the fourth atom (about to  be added) are functions of the nine 
previous Cartesian coordinates. But in  view of the additional 
metric constraints, we may write 

x4 = fi(X3, y 3 ,  23, e3, 4 = gd[4', e3, w 3 )  

Y4 = f2(x3 ,  y 3 ,  2 3 ,  e3 ,  w 3 )  = g w ,  e3, w 3 )  

z4 = h ( X 3 ,  Y3, z3, 03, w3) = g3(14*, 03, w3) 

These metrics, 03,  0 3 ,  and 14' are related to  the new coor- 
dinates x4, y4 ,  and z4 through the differentials 

The quantities appearing as  differentials on the left-hand 
side of eq A-1 are to  be taken in the sense of finite differences. 
For  example, dl4' - A42, the true squared bond length minus 
the value computed from the error-prone coordinates of 
atom 4 as generated in the computer by eq 17-19. In a sim- 
ilar fashion, the differentials dx4, dy,, and dz4 are approxi- 
mated by Ax4, Aya, and Az4, the respective differences between 
the true (but as yet unknown) x4, y4, and z4 coordinates, and 
those computed by the machine. 

The values of I d * ,  cos Os, and cos w3 are first computed from 
the current coordinates 1, 2, and 3, and the computed coor- 
dinates of atom 4, taken temporarily t o  be correct. The des- 
ignated partial derivatives are then evaluated, and the resulting 
equations are finally solved simultaneously for the unknowns, 
Ax4, Ay4, and Az4. These are  the increments to  be added 
algebraically to  the coordinates of atom 4 produced by the 
rotational transformation in order to  obtain their correct 
values. 

The metric quantities are most easily evaluated by use of 
vector notation. Let the bond vectors be represented by 
v,, Vb, and vc 

(A-2) 

For  tetrahedral bond angles, the third of eq A-2 reduces t o  
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After evaluating the partial derivatives and substituting 
the assumed correct values of coordinates of atom 4, we ob- 
tain 

A14' = Z(X4 - xa)Axc + 2(Y4 - ~3)Ay4 + 2(Z4 - Z3)h4 

where A( ) denotes the difference between the known metric 
and its value computed from coordinates so far generated. 
This constitutes a system of three linear equations in  three 
unknowns, oiz., Axd, Ay4, and Az4, which may be solved by 
any convenient method. 3 2  

The final step, after solution of eq A-3, is thus to  form the 
corrected coordinates 

xicorr = ~ 4 , ~ ~ ~  + Ax4 

Y4corr = Y4comp + AY4 

Zborr = ~4cornp  + Az4 
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ABSTRACT : Pulsed Fourier transform (FT) 13C nmr has been used to analyze low molecular weight trimethylsilyl-termi- 
nated polymers from the oxidative coupling of m-diethynylbenzene and also a number of model arylacetylenes. The FT spectra 
have sufficiently high resolution and signal-to-noise ratios to measure resonances for nuclei in the end groups and to rule out . -  

the occurrence of extensive side reactions during polymerization. 
support these findings. 

atural-abundance 3C nuclear magnetic resonance has N been shown to be a very powerful tool in the investiga- 
tion of polymer microstructure. 2 The newly developing meth- 
ods of pulsed Fourier transform (FT) nmr d o  much to  
overcome the well-known sensitivity limitations of natural- 
abundance carbon nmr studies.Zb 13C FT nmr is particularly 
suited for the analysis of the polymer I1 from the oxidative 
coupling of m-diethynylbenzene (I) (Reaction 1). Since 3C 

n 
chemical shifts occur over a wide range (200 ppm), it should be 
possible to  resolve nonequivalent carbons both in the aryl and 
acetylenic portions. With IH nmr, very little information is 
gained because of the relatively small number of protons and 
their similar chemical shifts. Utilization of Fourier laC nmr 
may allow detection of the end groups and uncover the pres- 
ence of any abnormal groupings. To achieve similar 
spectra by the usual frequency sweep nmr methods (contin- 
uous wave, CW) would require experimental measurement 
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llO(1971). 

Other analyses, including 1H nmr and infrared spectroscopS 

times that exceed the sample's stability a t  the temperatures re- 
quired for polymer dissolution. Another advantage is the 
high-resolution that can be attained, since 3C spectra from FT 
experiments are not subject to  the line broadening resulting 
from rapid sweeps in CW nmr. 

The copper-amine-catalyzed oxidative coupling of m- 
diethynylbenzene (reaction 1) was reported by Hay. Charac- 
terization by infrared spectroscopy, X-ray diffraction, and 
thermal analyses indicated that structure I1 was consistent 
with the properties of the polymer;4 however, limited solu- 
bility prevented detailed characterization of the polymer. 
Recently, methods of polymerization have been found which 
permit polymerization under homogeneous c0nditions.j 
With these procedures, phenylethynyl-terminated polymers 
have been prepared with sufficient solubility to  be character- 
ized further.5 The polymers, however, were either copolymers 
of m- and p-diethynylbenzene or  terpolymers containing an 
additional diacetylene. The presence of repeating units other 
than the meta units tended to  complicate the nrnr spectra. 
Thus, a soluble all-meta polymer was desirable for a detailed 
examination by nmr. 

m-diethynylene- 
phenylene backbone units which are terminated with tri- 
methylsilyl groups. The polymers are particularly suited for 
nmr analysis both by 'H nmr (nine protons per trimethylsilyl 
group for end group analysis) and lac nmr, since the quantity 
of the monofunctional trimethylsilyl component can be varied 
to  control the molecular weight. This permits the prepara- 
tion of low molecular weight, more soluble polymers with high 
end group concentrations. 

This paper describes polymers with >99 
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