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ABSTRACT

Thermal adaptation of conformational
dynamics in ribonuclease H

Kate Stafford

Structural changes are critical to the ability of proteins, particularly enzymes, to carry out

their biological function. However, flexibility also leaves proteins vulnerable to denatura-

tion and degradation; thus a balance must be struck between the dynamics required for

function and the rigidity required for maintaining a globular protein’s characteristic folded

structure. These relationships have been studied in detail through comparison of homol-

ogous proteins from organisms adapted to varying properties of the bulk environment.

In particular, organisms adapted to temperature extremes offer fruitful platforms for the

investigation of adaptive changes in protein stability as a function of environmental pres-

sures. Thermostable proteins are widely reported to be more rigid than their homologs from

mesophilic organisms, and those from psychrophiles more flexible; this suggests the pos-

sibility of evolutionary conservation of the balance between dynamics and stability. Thus

specifically functional aspects of protein dynamics may be isolable through the compara-

tive analysis of members of protein families from organisms adapted to different thermal

environments.

The best experimental tool for characterizing internal conformational dynamics of pro-

teins on a range of timescales and at site-specific resolution is nuclear magnetic resonance

(NMR) spectroscopy, which has found widespread use in the study of protein flexibility

and dynamics. However, it is often difficult to provide a detailed structural interpretation



of NMR observations. This gap can be bridged using molecular dynamics (MD) simula-

tions, which can directly simulate motional processes that have been observed experimen-

tally. The potential for deep synergy between these two complementary tools has been

recognized since MD methods were first applied to biological macromolecules, and recent

technological developments have reinforced the mutually beneficial relationship between

the two techniques.

Ribonuclease HI (RNase H), an 18 kD globular protein that hydrolyzes the RNA strand

of RNA:DNA hybrid substrates, has been extensively studied by NMR to characterize the

differences in dynamics between homologs from the mesophilic organism E. coli and the

thermophilic organism T. thermophilus. However, these dynamic differences are subtle

and difficult to interpret structurally. The series of studies described in the present work

was conceived in the pursuit of an improved understanding of the complex relationships

between protein dynamics, activity, and thermostability in the RNase H protein family.

The organizing principle of the work presented herein has been the close coupling between

molecular dynamics simulations and NMR observations, permitting both validation of the

MD trajectories by rigorous comparison to experiment and improved interpretation of the

dynamics observed by NMR. Previous NMR observations of E. coli and T. thermophilus

are integrated into an interpretive framework derived from simulations of the larger RNase

H family.

First, comparative analysis of molecular dynamics simulations of a total of five homol-

ogous RNase H families from organisms of varying preferred growth temperature reveals

systematic differences in the conformational dynamics of the handle region, a loop pre-

viously identified as contributing to substrate binding. Second, analysis of the effects of

activating mutations on the dynamics of ttRNH identifies rotamer dynamics whose con-

tributions to increased catalytic activity can be rationalized in the context of observed

differences in sidechain orientation in the wild-type ecRNH and ttRNH simulations. Third,



a combined MD-NMR study finds that the active site residues of ecRNH, and likely of the

entire RNase H family, are rigid on the ps-ns timescale while undergoing substantial confor-

mational exchange upon Mg2+ binding; this suggests that the active site is electrostatically

preorganized for binding the first metal ion, which in turn induces dynamic reorganization

at longer timescales. Finally, long-timescale simulations of the RNase H family, despite

unexpected local unfolding for some family members, identify handle-loop and rotamer

preferences for the C. tepidum RNase H (ctRNH) homolog that unexpectedly differ from

those observed for ecRNH and ttRNH, and which can be experimentally tested by NMR

spectroscopy of this recently characterized and less well-studied example of an RNase H

homolog from a thermophilic organism.
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CHAPTER 1. BACKGROUND 1

Chapter 1

Background

1.1 Relationships between the biophysical and bio-

chemical properties of enzymes

1.1.1 Protein dynamics and stability

Structural changes are critical to the ability of proteins to execute biological function. This

is particularly true of proteins that function as enzymes, due to the need to precisely posi-

tion catalytic amino acid residues relative to one or more substrate or cofactor molecules,

which must be bound stably enough to effect chemical catalysis but not so tightly that

product molecules cannot be released back into the environment. However, the confor-

mational plasticity needed for rapid catalytic turnover is necessarily in tension with the

need for globular proteins to maintain a stable, compact folded structure. In the case of

thermostability in particular, increased rigidity has long been recognized as a mechanism

for tolerating the increased thermal fluctuations experienced by a protein at high temper-

ature [1]. Therefore flexibility within a globular protein may trade off against resistance to

thermal denaturation.
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Mechanisms of protein stabilization have been extensively studied through the compar-

ison of homologous proteins from organisms adapted to varying properties of the bulk envi-

ronment. For this purpose, proteins found in organisms identified as “extremophiles”—that

is, capable of surviving and thriving at extremes of temperature, pressure, environmental

radiation, acidity, salt concentration, atmospheric chemical composition, and a variety of

other environmental features—provide a fruitful platform for the investigation of adap-

tive changes in protein stability as a function of environmental pressures. Unsurprisingly,

within a protein family, thermostability tends to correlate with the optimal growth tem-

perature of the source organism [2]. The study of proteins from thermophilic organisms

(and to a lesser extent their psychrophilic, or cold-adapted, cousins) has led to the identifi-

cation of a number of general strategies for protein thermostabilization. Features thought

to contribute to protein thermostabilization include more salt bridges [3], shorter loops [4;

5], better hydrophobic packing [3; 6], and global optimization in charge positioning [7] in

proteins from thermophilic organisms compared to their homologs from mesophilic organ-

isms. Comparisons of large sets of proteins from thermophilic and mesophilic bacteria of

the same genus find that the thermophilic proteins are enriched in charged residues and

depleted in uncharged polar residues [8]. Increased content of intracellular disulfide bridges

has also been reported for some thermophilic prokaryotes [9]. Although relatively little

work has been done on the thermal adaptations of eukaryotes, broadly similar patterns

have been reported in the genome of a highly thermophilic eukaryote, the polychaete worm

A. pompejana [10].

The advent of large-scale genomic sequencing projects has greatly facilitated the study

of thermal adaptation, particularly among prokaryotes. A distinction has emerged be-

tween two broad categories of thermostabilization of proteins: a “structure-based” method

in which thermostable proteins are significantly more compact than their mesophilic coun-

terparts, whereby stabilization is contributed by an increase in total number of inter-residue
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interactions rather than by specific changes in the nature of these interactions, and which

tends to occur in organisms that originated in hot environments; and a “sequence-based”

method in which stabilization is achieved by introducing specific, strong interactions be-

tween individual, identifiable residues, which tends to occur in organisms that likely have

mesophilic ancestors and later recolonized hot environments [11]. Recently, differences in

the mechanisms of thermostabilization of archaeal and bacterial proteins have been de-

scribed, with the former favoring improved hydrophobic packing and the latter favoring

increased numbers of ion pairs, reflecting the structure- and sequence- based adaptive

pathways, respectively [12]. A large-scale study of over 500 prokaryotic genomes observed

increases in charged residues among the whole proteomes of both thermophilic archaea and

bacteria [13].

The molecular mechanisms underlying the cold-tolerance of proteins from psychrophilic

organisms have been much less well studied than their heat-tolerant counterparts. However,

the patterns that have been observed are typically the reverse of those contributing to

thermostabilization. Proteins from psychrophilic organisms are both relatively flexible and

relatively thermolabile compared to their mesophilic homologs [14]. Whereas thermophilic

proteins are enriched in charged residues, psychrophilic proteins are depleted [15]. As

judged by both structural bioinformatics and whole-genome analyses of recently sequenced

psychrophiles, proteins from these organisms also tend to feature longer loops, weaker

hydrophobic packing, more solvent-exposed hydrophobic groups, and fewer salt bridges

relative to mesophilic homologs [16].

A number of avenues of experimental evidence support the interpretation that increased

rigidification of a protein correspondingly increases its thermostability. Increasing ther-

mostability is associated with decreasing susceptibility to proteolysis, which is known to

initiate at flexible sites [17; 18], and with decreasing hydrogen-deuterium exchange, which is

a phenomenon that indicates exposure of core residues to solvent due to transient unfolding
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[19; 20; 21]. Furthermore, successful approaches to rational design of thermostabilizing mu-

tations typically emphasize the introduction of rigidifying features such as disulfide bonds,

salt bridges, proline residues in loop regions, or optimized helix-capping interactions [22].

The seemingly naive approach of selective substitution of residues exhibiting high crystal-

lographic B-factors (which indicate high positional uncertainty in the structural model)

yields increased protein thermostability [23].

At the level of individual proteins, the separate thermodynamic contributions to pro-

tein stability can be measured and fit to protein stability curves described by the Gibbs-

Helmholtz equation, which defines the temperature dependence of the free energy of un-

folding [24]:

∆G(T ) = ∆Hm(1− T/Tm)−∆Cp[Tm − T (1− ln(T/Tm))] (1.1)

where Tm is the melting temperature (that is, the temperature at which ∆G = 0 and the

protein is half folded and half denatured), ∆Hm is the change in enthalpy upon denatura-

tion, and ∆Cp is the change in heat capacity upon denaturation. (Note that the derivation

of this description makes the assumption that ∆Cp is constant over the temperature range

in question.) Proteins have ∆Cp > 0 [25]—that is, they experience an increase in heat ca-

pacity in the unfolded state—and experimental protein stability curves resemble Figure 1.1,

where the zero-crossings of the parabola indicate the cold- and heat-denaturation temper-

atures Tc and Tm, and the maximum of the curve indicates the temperature of maximal

stability T ∗.

This equation implies that there are three primary mechanisms by which a protein can

become more thermostable (that is, increase its Tm): (1) the curve can be shifted up, via an

increase in ∆Hm); (2) the curve can be broadened, via a decrease in ∆Cp (which implies an

increase in residual structure of the unfolded state); and (3) the curve can be shifted to the
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Figure 1.1: An example protein stability curve.
An example of a protein stability curve calculated according to Equation 1.1. The curve
defines the temperature range over which ∆G > 0, that is, where more than 50% of the
protein molecules in a solution are considered to occupy the native state. The temperatures
of cold denaturation Ts, heat denaturation (melting temperature) Tm, and maximal stability
T ∗ are indicated.

right on the x-axis, via a decrease in ∆Sm (the change in entropy upon denaturation) [26;

27]. Examples of all three primary mechanisms of thermostabilization, as well as mixed

modes featuring more than one of these mechanisms, have been identified in the compar-

isons of mesophilic and thermophilic proteins. Intriguingly, the most commonly observed

mechanism of thermostabilization is a combination of up-shifting and broadening—that is,

increases in ∆Hm and decreases in ∆Cp—that results in a conserved value of T ∗ within a

family [27]. Furthermore, the tendency of T ∗ values to cluster around room temperature—

that is, “mesophilic” temperature—has been observed in formal exploration of the param-

eter space of the Gibbs-Helmholtz equation[28]. Relatedly, the value of ∆G for a particular

protein family tends to be comparable at the optimal growth temperature of each protein’s

source organism [29; 30]. This observation can be interpreted as evolutionary conserva-

tion of the balance between dynamics and stability, which leads to the hypothesis that
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specifically functional aspects of protein dynamics can be isolated through the compara-

tive analysis of members of protein families from organisms adapted to different thermal

environments.

1.1.2 Protein dynamics and catalytic activity

The role of protein dynamics in relating thermostability to catalytic activity has been a

subject of significant interest, not only as a matter of basic research but also as a source of

potential applications in the biotechnology industry. Enzymes are highly efficient catalysts

and have long held promise as environmentally benign and cost-effective tools for chemical

manufacturing, food processing, and bioremediation. The rational design of proteins that

are highly active in extreme environments and nevertheless highly stable offers a variety of

potential industrial applications [31; 32; 33].

The detailed relationship between protein dynamics and catalytic activity has nev-

ertheless remained difficult to characterize experimentally. Nuclear magnetic resonance

(NMR) spectroscopy has emerged as the major experimental tool for studying protein

dynamics at atomistic resolution and has been exceptionally productive in identifying

protein features such as regions of high flexibility over a variety of timescales [34; 35;

36]. Regions known to be in contact with substrates and to undergo conformational

changes during the catalytic cycles of enzymes often are identifiable as particularly flex-

ible by NMR spectroscopy [35; 37] and by computational methods [38; 39; 40]; how-

ever, mechanistic descriptions of the structural changes underlying flexibility are diffi-

cult to establish. Molecular dynamics (MD) simulations can complement observations

made by NMR via direct simulation of functionally relevant dynamic processes [41; 42; 43;

44].

The relationship between conformational dynamics and catalysis has been the subject of



CHAPTER 1. BACKGROUND 7

extensive recent debate [45; 46; 47]. Although the majority of the controversy has focused

on the question of whether dynamics have an effect on the chemical step in the catalytic

cycle—and at best, the effect seems to be limited to fast-timescale, local motions, possibly

restricted to those cases in which enzymes’ catalytic mechanisms rely on hydrogen tunneling

[48; 49]—questions remain regarding the role of dynamics in binding and orienting substrate

and cofactors to generate the precise electrostatic preorganization thought to be required

for catalysis [50; 51]. Thus larger-scale motions of enzymes, particularly in those regions

known to interact with substrate, influence binding affinity, product release rates, and other

processes relevant to determining the overall function of the enzyme.

Homologous sets of proteins derived from organisms adapted to different thermal envi-

ronments have proven especially useful in understanding the functional aspects of protein

dynamics [52; 53; 54; 55; 56]. A number of cases have been identified in which a ther-

mophilic enzyme is both more rigid and less active than its mesophilic homolog at ambient

temperature [53; 21; 57]. One well-characterized example comes from the adenylate kinase

enzyme family, in which the opening of a substrate-binding lid occurs at a rate commen-

surate with the overall cataytic rate, and is significantly slower at ambient temperature in

a hyperthermophilic homolog relative to its mesophilic counterparts, thereby straightfor-

wardly explaining the reduced activity of the thermostable protein [53]. Furthermore, in

vivo laboratory evolution of thermotolerance is directly attributed to an adenylate kinase

point mutant that confers both increased rigidity and a significant increase in enzymatic

activity at high temperature, at the direct expense of activity at lower temperature [58].

Such observations have led to the the hypothesis that motions critical to function can be

specifically identified by comparing the dynamics of homologs from organisms with different

preferred growth temperatures. A hypothesis widely used as an interpretive framework in

the study of thermal adaptation defines the notion of “corresponding states” [59], according

to which homologous proteins should have similar degrees of structural flexibility (and
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occupy similar overall conformational ensembles) in the optimal temperature ranges of their

source organisms. In order to achieve this matched flexibility, proteins from thermophilic

organisms might be expected to exhibit reduced flexibility at temperatures below those

preferred by their source organism [21]. Alternatively, they might exhibit similar flexibilities

over a wider temperature range than their mesophilic homologs; although the structural

mechanisms by which this could occur are less clear, such cases have been described [60].

In some well-studied protein families, however, the corresponding-states hypothesis does

not map well onto observations that have been made of the relative flexibilities of homol-

ogous proteins. Perhaps the clearest example of such deviation comes from the α-amylase

family, in which increased flexibility is noted in the homolog with higher melting tem-

perature [61; 62; 63]. Thermophilic rubredoxins provide another example, in which ther-

mostability is attributed to differences in unfolding rates [64] and in the dependence of

flexibility on temperature [60]. Studies on dihydrofolate reductase are numerous and often

contradictory, but both experimental [65] and theoretical [66] work has suggested that the

thermophilic homolog is in fact more flexible.

The ribonuclease HI (RNase H) homologs from the mesophilic bacterium Escherichia

coli (ecRNH) and the thermophilic bacterium Thermus thermophilus (ttRNH) comprise an

extremely well-studied homologous pair [67; 68; 69; 70; 71] which have been reported not

to fit the corresponding-states model as determined by experiment [72; 73] and simulation

[74]. Since these studies were conducted, several additional members of the family from

organisms of varying growth temperature have been structurally characterized, affording

an opportunity to explore the thermal adaptation of conformational dynamics in this fam-

ily in much greater detail. Interestingly, a relationship has been described between the

conformational dynamics of individual proteins and the molecular diversity of their evolu-

tionary homologs [75], further motivating the comparative study of additional members of

the RNase H family.
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1.2 Ribonucleases HI

1.2.1 Properties of the RNase H superfamily

RNase H proteins are well-conserved endonucleases that are found in all domains of life

and sequence-agnostically cleave the RNA strand of an RNA-DNA duplex substrate in

a divalent cation-dependent manner, producing a free 3’ OH group [67]. RNase HI (the

protein corresponding to the product of the rnhA gene) is the founding member of the su-

perfamily and is the subject of the present work. The RNases HII and HIII families (rnhB

and rnhC respectively) are closely structurally related to each other, although much more

distantly related to RNase HI in overall fold [76]; the structural superposition between

Homo sapiens RNase H1 and H2 proteins is illustrated in Figure 1.2 (note that eukaryotic

nomenclature for these proteins dictates Latin rather than Roman numerals [77]). All three

protein families nevertheless share a common canonical active-site organization consisting

of a DED(D) motif, three to four carboxylate-containing residues collectively participating

in cation binding and likely in acid-base chemistry during enzymatic catalysis [67]. This

fundamental pattern is widely shared with other nucleases and polynucleotidyl transferases

involved in a variety of other biological processes, including RuvC Holliday junction re-

solvase, the PIWI domain of Argonaute proteins involved in RNA interference and related

processes, as well as other retroviral activities such as integrase and transposase [67].

Although a wide variety of conserved biochemical processes demand RNase H enzymatic

activity, the functional specialization of these three families is not well understood and

appears to vary among organisms. In prokaryotes, RNase HI is not essential; however,

it has been implicated in the suppression of chromosomal DNA replication from locations

other than the canonical oriC initiation site [78]; plays a secondary role to DNA polymerase

I in removal of lagging-strand RNA primers during Okazaki fragment processing in DNA

replication [79]; and participates in the removal of transcriptional byproducts known as
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Figure 1.2: Structures of Homo sapiens RNases H1 and H2.
RNases H1 (right, PDB ID 2QK9) and H2 (left, PDB ID 3PUF) have different overall folds
but nevertheless share similar core architecture and active-site organization. Structurally
superposed regions are shown in red for each protein. Active-site residues are shown as
sticks.

R-loops [80]. Interestingly, although the formation of R-loops was once considered to be a

rare transcriptional error, they have recently been identified as common sources of genomic

instability [81], the prevention of which specifically requires RNase H1 in both yeast [82]

and humans [83].

The H. sapiens genome contains homologs of rnhAB (denoted RNASEH1 and RNASEH2

in human genome nomenclature), although in human and many other eukaryotes the RNase

H2 protein has become an obligate heterotrimer [77]. Although mutations in any of the

three human RNase H2 subunits are associated with a genetic disease known as Aicardi-

Goutières syndrome, which affects neurological function and is fatal in early childhood,

no known disease-related mutations have been identified in RNase H1 [77]. Known single-

nucleotide polymorphisms that give rise to nonsynonymous mutations are summarized in

Figure 1.3; they are distributed widely on the surface of the protein but do not appear in
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the core [84] (Ensembl v.72). RNase H1 function is likely essential in higher eukaryotes.

Although yeast deletion strains have been successfully produced [85] with only mild defi-

ciencies in stress response [86], loss of RNase H function is lethal in both flies and mice.

In Drosophila knockout mutants cell proliferation per se is not deficient, but the muta-

tion is nevertheless lethal at the pupation stage, suggesting that RNase H is required for

metamorphosis [87]. Mouse models lacking the RNASEH1 gene die in early embryogen-

esis due to defects in mitochondrial genome processing [88], a function that seems likely

to parallel the role played in human development, since the human gene product includes

a mitochondrial targeting sequence [77] and is required for Okazaki fragment processing

during mitochondrial DNA replication [89].

Figure 1.3: Known non-synonymous substitutions in RNase H1 in the human
genome.
Sites at which a non-synonymous substitution has been reported are highlighted in green
on the structure of the human RNase H1.

In prokaryotes, RNase HI often appears as a single domain [67]. In eukaryotes it is

most typically the C-terminal domain of a two-domain protein containing an N-terminal

hybrid binding domain (HBD) attached by a long flexible linker [77]. This domain binds
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nucleic acids but has no enzymatic function; it likely serves as a processivity factor[90;

91].

Additionally, RNase HI domains appear as a component of the retroviral reverse tran-

scriptase complex, in which they are required for viral proliferation [92]. This observation

has focused interest on the RNase HI family as a possible drug target for antiretroviral

medications as well as a model system for the study of protein dynamics.

In the remainder of the present work, the term “RNase H” will be used for simplicity

to refer to the RNase HI family unless otherwise specified.

1.2.2 Molecular diversity among structurally characterized RNases

H

Among the RNase H family members, by far the best characterized is the homolog from

Escherichia coli (ecRNH). The structure of this 155-residue protein, solved independently

by two research groups [93; 94; 95], represented at the time a novel fold now known as the

RNase H fold. The structure consists of a β-sheet of mixed parallel and antiparallel strands,

flanked by helices packed on both surfaces of the central sheet. A prominent feature of the

ecRNH structure is the region referred to as the handle region, also known as the basic

protrusion due to its high density of positive charge; this region is absent in many distant

homologs of RNase H, but is shared among the four structurally characterized bacterial

proteins. Key features of the structure are illustrated in Figure 1.4.

The ecRNH structure has been extensively studied in comparison to its thermophilic

homolog from Thermus thermophilus (ttRNH); despite 55% sequence identity with ecRNH

and less than 1Å Cα RMSD in secondary structural elements, ttRNH has reduced enzymatic

activity [68] and greater thermal stability [69; 70] compared to ecRNH. Reciprocal muta-

tions have identified five distinct sites that collectively contribute about half of this stability
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Figure 1.4: Key features of the ecRNH structure.
The ecRNH structure (PDB ID 2RN2) is shown with its β sheets labeled in orange and
α helices labeled in red. Active-site residues are shown as sticks. The handle loop is
highlighted in green.

difference [96; 71]. More recently, similar analyses have identified mutations that confer

increased thermostability to the homolog from the psychrotrophic bacterium Shewanella

oneidensis (soRNH) [97]; like many proteins from cold-tolerant organisms [14], soRNH

is natively thermolabile compared to its mesophilic homolog. The largest single-residue

contribution to the thermostability of ttRNH is the identity of the residue at position 95

[98], which is conserved in a left-handed region of Ramachandran space and is a glycine

in ttRNH, compared to lysine in ecRNH and arginine in soRNH. Sites known to make

significant contributions to thermostabilization in these three proteins are illustrated in

Figure 1.5.

Comparison of the thermodynamic parameters of these proteins, along with an addi-

tional homolog from the moderately thermophilic bacterium Chlorobium tepidum, reveals

that the more thermostable proteins share a common mechanism of stabilization in the



CHAPTER 1. BACKGROUND 14

Figure 1.5: Known sites of thermostabilization in the RNase H family.
(A) Sites identified as increasing the stability of ecRNH [96; 71]. (B) Sites identified
as contributing to residual structure in the unfolded states of ttRNH and ctRNH [70;
99]. (C) Sites identified as increasing the stability of soRNH [97]. (D) Results of a large-
scale mutagenesis study designed to identify stabilizing mutants of soRNH. Sites shown in
red indicate that at least one mutation was observed that increased the stability of the
protein, while sites shown in yellow indicate that no mutation was found to confer stability
at that site [100]. The position of residue 95, established as a locus of thermostability in
ttRNH [98], is highlighted; two of the three stabilization screens identified its substitution
as a source of thermostability.
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form of decreased values of ∆Cp, likely owing to the existence of residual structure in the

unfolded state [101; 99]. Figure 1.6 shows the stability curves for the four RNase H ho-

mologs whose thermodynamic properties have been characterized; the corresponding values

are summarized in Table 1.1.
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Figure 1.6: Protein stability curves for the four RNase H homologs whose prop-
erties have been studied.
Stability curves are shown for soRNH (dark blue), ecRNH (light blue), ctRNH (magenta),
and ttRNH (red). Data is reproduced from [30] for ecRNH and ttRNH, [102] for soRNH,
and [101] for ctRNH. As summarized in Table 1.1, ctRNH exhibits a decreased ∆Cp (that is,
a broadened curve) relative to ecRNH without change in other parameters, particularly Tm,
while ttRNH exhibits both broadening and up-shifting. Relative to soRNH, ecRNH is right-
and up-shifted, a pattern consistent with observations of other psychrophile-mesophile pairs
[63]. Thus all three modes of stabilization are represented within this protein family. Note
that values for ecRNH, ctRNH, and ttRNH are reported for the cysteine-free variants,
which tend to be approximately 3◦C destabilized in Tm relative to wild type.

1.2.3 Folding and site-specific stability in RNases H

The RNase H family has long been used as a model system for the study of protein fold-

ing processes in globular proteins. Extensive study of the folding process of ecRNH has
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Table 1.1: Thermodynamic properties of RNase H homologs.
Protein ∆Hm (kcal/mol) ∆Cp (kcal/mol · K) Tm (K)
soRNH 99.9±3.6 2.8±0.3 326.2±0.5
ecRNH 120±4 2.7±0.2 339±1
ctRNHa 103 1.7 338.5
ttRNH 131±5 1.8±0.1 359±1

Thermodynamic properties of the four RNase H homologs that have been studied,
corresponding to the values used to construct the protein stability curves in Figure 1.6. a,
errors were not reported for ctRNH, and ∆Hm was back-calculated from the reported
∆Gunf value. Data is reproduced from [30] for ecRNH and ttRNH, [102] for soRNH, and
[101] for ctRNH. Note that values for ecRNH, ctRNH, and ttRNH are reported for the
cysteine-free variants, which tend to be approximately 3◦C destabilized in Tm relative to
wild type.

revealed that it forms its native structure via a three-state folding mechanism, with a sin-

gle marginally stable kinetic intermediate [103; 104]. This intermediate structure closely

resembles the partially denatured states accessible under conditions such as acid denatura-

tion [105; 106] and mechanical unfolding [104], as well as a molten globule-like state that

exists in equilibrium with the protein’s native state [107; 108; 106]. Characterization of

the interactions present in this state by φ-value analysis reveal that the folding core of the

protein significantly overlaps with the hydrophobic core present in the folded state [103]

and localizes to the dimeric coiled-coil structure formed by helices A and D, as well as

β-strand 4 [106]. Specific mutations in which this folding core is disrupted due to the intro-

duction of a charged residue result in destabilization of the folding intermediate to produce

a two-state folding mechanism and reduced native-state stability [109] Monitoring both the

native-state equilibrium with partially denatured forms [110] and the folding process of the

wild-type protein identifies hierarchical folding and unfolding processes in regions of the

protein that can be interpreted as distinct folding units, or “foldons” [111] (Figure 1.7).

The ecRNH and ttRNH native-state stabilities and folding processes have been directly

compared in order to elucidate the origins of ttRNH’s higher thermostability. Examin-
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Figure 1.7: Hierarchical folding regions in ecRNH
The five distinct “foldons” identified in ecRNH are shown with the order of folding indicated
(data and coloring from [111]).

ing the denaturation equilibria of the two proteins suggests that the increased stability

of ttRNH is delocalized across the entire protein, whereby nearly all of the secondary

structural elements whose stabilities can be measured are more stable in ttRNH [110].

Single-site thermostabilizing mutations in ecRNH do not recapitulate the ttRNH pattern,

underscoring the interpretation that the balance of thermostability and flexibility in ttRNH

is evolutionarily adaptive [112]. The process of folding, including the presence of a kinetic

folding intermediate, is well-conserved in ttRNH [70]. The contributions of two proteins’

folding cores to thermostability can be compared by construction of chimeric proteins in

which the folding core residues are reciprocally swapped between the two homologs; this

study reveals that thermostability is largely conferred by the presence of the ttRNH fold-

ing core [113]. Additionally, mutations disruptive to the ecRNH folding intermediate also

destabilize ttRNH, specifically by perturbing its unusually low ∆Cp value, interpreted as

disrupting residual structure present in the ttRNH unfolded state [114] (Figure 1.5B).. In-
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terestingly, similar mutations in the folding core of ctRNH suggest that although it too

has a low ∆Cp value, its residual unfolded structure is distinct from that of ttRNH and is

sensitive to mutations at distinct sites [99].

The folding processes of RNases H have also been studied in the presence of Mg2+ ions,

which are known to increase the thermostability of ecRNH due to reduction of electrostatic

repulsion in the active site [115]. In ecRNH, the folding process is not significantly altered

by the presence of Mg2+, implying that metal binding occurs only after folding is complete

[116]. However, contributions of Mg2+ ions to the folding process have been observed in

a retroviral RNase H domain [117], suggesting distinct structural origins of native-state

stability within bacterial and retroviral RNases H.

1.2.4 Substrate interactions and chemical mechanism

To date, the only RNase H homolog whose structure has been solved in both the presence

and absence of substrate is the homolog from Bacillus halodurans [118], which lacks the

handle region and therefore is a poor model for understanding the behavior of the ecRNH

protein. The structure of the H. sapiens (hsRNH) homolog has been solved in the presence

of substrate and has extremely similar three-dimensional structure [119], making it the best

available model for the bacterial proteins. Comparison of the ecRNH and hsRNH structures

(Figure 1.8) reveals three loops that change conformation upon interaction with substrate:

the glycine-rich loop located between β1 and β2, the handle loop located between αC and

αD, and the active-site loop located between β5 and αE.

Examination of the hsRNH-substrate complex reveals that the scissile phosphate group

of the RNA strand is located between two coordinated metal ions in the active site, and

that specific interactions with the DNA backbone are formed in two distinct positions in

the substrate-binding interface—a “phosphate-binding pocket” located near the center of
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the interface, and a DNA-binding channel formed by the handle loop—that would sterically

exclude RNA [119].

Figure 1.8: Mechanisms of RNase H interactions with substrate.
(A) The ecRNH protein (light blue) superposed on the hsRNH protein (purple). Flexi-
ble loops that change conformation upon substrate binding are shown in green. (B) The
hsRNH-substrate complex. DNA is shown in yellow; RNA is shown in orange. (C) Three
groups of residues identified as contributing to substrate interactions and specificity by
inspection of the hsRNH complex [119]. Residues in green contribute binding to the back-
bone of the RNA strand, residues in cyan form the phosphate-binding pocket specific to
deoxyribose backbones, and residues in blue form the DNA-binding channel formed by the
handle loop and helix C. The base contributing the scissile phosphate is shown as sticks.

The exact chemical mechanism through which RNase H performs its function of cleaving

the RNA strand has historically been controversial. Catalysis is dependent on the presence

of divalent cations, physiologically Mg2+, though other ions, particularly Mn2+, have also
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been reported to support enzymatic activity. Cocrystallization of ecRNH with Mg2+ found

only a single ion bound in the active site [120]; however, crystallization in the presence of

Mn2+ yields two bound ions [121]. Chemical mechanisms requiring one [122; 123; 124] and

two metal ions [125; 118; 126] (the latter by analogy to the Steitz mechanism for catalytic

RNA [127]) have been proposed. Quantum mechanics/molecular mechanics (QM/MM)

computational approaches tend to support the two-metal mechanism [128; 129].

Enzymatic activity has been studied in detail for three RNase H homologs: soRNH,

ecRNH, and ttRNH. Available kinetic data is summarized in Table 1.2. The pattern ob-

served for ecRNH and ttRNH parallels those observed for other mesophile-thermophile

pairs: ttRNH is significantly less active at ambient temperature compared to ecRNH, but

is extremely active closer to the optimal growth temperature of its source organism. Simi-

larly, soRNH is less active than ecRNH at ambient temperature, as has been reported for

other cold-adapted proteins [130].

Table 1.2: Available kinetic measurements for RNase H homologs
Protein Temp (◦C) Substrate Km (µM) kcat (min−1) Vmax (units/mg) Reference
soRNH 30 M13 0.30 – 8.6 [102]

ecRNH 30 M13 0.11 – 9.5 [102]

ecRNH 30 9-mer 0.53 90 – [68]

ttRNH 30 9-mer 3.9 19 – [68]

ecRNH 37 M13 0.11 – 36 [68]

ttRNH 37 M13 0.5 – 7.5 [68]

ttRNH 70 M13 1.1 – 104 [68]

Kinetics data measured under various conditions for soRNH, ecRNH, and ttRNH.

1.2.5 Dynamics in the RNase H family

As one of the earliest examples of a mesophile-thermophile pair whose members were both

structurally characterized, the conformational dynamics of ecRNH and ttRNH have also
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been the subject of extensive study by NMR [131; 132; 133; 134; 135; 72; 73]. Superposition

of the two structures reveals no major conformational differences (Figure 1.9), leading to

the hypothesis that the origin of their large differences in activity might lie in different

dynamic properties.

Only relatively subtle differences in dynamic behavior between the two proteins were

observed on the ps-ns timescale [72]: dynamics in ttRNH do not indicate significantly

higher global rigidity; however, particular regions of the protein—most notably, the two

β strands at the exterior edges of the central β-sheet—are more rigid in ttRNH, possibly

contributing to its relative thermostability. Interestingly, the handle loop is slightly but

significantly more flexible in ttRNH. Dynamics on the ps-ns and µs-ms timescales are

summarized in in Figure 1.9.

The most prominent difference in sequence is the presence of an inserted glycine residue

in the junction between helices αB and αC in ttRNH; this inserted residue is conserved

in ctRNH, the other structurally characterized example of an RNase H homolog from a

thermophilic organism. NMR studies of wild-type ecRNH and ttRNH reveal the presence

of conformational dynamics at the µs-ms timescale in this region in ttRNH that are not

present in ecRNH [73]. Moreover, the rate of this dynamic process is closely matched with

the rate of dynamics observed in the active-site loop, suggesting that motions in the handle

and near the active site may be dynamically coupled.

The insertion of this glycine residue into the ecRNH sequence (denoted ecRNH iG80b)

does not significantly affect its thermostability and produces only subtle changes in its

structure [136]. However, this mutation and its reciprocal deletion mutant from ttRNH

(denoted ttRNH dG80) does significantly affect both catalytic activity and dynamics. The

ecRNH iG80b mutation significantly reduces activity [136] and confers µs-ms dynamic be-

havior that resembles wild-type ttRNH [73]. Conversely, ttRNH dG80 exhibits dynamic

behavior that resembles wild-type ecRNH—that is, an absence of µs-ms dynamics in the
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Figure 1.9: Dynamics of ecRNH and ttRNH on the ps-ns and µs-ms timescales.
Backbone amide S2 values indicating motion on the ps-ns timescale are mapped onto the
structures of (A) ecRNH, and (B) ttRNH, with blue indicating rigidity and red indicating
flexibility. For both proteins, residues identified as experiencing chemical exchange line
broadening, which indicates dynamics at the µs-ms timescale, are shown as sticks in green.

helix junction [73]—although without increase in catalytic activity (J.A. Butterwick, un-

published data).

Despite this history of extensive investigation, the relationships between dynamics, ther-

mostability, and enzymatic activity in the RNase H family remain obscure. The purpose of

the present work is to exploit the complementary nature of molecular dynamics simulations

and NMR spectroscopy to provide atomistic interpretations of the conformational dynamics

conserved among the RNase H family. Properties of the family members whose dynamics

were studied in the present work are summarized in Table 1.3. The results presented herein

illustrate the utility of combined MD-NMR studies in understanding molecular adaptation

at the level of individual residues to features of the bulk environment.
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Table 1.3: Properties of structurally characterized RNase H homologs.
Protein Source organism Classification Cα RMSD (Å) % Seq ID
soRNH Shewanella oneidensis Psychrotroph 1.37 70%
ecRNH Escherichia coli Mesophile – –
ctRNH Chlorobium tepidum Thermophile 1.95 49%
ttRNH Thermus thermophilus Thermophile 1.44 55%
hsRNH Homo sapiens Mesophile 2.53 34%

Properties and source organisms of the non-retroviral RNase H homologs studied in this
work. Cα RMSD and percent sequence identity are relative to ecRNH.

1.3 Molecular dynamics simulations

1.3.1 Foundational principles

All-atom molecular dynamics (MD) simulations are the only current computational tool

capable of providing the high spatial and temporal resolution necessary for atomistic in-

terpretations of the motions of biological macromolecules. The basic principle underlying

MD simulations is a very simple one: Newton’s equations of motion are numerically inte-

grated over time for a large but finite number of discrete interacting particles (typically

representing a condensed-phase system), producing a trajectory that describes the inter-

nal dynamics of the system as a function of time. Although the method originated in

theoretical physics [137] and was first applied primarily to simple systems such as liquid

argon [138], modern uses of the method are primarily concentrated in polymer physics and

biophysics. Of course, it must be emphasized that this is a classical treatment; quantum

effects are not modeled beyond the extent to which they can be averaged or approximated

by parameterization within the classical paradigm. To carry out an MD simulation, time

is discretized into a succession of very short timesteps ∆t and forces and particle positions

recalculated at each step; an extremely simplified description of an MD algorithm follows:
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1. Define a set of initial positions ~rt=0 for the set of vectors ~rN = ~r1, ~r2, ..., ~rN for N

particles in the system

2. Assign initial velocities ~vt=0

3. Define an inter-particle interaction potential V (~rN)

4. Calculate net force on each particle i, ~Fi = −
∑N

j=1∇Vi(rij), i 6= j

5. Update particle positions ~rt+∆t = ~rt + ~vt∆t+ 1
2
~a∆t2 + ...

6. Increment time t = t+ ∆t

7. Goto 4

In practice, this simple scheme of updating positions is not numerically stable; most

commonly a two-step scheme such as the velocity Verlet method is used [139] and extensive

theoretical work has been done on the development of improved methods for numerical

integration (eg [140]). Furthermore, additional updates may be made in order to control

system variables such as temperature and pressure [141; 142; 143; 144; 145]. An MD

simulation without such controls is referred to as sampling the NVE or micro canonical

ensemble, in which number of particles (N), system volume (V), and total energy (E)

are conserved; other commonly sampled ensembles are the NVT or canonical ensemble

(constant volume and temperature) and the NPT or isothermal-isobaric ensemble (constant

pressure and temperature).

In typical biomolecular simulations, the positions of atoms are initially defined by an

experimentally determined macromolecular structure, most commonly solved by X-ray crys-

tallography, with the addition of an appropriately sized buffer of solvent molecules for those

simulations in which solvent will be explicitly represented. The velocities are initialized us-

ing a random sample from the Boltzmann distribution at a temperature of biological inter-
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est. A biomolecular system typically contains many different types of interacting particles

whose interaction potential must be defined. A set of parameters that collectively defines

this potential is known as a force field. Modern force fields decompose the interaction

potential into a sum of terms:

Etot = Ebonded + Enonbonded (1.2)

Ebonded = Ebonds + Eangles + Etorsions (1.3)

Ebonded =
∑
bonds

(r − r0)2 +
∑
angles

(θ − θ0)2 +
∑

torsions

Vn(1 + cos(nω − γ)) (1.4)

Enonbonded = EV DW + ECoulomb (1.5)

Enonbonded =
∑
i<j

εij
[
(σij/rij)

12 − (σij/rij)
6]+

∑
i<j

qiqj/ (4πε0rij) (1.6)

In this formulation, the potential energy is decomposed into a sum of bonded terms, per-

taining to atoms directly connected by a chemical bond, and nonbonded terms, pertaining

to atoms that are neighbors in three-dimensional space. The bonded terms consist of har-

monic potentials to define bond lengths r and angles θ, and Fourier series with coefficients Vn

and phase γ to define dihedral torsions ω. The nonbonded terms consist of a Lennard-Jones

interaction to represent the van der Waals forces and a Coulombic potential to represent

electrostatic interactions between particles of fixed atomic charge. In traditional simulations

on commodity hardware, these latter two nonbonded terms account for the overwhelming

majority of the computational cost, and are typically truncated through the use of distance

cutoffs beyond which the interaction is assumed to be zero; this is a much more problem-

atic assumption for the electrostatics term [146]. Modern methods almost universally have

adopted the particle-mesh Ewald summation method [147] under periodic boundary condi-

tions for accounting for long-range electrostatics. Parameter sets are typically derived from
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high-level quantum-mechanical calculations, and increasingly often are modified based on

empirical comparisons with NMR data to improve agreement with experiment [148; 149;

150; 151]

Several features of this decomposition are worthy of note as they pertain to biomolecu-

lar systems. First, the force field terms are written as sums of pairwise interactions. This

means that some interactions with relatively large contributions from many-body terms

will necessarily be poorly modeled; for biological systems, particles with high charge den-

sity, such as divalent cations, are most affected by this approximation and require careful

parameterization [152]. Second, because the bonded terms are modeled with harmonic

potentials,“bond-breaking” chemistry cannot be modeled with traditional molecular me-

chanics force fields. This means that the internal dynamics of biomolecular systems can be

explored, but events such as enzymatic catalysis are outside the scope of this model. Third,

the force field treats individual particles as having fixed partial atomic charges, which do

not update depending on their local environment. Force fields incorporating polarizable

electrostatics have long been under development, although relatively few contexts thus far

have demonstrated clear superiority for these more computationally intensive methods [153;

154].

Constraints on the choice of ∆t derive from the numerical stability of the integration

scheme and the dynamics sampled in the system; one chooses the timestep such that suffi-

cient sampling is expected of the fastest motions accessible to the system. For biomolecular

systems, this typically implies a ∆t of approximately 1fs; however, the fastest motions in

such a system correspond to bond vibrations of bonds involving hydrogen atoms, and the

development of algorithms to constrain these vibrations has allowed the use of timesteps

of 2-2.5fs. Furthermore, the development of the reference system propagator algorithm

(RESPA) allows the use of longer timesteps specifically for the slower dynamics in the

system, typically the “far” nonbonded interactions [155], which can be safely updated as
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infrequently as 7.5fs.

The primary limitations on the utility of an MD simulation derive from two sources:

inadequate sampling time, and poor force field parameters. The former problem can be

understood by considering the ergodic hypothesis: the time-averaged properties of the

system converge to the statistical-ensemble properties. In other words, given infinite run-

ning time with a perfect numerical integration scheme, the simulation should completely

sample the available conformational space, weighted according to the Boltzmann distri-

bution. However, limitations of hardware and resources limit the total simulation time

in practice, with the result that the simulation may be too short to adequately sample

conformations of interest. This problem is exacerbated by the possibility of initiating

a trajectory in a region of conformational space that is not representative of a highly

populated state in the “real” ensemble—this can occur due to poor quality of the initial

structure [156], or occasionally due to the details of system preparation [157]. The latter

problem, poor force field parameters, dictates that even with infinite sampling time and

perfect numerical behavior, the simulation still might not produce representative dynamics

with conformational populations that reflect those observed in the experiment, because

the conformational landscape defined by the force field is not representative of the native

landscape. In addition to difficulties in parameterizing the solute particles of the system

(proteins, nucleic acids, etc.), force field limitations may also derive from parameterization

of solvent; for example, most commonly used models for water have been found to devi-

ate appreciably from experimental behavior, particularly in their self-diffusion constants

and therefore their estimates of overall tumbling times for large solute molecules [158;

159]. In practice, it is often difficult to distinguish between limitations due to sampling

and due to force field errors for a given simulation.
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1.3.2 Evolving relationship to NMR

The first biomolecular dynamics simulation was carried out on the basic pancreatic trypsin

inhibitor (BPTI) protein for 9ps in a vacuum [160]. From the beginning, the potential for a

fruitful relationship between MD and NMR was recognized, and in fact this early simulation

(subsequently extended to 96ps) qualitatively agreed with contemporary experimental and

theoretical arguments regarding the fluidity of the hydrophobic core [161; 162]. Excitingly,

the longest molecular dynamics simulation conducted to date, which sampled 1 millisecond

of continuous dynamics, also was performed on the BPTI protein [42]. A wide range of

NMR observables can be directly calculated from a molecular dynamics trajectory and

compared to experiment, covering dynamical features on a variety of timescales: site-

specific measures of flexibility on the ps-ns and µs-ms timescales for both the backbone and

sidechains, dihedral angle populations, sidechain rotamers, and interatomic distances are

all accessible. Both an advantage and a limitation of NMR measurements is that they are

necessarily made on an ensemble of molecules in solution, and understanding the structural

origins of ensemble-averaged values is often a challenge. It is this gap in understanding

that MD simulations offer the ability to bridge [163].

Historically, the one of the primary NMR observables used for comparison to MD simu-

lations has been the generalized order parameter, S2, typically used to describe the ampli-

tude of motion of the protein backbone amide bond vector [164; 165]. S2 is one of several

parameters that emerges from the interpretation of NMR spin-relaxation data within the

context of the Lipari-Szabo model-free formalism [166; 131]. A complete derivation is out-

side the scope of the present work, but in brief, the S2 value reflects the long-time plateau

value of the internal correlation function of the motion of a backbone amide vector, under

the assumption that internal dynamics and global tumbling occur on distinct, separable

timescales. This motion is typically interpreted as “diffusion in a cone”, within which the
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range of S2 values can be thought of as 0 corresponding to a flexible site and 1 corresponding

to a rigid site.

The backbone amide order parameter has a number of deficiencies as a metric for

benchmarking simulations. Its relatively small dynamic range tends to result in MD-NMR

correlation coefficients being dominated by a small number of highly flexible sites. It does

not report on the dynamics of the sidechains, and while equivalent parameters can be cal-

culated for, e.g., the arginine and tryptophan N ε groups, and S2
axis values can be calculated

for methyl groups, there are relatively few experimental datasets reporting on these values

compared to those reporting on the backbone. Furthermore, the experimental values are

highly dependent on assumptions made about the chemical environment of a given nucleus,

and on the validity of the timescale-separation assumption, making quantitative compar-

isons to simulation difficult [167]. More recent MD validation approaches have omitted the

model-free formalism and calculated spin-relaxation data directly from long-timescale sim-

ulations; however, this is somewhat impractical for large proteins [168]. Residual dipolar

couplings (RDCs) have been used as more information-rich sources of experimental data;

however, these tend to report on behavior at timescales in the multi-µs regime, which is

often out of reach for simulations of large systems on commodity hardware, and the exper-

iments themselves are complex to carry out and high-quality datasets exist for only a few

small proteins [169].

The NMR chemical shift value is perhaps the most intuitively appealing as a bench-

mark for simulations, simply because it is the most easily accessible and least “processed”

experimental observable. The physical process that defines a “chemical shift” is relatively

straightforward. Briefly: a hypothetical isolated nucleus in a static magnetic field B0

precesses at the Larmor frequency, which is entirely determined by the characteristic gyro-

magnetic ratio of the nucleus type:

ω0 = γB0 (1.7)
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However, nuclei are surrounded by electron clouds that circulate in response to the

magnetic field, causing the nucleus to experience a slightly lower apparent magnetic field,

a process known as nuclear shielding. Moreover, electron motion depends on the details

of the surrounding chemical environment, so individual nuclei in a macromolecule may

experience different degrees of shielding, which can be expressed as:

ω =

[
1− 1

3
(σxx + σyy + σzz)

]
γB0 (1.8)

where the σ values reflect the diagonal components of the shielding tensor. In solution-state

NMR, isotropic tumbling results in the averaging of these distinct directional contributions

into a single isotropic value (or more typically, an axially symmetric tensor) rendering

them difficult to measure; however, careful experimental and theoretical work suggests that

the asymmetry between these components—known as chemical shift anisotropy (CSA)—

is distinct for different hydrogen-bonding environments and thus for different secondary

structural elements [170; 171; 172], though some older work did not find evidence of this

distinction [135]. The calculation of backbone amide order parameters from NMR mea-

surements is often complicated by the need for assumptions about the value of the CSA

for 15N nuclei (e.g. [72; 171]); chemical shift values themselves are not constrained by this

difficulty, although improvements in solution-state CSA measurements remain of interest in

characterizing the local chemical and electronic environment of individual sites in a protein

[172].

For practical reasons, chemical shift values are generally not reported as absolute reso-

nance frequencies, but instead as relative frequencies referenced to a standard compound

and expressed in parts per million (ppm):

δ = (ωobs − ωref ) /ωref × 106 (1.9)
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which greatly facilitates the comparison of chemical shifts measured at different static

magnetic fields.

Furthermore, protein chemical shifts are generally expressed as the sum of two terms,

δRC and δSC , referring to the random-coil and secondary-shift contributions, respectively.

The former is a property of a particular amino acid type and is typically conceptualized as

the expected chemical shift for a residue in a generic, completely unstructured environment

[173]; the latter is a property of the specific local environment of a particular residue in a

folded protein and can be used as a reliable predictor of secondary structure [174]. Major

contributors to observed chemical shift values for a given nucleus include hydrogen bonding,

backbone dihedral conformation, sidechain rotamers, and ring-current effects due to the

circulating π electrons from neighboring aromatic groups [175]. Thus the chemical shift

reports with high sensitivity on the local chemical environment of a given nucleus, yet is

relatively free of complicating assumptions required for the analysis of the experimental

data. Recent advances in the prediction of chemical shifts from static crystal structures

have been based on improved quantity and quality of experimental data, improved machine-

learning methods, and better insight into the contributions of various types of chemical

environment to the shift value, particularly improvements in the modeling of ring-current

effects [176; 177; 178; 179; 180; 175; 181]. Chemical shift predictions have recently emerged

as valuable tools for the experimental validation of MD simulations [182; 183; 184; 185].

The combination of increasing timescales accessible to simulation and improved capacity

to compare simulated and experimental data has resulted in a number of important large-

scale benchmarks in the recent past. NMR data have become a standard experimental

benchmark for both evaluating force fields [186; 187] and developing novel force field opti-

mizations designed to empirically improve agreement between simulation and experiment

[188; 149; 150].
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1.3.3 MD simulations as tools for exploring thermal adaptation

The relationship between protein dynamics and thermostability has been extensively ex-

plored by a variety of experimental techniques. Unsurprisingly, molecular dynamics sim-

ulations have played an important parallel role in providing dynamical interpretations for

these experimental observations. A number of simulation studies have been conducted in

which the dynamics of homologous proteins from organisms of differing growth tempera-

ture were compared to one another as a means of understanding the structural origins of

experimentally determined flexibility. Selected examples are briefly reviewed here.

Adenylate kinase In the well-characterized case of the adenylate kinase family, sim-

ulations examined the dynamics of salt bridges identified in the crystal structure of the

thermophilic but not the mesophilic homolog and studied their persistence over time. Salt

bridges found to be persistent in simulation were assumed to contribute to the thermosta-

bility of this homolog, a hypothesis that was tested by substituting the salt bridges into

corresponding sites of the mesophilic homolog. As predicted, the persistent salt bridges

conferred additional thermostability to the mesophilic homolog, whereas the dynamic salt

bridge did not [189]. Recent coarse-grained simulation studies comparing mesophilic and

thermophilic adenylate kinases observed conformational populations in the mesophile at

ambient temperature that more closely matched the thermophilic ensemble at elevated

rather than ambient temperature, suggesting at least approximate population of corre-

sponding kinetically competent states [190].

Dihydrofolate reductase The dihydrofolate reductase (DHFR) family has been at

the center of the significant recent controversy surrounding the relationship between pro-

tein dynamics and catalytic activity following the design of a mutation specifically intended

to perturb a dynamic mode thought to contribute to catalysis [47]. Because its chemical

mechanism relies on hydrogen tunneling, simulations of DHFR are frequently performed
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using a quantum mechanics/molecular mechanics (QM/MM) approach to elucidate the

possibility of direct coupling between enzyme motion and the chemical reaction coordi-

nate. Simulations have been reported of a “coupled network” of motions over a range of

timescales purportedly promoting the enzymatic reaction in the mesophilic homolog [191].

Subsequent work has criticized not only this conclusion but the conceptual edifice of cou-

pling between catalytic activity, dynamics, and thermostability on the basis of simulations

in which dynamics are shown not to relate to catalysis and in fact are increased in the

thermophile [66]. More recent simulations on the mesophile [49], on a hyperthermophilic

homolog [192], and on comparisons between a wild-type and conformationally restricted

mutant of a mesophilic homolog [193] have identified putative coupling between protein

dynamics and catalysis, although for subtly different definitions of the nature of the effect

(a recurring theme in the literature on this topic).

Rubredoxin A number of simulation studies have been conducted on the rubredoxin

family. The extent to which the expected flexibility difference between the thermophile

and mesophile is observed depends on the quality of the simulation, with early works not-

ing the expected pattern of rigidity in the thermophile [194], while subsequent work found

minimal difference between the thermophilic and mesophilic homologs at ambient temper-

ature, although resistance to simulated thermal unfolding was observed in the thermophile

[195]. Finally, a third study reported increased flexibility in the thermophile [196]. It

is possible that rubredoxin represents a special case, since experimental studies suggest

that its primary mechanism of thermostabilization is via an extremely slow unfolding rate,

making its stability a kinetic trap rather than an example of classical thermodynamically

driven stabilization [64]. (Interestingly, this mechanism has also been observed in RNase

HII [197].) Recent studies using a graph-theoretical approach to the prediction of protein

dynamics support the notion of increased rigidity in the thermophile [198]; unfortunately,

however, this extensively simulated system has not yet been studied with modern molecular
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dynamics methods, which might aid in resolving the ambiguity that persists from both the

experimental and simulation work on this protein family.

Ribonuclease H Finally, several prior MD studies have been conducted on the RNase

H protein family. Three of those studies were conducted in the 1990s and report exclu-

sively on the dynamics of ecRNH in comparison to the NMR spin-relaxation data available

at the time [132; 199; 200]. Reasonably good agreement is observed between calculated

and experimental S2 order parameters even for trajectories that are very short by modern

standards (under 1ns) [132; 199], and for comparison to the NMR-determined structural

ensemble [200; 201]; however, incomplete sampling is unsurprisingly observed for a number

of residues of interest. An additional two studies from the same time period performed free-

energy calculations on thermostabilizing mutants of ecRNH and found surprisingly good

agreement with the experimental free energy changes associated with these mutations [202;

203]. A more recent work directly compares the simulated dynamics of ecRNH and ttRNH

in the framework of studying the relationship between thermostability and flexibility, but

does not attempt to validate the (still fairly short) simulations by comparison to experi-

mental data [204]. In the context of this prior simulation work, the need is emphasized for

a comprehensive simulation study conducted in light of recent developments in simulation

technology, experimental developments, and structural coverage of the RNase H family.

1.4 Dissertation overview

This dissertation presents a series of studies conducted in the pursuit of an improved

understanding of the complex relationships between protein dynamics, activity, and ther-

mostability in the ribonuclease H protein family. The organizing principle of the work

presented herein has been the close coupling between molecular dynamics simulations and

nuclear magnetic resonance spectroscopy observations, permitting both validation of the



CHAPTER 1. BACKGROUND 35

MD trajectories by rigorous comparison to experiment, and improved interpretation of the

dynamics observed by NMR in light of the incomparable spatial and temporal resolution

afforded by MD. The molecular origins of the increased thermostability and decreased cat-

alytic activity in the thermophilic homolog have remained obscure despite decades of effort,

and the work presented here aims to shed light on the subject from the unique perspective

gained by long-timescale simulations.

The first study in this dissertation focuses on the dynamics of a widely conserved struc-

tural feature of the RNase H family known as the handle loop, which is dispensable for

activity under some conditions, but nevertheless known to be involved in substrate bind-

ing and an important locus of thermostability contributed by specific residue substitutions

in the thermophilic ttRNH. Comparative analysis of molecular dynamics simulations of

a total of five homologous RNase H families from organisms of varying preferred growth

temperature reveals systematic differences in handle-region conformational dynamics. Pre-

vious NMR observations of handle-region dynamics in ecRNH and ttRNH are integrated

into an interpretive framework derived from simulations of this larger family. These results

illustrate the utility of combined MD-NMR studies in elucidating the effects of particular

amino acid residues on molecular adaptation to features of the bulk environment.

The second study takes as its inspiration the discovery of a set of three mutations that

collectively confer increased activity on ttRNH at minimal cost to thermostability. The

dynamic consequences of these activating mutations are rationalized in the context of ob-

served differences in sidechain orientation in the wild-type ecRNH and ttRNH simulations.

Importantly, these effects are distinct from effects on handle-loop conformation.

The third study focuses on the dynamics of the ecRNH active site. First, the dynamics of

carboxyl- and carbonyl-containing sidechains in molecular dynamics simulations of ecRNH

were compared to those inferred from recent NMR experiments quantifying motion of these

residues at the ps-ns and µs-ms timescales. These residues are of particular interest because
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the conserved RNase H active site contains four carboxylate groups. These results suggest

that the active site residues are rigid in the ps-ns timescale while undergoing substantial

conformational exchange upon Mg2+ binding. This may be interpreted as evidence in

favor of electrostatic preorganization for binding the first metal ion, coupled to dynamic

reorganization at longer timescales. This work illustrates the advantage of combined MD-

NMR studies for understanding the dynamic prerequisites for enzymatic catalysis.

The fourth study investigates the utility of extremely long-timescale molecular dynam-

ics simulations using the recently developed special-purpose hardware platform Anton for

further exploring the multi-µs dynamics experienced by RNase H proteins. Unexpectedly,

local unfolding in the handle region of several RNase H homologs at long timescale is ob-

served, highlighting the need for careful validation of force fields intended for use in this

type of high-performance simulation. However, the ctRNH homolog did not experience

unfolding and conformational preferences in sidechains known to be important for sub-

strate binding could be analyzed; this simulation represents the longest known molecular

dynamics trajectory for an enzyme from a thermophilic organism.

Finally, the fifth study presented in this dissertation reports on the examination of the

ctRNH protein by NMR. This RNase H homolog has not previously been characterized by

NMR and is predicted based on simulation to experience conformational dynamics distinct

from those shared by ecRNH and ttRNH, possibly representing an alternative evolutionary

mode of thermal adaptation.
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Chapter 2

Materials and methods

2.1 Molecular dynamics simulations

2.1.1 System preparation

All systems for simulation were prepared using a common protocol to ensure comparability

among the entire dataset. For each initial protein structure, protonation states for titrat-

able residues were assigned either by experimental measurement (for ecRNH [205]) or by

prediction using the H++ [206] pKa predictor. Unless otherwise specified, all simulations

were performed at a pH of 5.5 to recapitulate the conditions used in prior NMR exper-

iments on ecRNH and ttRNH [72; 73]. Crystallographic water molecules were removed

from all structures prior to solvation using the Maestro tool, version 8.5 or 9.1. All systems

were solvated with the TIP3P water model [207] and proteins were described with the

AMBER99SB force field [208] unless otherwise specified.

PDB structures used for initiating trajectories and as platforms for mutagenesis are

listed, along with their resolutions and any system-specific preparation steps, in Table 2.1.

It should be noted that in some cases the crystal structures differ from the wild-type
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proteins, and these differences were not reverted by modeling prior to simulation. In par-

ticular, in 1RIL the C-terminal tail of ttRNH is not resolved; this region has been shown

to be highly dynamic [72] and examination of dynamically averaged chemical shifts in this

region did not reveal significant deviations from experiment [184], suggesting that this

region is dispensable for modeling the behavior of the structured portion of the protein.

Additionally, NMR experiments were performed on the cysteine-free version of the protein,

but simulations were carried out on the cysteine-containing 1RIL structure without mod-

ification. In 3H08, the crystal structure corresponds to the cysteine-free mutant, which

was simulated without reversion of these mutations. For all of the retroviral proteins and

2QK9, the N-terminus of the crystal structure is not the natural N-terminus of the protein;

in all cases the residues present in the structure were simulated.
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Table 2.1: Structurally characterized RNase H homologs.
PDB ID Protein Source organ-

ism
Res
(Å)

Preparation and comments

2RN2 [95] ecRNH Escherichia
coli

1.48 —

1RNH [94] ecRNH Escherichia
coli

2.00 Agrees less well with NMR or-
der parameters compared to 2RN2-
initiated trajectories

1RDD [120] ecRNH Escherichia
coli

2.80 E. coli WT with single bound Mg2+

ion
1GOA [136] ecRNH

iG80b
Escherichia
coli

1.90 E. coli glycine insertion mutant

1GOC [136] ecRNH
iG80b
A77G

Escherichia
coli

2.00 E. coli glycine insertion/A77G dou-
ble mutant

1RIL [69] ttRNH Thermus
thermophilus

2.80 —

2E4L [102] soRNH Shewanella
oneidensis

2.00 —

3H08 [101] ctRNH Chlorobium
tepidum

1.60 Missing residues in handle and
active-site loop modeled in from
1RIL (chosen due to the presence
of the glycine insertion in both pro-
teins)

2QK9 [119] hsRNH Homo sapi-
ens

2.55 Substrate was removed and catalyt-
ically inactivating D210N mutation
reversed using Maestro 8.5

3K2P [209] hivRNH HIV 2.04 Inhibitor and bound metal ions re-
moved in Maestro 9.1; chosen as the
HIV structure with lowest rmsd to
the unbound state (PDB ID 1HRH)
with the active-site loop resolved

3P1G [210] xmrvRNH
∆C

XMRV 1.60 Helix C and handle region deletion
mutant of XMRV RNase H domain
with single bound Mg2+ ion

3V1O [211] xmrvRNH XMRV 1.88 Full length XMRV RNase H domain
with no bound ion

4E89 [212] xmrvRNH XMRV 2.60 Full length XMRV RNase H domain
with single bound Mg2+ ion

2LSN [213] pfvRNH PFV N/A
(NMR)

Full length PFV RNase H domain
(containing helix C and the handle)
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2.1.2 Computational mutagenesis

Computational mutagenesis on the structures in Table 2.1 was performed in Maestro ver-

sion 9.1 for solvent-exposed sites or MODELLER v9.5 for packed sites. For MODELLER

models, residues with at least one heavy atom within a 5Åsphere of the site of interest were

considered mobile, while the distal portions of the structure were held fixed to minimize

the perturbation introduced by the mutation; if this procedure failed, the entire structure

was allowed to be mobile.

For ttRNH dG80, no crystal structure was available, so a model was produced in MOD-

ELLER using 1RIL and 2RN2 as templates. Point mutations were then made using this

model as a starting structure.

2.1.3 Simulations on commodity hardware

Simulations were performed using Desmond Academic release 3 or source release 2.4.2.1

[214]. Unless stated otherwise, proteins were described with the Amber99SB force field

[208], solvated with TIP3P water [207] in a cubic box with a 10 Å buffer region from

solute to box boundary, and neutralized with Cl− ions. Bonds to hydrogen atoms were

constrained using the M-SHAKE algorithm [215]. Simulations containing Mg2+ ions used

the Aqvist parameter set [216]. Electrostatics were calculated with the PME method

using a 9Åcutoff; results were not affected by the use of more conservative electrostatics

parameters. All simulations used a 2.5fs inner timestep on a 1-1-3 RESPA cycle and were

performed in the NVT ensemble using a Nosé-Hoover thermostat after equilibration to

constant box volume for 5ns in the NPT ensemble. All simulations described in this work

were run for 100ns unless otherwise noted.
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2.1.4 Simulations on special-purpose hardware (Anton)

Simulations were initiated from the last frames of either 100ns or 1µs (for ecRNH and

ttRNH) trajectories previously calculated using Desmond source release 2.4.2.1 or 3.4.0.1.

All simulations were carried out using Anton software version 2.11.0. Except where other-

wise stated, simulations used a 2.0fs inner timestep on a 1-1-3 RESPA schedule using the

Multigrator integrator with a Nosé-Hoover thermostat. In no case does choice of integrator

affect the results.

2.1.5 Trajectory analysis

Handle-region dynamics were monitored using a reaction coordinate consisting of the Carte-

sian distance between the residues equivalent to W85 and A93 in ecRNH; values greater

than 10Å were considered to reflect an open state. Order parameters were calculated using

the equation [217]:

S2 =
1

2

(
3

3∑
i=1

3∑
j=1

〈µiµj〉2 − 1

)
(2.1)

in which µi and µj represent the x, y, and z components of a unit vector ~µ in the direction

of a given chemical bond. This represents the long-time limit of the angular reorientational

correlation function for a given bond vector.

Standard trajectory analysis—extraction of dihedral angles, hydrogen bond occupancy,

inter-residue contacts, secondary structure, etc.—was performed within the VMD environ-

ment using custom Python extensions.

2.2 Sequence analysis

Sequences of bacterial RNase H domains were collected from InterPro entry IPR002156

[218] (in May 2012) and annotated for source organism growth temperature using the In-
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tegrated Microbial Genomes database [219]. Sequences that were redundant or did not

contain a handle loop were removed and the remaining sequences aligned to the four avail-

able bacterial structures using PROMALS3D [220].

Evolutionary coupling analysis was performed using the direct-coupling method as im-

plemented in the EVfold webserver [221].

2.3 Chemical shift predictions

Chemical shift predictions were performed as described [184]. For shift calculations de-

scribed in the present work, predictions were performed using the SPARTA+ [175] program.

For every 10th frame of 100ns and 1µs trajectories of ecRNH and ttRNH, the coordinates of

the protein were extracted and minimized into the AMBER03 force field [222] by 200 steps

of steepest-descent optimization using the simulation toolkit almost-1.0.4 [223], a combi-

nation which has been shown to produce robust prediction quality for a range of chemical

shift prediction tools applied to PDB structures [180]. This approach was intended to avoid

noise in predictions due to suboptimal crystal-structure geometry, but produced insignifi-

cant effects on the final predictions from MD-generated structures. To facilitate comparison

between predicted and experimental shifts, all experimental values were rereferenced using

SHIFTCOR [224].

2.4 Nuclear magnetic resonance spectroscopy

2.4.1 Sample preparation

Samples of [U-13C,U-15N] C. tepidum RNase H were prepared using standard protein over-

expression and purification methods. A pAED4 plasmid containing the coding sequence

of the cysteine-free ctRNH mutant was a generous gift from the laboratory of Prof. Su-
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san Marqusee (UC Berkeley). This ctRNH gene was subcloned into the pET-47b+ vector

(Genscript, Inc.), which provides an N-terminal His-tag sequence and a kanamycin-resistant

selectable marker, for consistency with laboratory protocols for purification of ecRNH and

its point mutants. A cleavage site recognizable by TEV protease was introduced for the

purpose of removing the His tag after purification. (This results in an additional glycine

residue at the N-terminus of the protein, which is a common outcome of His-tagged purifi-

cation and is not expected to affect the dynamics of the protein.) A point mutation N88R

was introduced (Genscript, Inc.) and this protein purified in parallel to the wild-type

ctRNH.

E. coli BL21(DE3) cells were transformed with pET-47b+ vector and used to inoculate

3mL cultures in rich media plus kanamycin grown overnight. Approximately 2mL of these

cultures were used to inoculate 1L cultures in M9 minimal media, supplemented with 10mg

biotin, which was prepared with 1g/L 15NH4Cl and 4g/L U13C-glucose (Cambridge Isotope

Laboratories). These cultures were grown to an OD of approximately 0.6 (7 hours growth)

before induction of protein expression. Cells were harvested after approximately 3.5 hours

of expression.

Cells were lysed by sonication and purified using standard methods for preparation of

His-tagged protein. Crude lysate was centrifuged to remove insoluble cellular debris and

then applied to a freshly charged nickel-containing HisTrap HP column (GE Biosciences)

and eluted using a gradient of 5-500mM imidazole concentration. Protein-containing frac-

tions as detected by absorbance at 280nm and verified by SDS-PAGE were pooled and

dialyzed into a buffer containing 50mM Tris-Hcl and 0.5mM EDTA, pH 7.5, and exposed

to 1mL of commercial TEV protease in the presence of 1mM DTT for at least 12 hours at

room temperature. TEV and remaining impurities were then removed by application to tan-

dem Q-HP and Heparin-HP HiTrap columns (GE Biosciences); the Q column was removed

and the heparin column eluted with a gradient of 50-1000mM NaCl. Finally, remaining
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uncleaved protein was removed by pooling protein-containing fractions and applying them

again to the His column. Both WT and N88R ctRNH samples bind nonspecifically to

the His column and were eluted at approximately 100mM imidazole. All column purifica-

tion steps were performed at room temperature using a Bio-Rad chromatography system.

Identity and purity of the resulting protein was confirmed by mass spectrometry.

Final yields for the two proteins were 26mg/L for WT ctRNH and 18mg/L for N88R

ctRNH. To prepare NMR samples, half of each sample was buffer-exchanged into 100mM

sodium d3 -acetate, 10% D2O, pH 5.5, and concentrated to approximately 500µL total vol-

ume. Final concentrations for samples used in NMR assignment experiments were 0.95mM

WT ctRNH and 0.73mM N88R ctRNH.

2.4.2 Backbone triple-resonance assignments

A Bruker DRX600 NMR spectrometer equipped with a CryoProbe was used to acquire

all NMR spectra. Data were collected at 299K and internally referenced using 1mM DSS.

Standard backbone triple-resonance assignment experiments, minimally consisting of 15N -

HSQC, HNCACB, and HN(CO)CACB, were collected for both proteins. In the case of

the wild-type ctRNH, HNCO and HACONH spectra were collected as well. Future work

on this system may necessitate additional data collection, particularly if comparison to

predictions motivates interest in the Hα assignments of the N88R mutant.

2.4.3 Processing and data analysis

All spectra were processed using the NMRPipe software suite [225] and analyzed using the

visualization and assignment tools Sparky [226] and CCPNmr Analysis [227]. Additional

visualization was performed using the Python module NMRglue [228].
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Chapter 3

Dynamics of the RNase H handle

loop

3.1 Introduction

Key features of the structure of RNase H are illustrated in Figure 3.1; of particular note

is the region of the protein encompassing helices B and C and the following loop, which is

known as the handle region or the basic protrusion due to its density of positively charged

residues. Although some RNase H homologs lack helix C and the handle loop altogether

[92], and ecRNH has been shown to retain some activity when this region is deleted [229],

biochemical evidence clearly associates the region with substrate binding [230; 231; 232]. A

naturally handle-less homologous subdomain from the HIV retroviral reverse transcriptase

lacks activity in isolation, but an insertion mutant containing the ecRNH handle sequence

regains activity under some conditions [230; 231]. Alanine scanning mutations in helix

C and the handle loop identify several conserved tryptophan residues critical for binding

and reveal that neutralizing positively charged residues in the handle additively disrupts

binding affinity [232]. Moreover, crystal structures of the Homo sapiens homolog (hsRNH)
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in complex with substrate show extensive contacts between the DNA strand of the substrate

and residues located in helix C and the handle region [119]. Additionally, NMR relaxation

measurements suggest that the handle region and a second long loop near the active site

have similar rates of motion on the µs − ms timescale, suggesting a coupled motional

process [73].

Figure 3.1: Key features of RNase H structure and sequence.(A) Structural super-
position of ecRNH (light blue; PDB ID 2RN2) and ttRNH (red; PDB ID 1RIL). Helices
are labeled with green letters and key residues in the handle region and active site (orange
arrow) are shown as sticks. (B) Superposition of the ecRNH structure (light blue) with the
substrate-bound complex of the hsRNH protein (purple; PDB ID 2QK9), illustrating the
position of the handle region interacting with the DNA strand (yellow) of the DNA:RNA
hybrid substrate. (C) Sequence alignment of helices B, C, and the handle loop for all five
homologs studied.

Two sites near the handle region have been previously identified as major contributors

to the differences between ecRNH and ttRNH. First, an inserted glycine, numbered G80b,

is present in ttRNH in the junction between helices B and C. NMR studies of ecRNH

and ttRNH show increased chemical exchange in the handle region for ttRNH, indicat-

ing motion on a µs − ms timescale [72]. Reciprocal mutations reveal that the glycine

insertion mutant ecRNH iG80b possesses thermophile-like relaxation behavior and signifi-

cantly impaired catalytic activity; on the other hand, the deletion mutant ttRNH dG80b

possesses mesophile-like relaxation behavior, although its activity does not increase [73;
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69]. Second, a site at the tip of the handle loop with a conserved left-handed helical

conformation in Ramachandran space is occupied by a lysine in ecRNH and a glycine in

ttRNH. The ecRNH K95G mutant increases thermostability by 1.9 kcal/mol, likely due

to the elimination of the steric strain associated with non-glycine residues in left-handed

conformations [98].

Despite this extensive history, the relationships between dynamics, thermostability, and

enzymatic activity in the RNase H family remain obscure. Herein we integrate previous

NMR observations of handle-region dynamics in ecRNH and ttRNH into an interpretive

framework derived from molecular dynamics simulations of all handle-region-containing

family members of known structure. These results illustrate the utility of combined MD-

NMR studies in elucidating the effects of particular amino acid residues on molecular

adaptation to features of the bulk environment.

3.2 Two-state behavior in the handle region

3.2.1 Two-state behavior in wild-type RNases H

We begin with the three proteins containing an arginine or lysine residue at position 88

at the end of helix C: soRNH, ecRNH, and ttRNH. The motion of the handle region in

each protein is monitored by a reaction coordinate consisting of a simple Cartesian dis-

tance metric between the Cα atoms of A93 at the tip of the handle loop and W85 as an

anchor point on helix C (ecRNH residues and numbering), as illustrated in Figure 3.2B

and Figure 3.4 and plotted as a function of simulation time for representative trajectories

in Figure 3.3. These three proteins share a conserved dynamic mode in which two distinct

handle conformations are observed, an open and closed state. The open state is populated

by soRNH and ecRNH at lower temperatures, while elevated temperatures simply equalize
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the populations of each state, as expected. In contrast, ttRNH predominantly occupies the

closed conformation at all temperatures studied. Notably, the corresponding distances in

the crystal structures of all three proteins lie between the two conformations observed in

the simulations (Figure 3.2C), possibly due to the presence of crystal contacts in that re-

gion (Figure 3.5A) or an inability to model both states during crystallographic refinement.

The thermostability of the ecRNH protein has been extensively studied by mutagenesis; a

survey of these ecRNH mutant structures, though dominated by contact-stabilized inter-

mediate conformations, also identifies examples of both the open and closed conformations

(Figure 3.5B). Preference for the open conformation among the two more active homologs

suggests that this may be the conformation competent for substrate binding. We hypoth-

esize that ttRNH is reliant on thermal fluctuations to access the open conformation on a

timescale exceeding that studied here. This pattern is reminiscent of observations previ-

ously made in triose phosphate isomerase[41], dihydrofolate reductase[233], and adenylate

kinase [234], in which simulations suggest rapid, nanosecond-timescale sampling of par-

tially activated conformations, but a stable fully activated conformation is suggested by

experiment to be accessible only at millisecond timescales.
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Figure 3.2: Dynamics of the RNase H handle region as a function of temperature.
(A) Key residues modulating handle region dynamics and their identities in each homolog
(soRNH, dark blue; ecRNH, light blue; ctRNH, magenta; ttRNH, red; hsRNH, purple). (B)
Representative conformations from the ecRNH trajectory of the open (blue) and closed
(brown) states, illustrating the Cartesian distance metric used as a reaction coordinate.
(C) Temperature dependence of soRNH (left), ecRNH (middle), and ttRNH (right) handle-
region dynamics illustrating the relative populations of the closed and open states at 273K
(blue), 300K (black), and 340K (red). Measurements of the distance metric from each
crystal structure are shown as green diamonds.
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Figure 3.3: Timecourses of handle region dynamics for ecRNH and ttRNH.The
fluctuations of the handle-region distance metric as a function of time are shown for ecRNH
(left; blue) and ttRNH (right; red) for the 300K trajectories, representing 100ns of simula-
tion time.
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Figure 3.4: Principal components analysis of the handle loop for all five RNase H
proteins. PCA analysis on the Cα Cartesian coordinates of the handle loop, corresponding
to residues G89 to N100 in ecRNH, was carried out on the 300K trajectories of all five wild-
type proteins. Projections onto the first two principal components are shown for soRNH
(dark blue), ecRNH (light blue), ctRNH (magenta), ttRNH (red), and hsRNH (purple);
crystal structures are indicated as filled circles. The first principal component axis describes
the difference between single-state and two-state proteins, while the second describes the
difference between the open and closed states. Collectively these two principal components
account for 89% of the variance in the dataset.
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Figure 3.5: Crystal contacts identified in ecRNH structures. (A) The crystal-
packing environment surrounding the ecRNH handle region (blue) in 2RN2. Symmetry
mates are shown in green, yellow, and brown; the local hydrogen bonding network is shown
as black lines. (B) Distribution of handle-distance measurements in 54 chains representing
32 PDB structures of the ecRNH protein.
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3.2.2 Comparison of experimental and simulated NMR observ-

ables for the handle loop

The ecRNH and ttRNH simulations can be validated by comparison to experimental NMR

data. Calculated S2 order parameters, reflecting amplitude of local motion, are in good

agreement with the experimental values for both proteins (Figure 3.6). In addition, we have

previously shown that simulation-derived chemical shift predictions reflecting dynamic con-

formational averaging perform significantly better than predictions from the static crystal

structures in reproducing experimental chemical shift data for ecRNH and ttRNH [184].

This agreement is particularly significant because chemical shifts, especially those of pro-

tons, are highly sensitive to ring-current effects from the orientation of aromatic groups,

which are plentiful near the handle loop. The accuracy of dynamically averaged predictions

of chemical shifts for these two proteins (Figure 3.7) supports the hypothesis that the mo-

tions observed in the 300K simulations recapitulate motions observed experimentally. The

handle loop typically shows below-average RMSDs to the experimental chemical shift values

(Table 3.1), suggesting that this particularly dynamic region is reasonably well-sampled.

Table 3.1: Chemical shift RMSDs for flexible regions of ecRNH and ttRNH
ecRNH ttRNH

Protein region Cα HN Hα N Cα HN Hα N
Handle (MD) 0.45 0.42 0.31 2.34 0.38 0.42 0.25 1.97
Handle (Xray) 0.38 0.47 0.27 2.51 1.16 0.51 0.28 4.02
Average (MD) 0.70 0.36 0.25 2.25 0.68 0.35 0.23 2.17
Average (Xray) 0.74 0.39 0.25 2.51 1.00 0.44 0.32 2.70

RMSDs for the Cα and N Sparta+ chemical shift predictions to experimental values for
ecRNH[235] and ttRNH[72]. The improvement due to dynamic averaging is particularly
good in the handle region for the relatively low-resolution ttRNH structure, while the
ecRNH values are within the magnitude of the error of the predictor.
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Figure 3.6: Predicted vs. experimental backbone amide order parameters. (A)
Comparison between experimental [135] (black) and predicted (blue) S2 order parameters
for ecRNH. Helices B, C, and the handle region are highlighted in green. (B) Comparison
between experimental [72] (black) and predicted (red) order parameters for ttRNH. Corre-
lations as determined by Pearson’s R are 0.89 and 0.74 respectively; the lower correlation
for ttRNH is likely due to the fact that the experimental values were acquired at 310K us-
ing a cysteine-free form of the protein to avoid undesirable thiol chemistry. Experimental
values have been rescaled by the slope of a linear regression to the simulated values for
visualization.
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Figure 3.7: Dynamically averaged chemical shift predictions.(A) Comparison be-
tween experimental (black) and predicted (blue) secondary chemical shift values for the
nuclei with the smallest (Cα) and largest (N) RMSD values among those predicted in [184]

for ecRNH. Helices B, C, and the handle region are highlighted in green. (B) Compari-
son between experimental (black) and predicted (red) secondary chemical shift values for
ttRNH. Predicted values are reproduced from [184]. Values are plotted as secondary chem-
ical shifts (deviation from random-coil value for each residue); RMSDs are calculated using
the absolute shift values.
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3.2.3 Reinterpretation of NMR measurements based on simula-

tions

Previous NMR relaxation measurements on ecRNH and ttRNH produced estimates of

the relative free energies of major and minor conformational states, summarized in the

free-energy diagram in Figure 3.8A [73]. This landscape was constructed based on the

observations that a) the ecRNH and ttRNH crystal structures closely resemble one another,

and b) those structures do not appear to be in a binding-competent conformation. However,

this result was perplexing because the putatively binding-competent state was more highly

populated in the less-active ttRNH. Population estimates from the simulations suggest an

alternative interpretation (Figure 3.8): that the minor state of ecRNH at 300K is equivalent

to the major state of ttRNH, and vice versa; thus, a mirrored version of our original

free energy profile is likely a better representation of the experimental data. While it is

unlikely that such short simulations reproduce equilibrium behavior, the overall picture of

a conserved dynamic process with a larger activation barrier in ttRNH is consistent with

previous observations [72].
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Figure 3.8: Free-energy landscapes for putative major and minor states for
ecRNH and ttRNH. (A) The free-energy diagram constructed under the assumption
that both ecRNH and ttRNH share a major state that is incompetent for substrate binding
[73]. (B) A revised diagram, inspired by the simulated populations, in which the landscape
for ttRNH is mirrored, suggesting that the (closed) minor state of ecRNH is equivalent to
the major state of ttRNH, and the (open) major state of ecRNH is equivalent to the minor
state of ttRNH.
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3.3 An alternative mode of substrate binding

3.3.1 Single-state behavior in wild-type RNases H

Two proteins in our data set, ctRNH and hsRNH, contain an asparagine at residue 88, where

the other proteins contain arginine or lysine. The natively Asn-containing proteins do not

exhibit two-state behavior, but instead show a single peak for the handle-region metric,

centered around the crystal structure value and broadening with increasing temperature

(Figure 3.9A). Although hsRNH was crystallized in complex with substrate and might be

thought to occupy a distinct handle-region conformation due to substrate interactions, the

average all-to-all Cα RMSD between the handle regions in the 300K trajectories of hsRNH

and ctRNH, which was crystallized without substrate, is only 1.04 Å.
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Figure 3.9: Dynamics of the handle region in the presence of Asn at position 88.
(A) Temperature-dependent populations for the two natively Asn-containing proteins—
ctRNH (left) and hsRNH (right)—illustrating the presence of a single conformationaln
distribution centered around the crystal-structure position (green diamonds) whose basin
broadens with increasing temperature. (B) The presence of Asn at position 88 permits the
formation of two highly stable hydrogen bonds to the backbone of residue 91 when Asn
occupies the gauche- χ1 rotamer; the ecRNH R88N mutant, whose trajectory samples all
three states, is shown here.
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3.3.2 Determination of handle region dynamics by a single residue

To explore the effects of asparagine and arginine on handle-region behavior, we made mu-

tations at this site for all five proteins. In four cases, the resulting mutants are stable under

the simulation conditions at 300K for 100ns, but hsRNH N88R requires two additional sta-

bilizing mutations: in the prokaryotic proteins, a pair of well-conserved residues, Y73 and

W104, anchor the interface between helices B and D; in hsRNH, both are replaced by Phe.

The absence of the additional hydrogen bonding contributions in hsRNH N88R disrupts

the interfaces between helices B, D, and A (Figure 3.15A-B); however, the triple mutant

hsRNH F73Y/N88R/F104W is stable and shows dynamics similar to those observed for

the prokaryotic homologs.

The dynamic consequences of substitutions at position 88 are clearly shown in Figure

3.10: when Arg or Lys occupies this site, the handle region shows two-state behavior, while

Asn produces a single handle-distance peak centered roughly between the open and closed

states for the two-state systems. In both wild-type and mutant proteins containing Asn,

a dominant gauche- χ1 rotameric state for this residue is observed in which the sidechain

amide forms two hydrogen bonds to the backbone carbonyl and amide of the neighboring

residue at position 91 (Figure 3.9B). By contrast, Arg 88 is highly flexible and forms only

transient, often water-mediated hydrogen bonds with its neighbors; the sidechain order

parameter for Arg 88 in ecRNH has been measured as around 0.2 at 300K, and this low

value is well-reproduced in simulation [236].

The effects on backbone flexibility of the reciprocal mutations at position 88 are rela-

tively complex. Difference in calculcated S2 between Arg or Lys-containing proteins and

Asn-containing proteins are shown in Figure 3.11. Natively Arg or Lys containing proteins

(top row) consistently have more rigid helix B with their native residue than with Asn.

However, ttRNH has a significantly more rigid helix C with Asn. In all five proteins, the
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Figure 3.10: Handle-region behavior for reciprocal mutants at position 88. The top
row shows wild-type proteins and the bottom shows each protein’s corresponding mutant.
Distributions shown in blue indicate the presence of a positively charged residue at position
88 (Arg in all cases except soRNH, which natively contains Lys) and distributions shown
in orange indicate the presence of Asn at this position. All simulations were carried out at
300K.

glycine-rich loop is more rigid with the native position 88 residue than with the reciprocal

mutant, regardless of the identity of the residue. This suggests that these two loops, both

of which form interactions with substrate, may have coupled dynamics which only become

detectable in simulation when relatively large perturbations are introduced by mutation.
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Figure 3.11: Effects of mutations at position 88 on backbone flexibility. Proteins in
the top row natively contain Arg or Lys; proteins in the bottom row natively contain Asn.
Each protein is colored by the difference in calculated S2 between its Arg- or Lys-containing
trajectory and its corresponding Asn trajectory; thus, regions shown in red indicate greater
rigidity with Asn and regions shown in blue indicate greater rigidity with Arg or Lys. These
representations report on the same 100ns 300K trajectories shown in Figure 3.10.
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3.4 Tuning handle region populations

3.4.1 Mutations in known substrate-binding residues

Initial efforts at manipulating the relative populations of the open and closed states focused

on residues already known to be involved in substrate binding. In particular, residue W81,

one of two strongly conserved tryptophan residues in helix C, is known to form direct

contact with substrate in the hsRNH complex (Figure 3.1) through stacking of its indole

ring. The W81A mutation in ecRNH is known to reduce enzymatic activity (P. Robustelli,

unpublished) and this residue is observed in prior simulation work to exhibit differential

rotamer dynamics between ecRNH and ttRNH [74]. Simulation of the W81A ecRNH

mutant yielded rapid convergence to a stable closed state coupled to the burial of the

alanine sidechain (Figure 3.12).

Figure 3.12: Handle-region dynamics in ecRNH W81A mutant. The behavior of
the handle-distance metric as a function of simulation time is shown at left; the solvent-
accessible surface area of the A81 sidechain is shown at right.

However, because the effects of changes in dynamics are difficult to decouple from the

effects of the loss of specific substrate interactions, additional mutations were sought at

sites not directly in contact with substrate.
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3.4.2 Mutations in distal residues

In seeking additional sites to target for in silico and experimental mutagenesis, chemical

shift predictions were used to identify residues exhibiting a distinctive change in shift

distribution in the open and closed states. Although the conformational change associated

with handle region motion is quite subtle, it was hoped that this approach would result

in candidate mutants with a relatively straightforward experimental readout to validate

predicted changes in preferred handle conformation.

The remaining four residue positions highlighted in Figure 3.2A are identified by the

simulations as critically important in determining the relative populations of the open and

closed states. Three of these sites—the glycine insertion (G80b), Val 98, and Val 101

(ecRNH residues and numbering)—form the borders of a hydrophobic spine linking helices

C and D through the two conserved Trp residues involved in direct substrate contacts. In

ecRNH, rotamer jumps at the two valine sites correlate with both predicted chemical shift

and the handle-distance metric (Figure 3.13 and 3.14). The remaining site, Lys 95, resides

at the tip of the handle loop and requires a left-handed helical backbone conformation.

Strategic substitutions at these sites allow us to rationally manipulate the relative popu-

lations of the open and closed states in both native and mutant proteins with a positively

charged residue at position 88.

Position 98 is highly conserved as a Val among prokaryotic RNases H that possess

handle regions, underscoring its functional significance, despite the lack of direct contact

between its sidechain and substrate. The mutant ecRNH V98A abrogates the observed

rotamer transitions and populates a predominantly closed conformation (Figure 3.14A).

In ecRNH, rotameric transitions of Val 101 induce subtle changes in local packing

throughout the hydrophobic spine, potentially stabilizing the open conformation. To pro-

duce a ttRNH mutant with increased population of the open state, we therefore made
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Figure 3.13: Coupling of handle-region dynamics to V98. (A) Correlation between
the handle distance metric and the Cα chemical shift of V98 in ecRNH. Structures at right
indicate the most common V98 rotamer giving rise to the corresponding chemical shift
value. Points are colored from dark to light blue to reflect the timecourse of the trajectory.
(B) Effects of V98 mutants on ecRNH (top) and ttRNH (bottom).

reciprocal mutations at this position in both the presence and absence of the inserted Gly

at position 81 and the left-handed Gly residue at position 95, which is occupied by a Lys

in ecRNH. The results of these mutations are summarized in Figure 3.14B. In brief, the

mutations work in concert; while no single mutant significantly increases open state popu-

lation, a ttRNH dG80/G95K/R101V triple mutant populates the open state at a level of

about 40%, compared to about 10-15% for the wild-type and dG80 enzymes. Conversely,

an ecRNH K95G/V101R/Q105E mutant enriches population of the closed state relative to

wild type. (In this case a double mutant was necessary to provide the Arg with an equiva-

lent to its native hydrogen-bonding partner.) The success of these mutations in altering the

local conformational equilibrium underscores the importance of this hydrophobic cluster.

Notably, corresponding mutations in the context of the hsRNH F73Y/N88R/F104W

triple mutant produce the same effects on its open-closed dynamics. The wild-type hsRNH

protein lacks a glycine insertion but contains a Gly at position 95 and a Lys at position

101, similar to the ttRNH protein. The quintuple mutant obtained by the additional

G95K/K101V substitutions significantly increases the population of the open state relative
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Figure 3.14: Coupling of handle-region dynamics to V101. (A) Correlation between
the handle distance metric and the N chemical shift of V101 in ecRNH. Structures at
right indicate the most common V101 rotamer giving rise to the corresponding chemical
shift value. Points are colored from dark to light blue to reflect the timecourse of the
trajectory. (B) Coupled effects of mutations at positions 95 and 101 in ttRNH (top) and
ttRNH dG80 (bottom). Only ttRNH dG80 G95K/R101V shows a population of the open
state significantly enriched compared to wild-type ttRNH.

to the triple mutant. Similarly, ctRNH dG80/N88R is predicted from its sequence—K95,

I101—to predominantly populate the open state in solution. This protein, like hsRNH,

required reengineering of the interface between helices B and D to form a stable structure

(Figure 3.15C-D); the modified form of the protein behaves as predicted, populating the

open conformation more frequently with the native K95/I101 residues than with the mutant

G95/R101 (Figure 3.16).

3.5 Sequence analysis

The sites identified by structural and dynamic considerations to play an important role

in handle-region motions also exhibit weak trends among available RNase H sequences in

favor of dual modes of thermal adaptation. Notably, sites previously identified as relevant

to thermostabilization among RNase H proteins—positions 80b and 95—play an important

role in cooperatively determining relative populations of open and closed states. For po-
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Figure 3.15: Mutations introduced to stabilize the helix B-helix D interface in
N88R mutants (A) Superposition of ecRNH (blue) and hsRNH (purple), illustrating the
phenylalanines mutated in hsRNH* to their homologous bacterial residues. (B) Destabilized
conformation of hsRNH N88R in the absence of the hsRNH* mutations F73Y/F104W. (C)
Model of ctRNH dG80 mutant ctRNH*, illustrating the mutations made to the packing
interface in helix B to construct a stable context into which to make the N88R mutation.
(D) Sequence of ctRNH* dG80 helix B.

sitions 80b, 95, and 101, the residues that contribute to increased closed-state population

are favored among sequences annotated as derived from thermophilic organisms (Figures

3.17, 3.18), suggesting that adaptation to high-temperature environments directly trades off

against population of the open state. These results suggest that mesophilic organisms tol-

erate thermally destabilizing non-glycine residues in the left-handed dihedral conformation

structurally required at position 95 due to their effects on relative open-state population.

In addition, among bacterial proteins containing handle loops, the frequency of ocur-

rence of Asn at position 88 is higher among those sequences annotated as having a ther-

mophilic source organism than among those annotated as being derived from mesophiles

(Figure 3.18). A suppressor screen for thermostabilizing mutations of soRNH, which na-

tively contains Lys at this position, identified K90N as thermostabilizing by 0.7 kcal/mol

with only a 9% decrease in activity relative to the wild-type protein [97], consistent with
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Figure 3.16: Manipulation of relative populations by coupled mutations at po-
sitions 95 and 101. For all arginine- or lysine-containing proteins other than soRNH,
mutants containing G95 and R101 (brown) populate the closed state more frequently than
those containing K95 and V101 (cyan), regardless of the wild-type residues at these posi-
tions. The natively N88-containing proteins, ctRNH and hsRNH, both required additional
mutations to stabilize the interface between helices B and D, as detailed in Figure 3.15.

our observations by computational mutagenesis that these reciprocal mutations are mostly

nondisruptive and are easily accommodated in the local environment.

Figure 3.17: Residue frequencies in the glycine-insertion position. Distribution of
residues among the 198 bacterial RNase H domain sequences identified as possessing an
insertion (left); frequency of insertion as a function of growth temperature annotation of
the source organism (right).
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Figure 3.18: Residue frequencies in sites identified as significant determinants
of handle-region dynamics. Distribution of residues at each of positions 88, 95, and
101 among bacterial RNase H sequences from all organisms, and as a function of growth
temperature annotation.For position 101, residues have been clustered into four categories:
alanines, branched amino acids (isoleucine, leucine, valine), linear and polar amino acids
(arginine, lysine, glutamate, glutamine), and other amino acids. For positions 88 and 101,
the notation * indicates a distribution significantly different from uniform, and the no-
tation # indicates a distribution significantly different from the overall dataset (χ2 test
with Bonferroni-corrected significance level of p<0.003). Mean percent sequence identities
for each category are 54% (overall), 62% (psychrophiles), 55% (mesophiles), 51% (ther-
mophiles).
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Chapter 4

Sidechain dynamics and activating

mutations of ttRNH

4.1 Introduction

Three dynamic loops outline the substrate-interaction surface of RNases H. In addition

to the handle loop already discussed, two additional loops contribute to the formation of

specific substrate interactions: the glycine-rich loop and the β5-αE loop, also known as

the active-site loop. The behavior of specific substrate-interacting sidechains in or near

these loops has previously been examined by Nikola Trbovic’s prior simulation work on

RNase H [74], in which three distinct dynamics reflecting changes in sidechain orientation

are identified that differ between ttRNH and the more active ecRNH.

Mutations in ttRNH have previously been identified by genetic screening that result in

increased catalytic activity at ambient temperature [237]. The locations of the mutations—

A12S, K75M, and A77P—are indicated in Figure 4.1A. The effects of these mutations are

summarized in Table 4.1.
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Figure 4.1: Activating mutants and sidechain dynamics identified in ttRNH.
(A) The three residues identified as contributing to increased catalytic activity in ttRNH
[237] are shown in green. The residues previously observed [74] to show differential dynam-
ics in ttRNH and ecRNH are shown in yellow. (B) Superposition of ttRNH (red/yellow)
and hsRNH (purple/blue), illustrating the conformational space of the W81 rotamer. The
ttRNH crystal-structure conformation (yellow) is not populated in simulation; instead, the
productive conformation (blue) and an unproductive conformation (cyan) are in equilib-
rium. (C) Superposition of ttRNH (red/yellow/green) and hsRNH (purple/blue) at the
interface between helix B and sheet 5, illustating differences in local packing. Positions
are annotated with the ttRNH residue in red text and the hsRNH residue in purple. (D)
Superposition of ttRNH and hsRNH in the glycine-rich loop, where the productive con-
formation (blue) of N16 is represented by hsRNH and an unproductive conformation that
may create a steric clash with substrate is represented by ttRNH (yellow).
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Table 4.1: Properties of catalytically activating ttRNH mutants.
Enzyme Km (µM) kcat (min−1) Tm (◦ C)
ttRNH WT 7.8 4.9 77.4
A12S 1.5 4.5 76.0
K75M 6.1 8.0 78.2
A77P 3.3 7.3 71.7
A12S/K75M 1.1 12 76.8
A12S/K75M/A77P 1.1 27 75.0

Properties of mutant ttRNH enzymes identified by genetic screening as contributing to
increased activity at ambient temperature (30◦C). Table reproduced in part from Tables 1
and 2 of [237].

In the present work, 100ns molecular dynamics simulations are described of homol-

ogy models based on the ttRNH crystal structure (PDB ID 1RIL) for the double mu-

tant A12S/K75M and the triple mutant A12S/K75M/A77P. Because introducing a proline

residue into the second turn of a short helix is potentially difficult to model, two indepen-

dent homology models were generated for the triple mutant and trajectories were initiated

from both starting conformations. Herein the dynamic consequences of these activating

mutations are rationalized in the context of observed differences in sidechain orientation

in the wild-type ecRNH and ttRNH simulations. Importantly, these effects are distinct

from effects on handle-loop conformation, as none of the activating-mutant trajectories

result in increased population of the handle-loop open state relative to wild-type ttRNH.

Although the tradeoff between activity and stability is often analyzed in terms of overall

backbone flexibility, two out of the three activating mutations in ttRNH specifically per-

turb the rotamer dynamics of relatively well-packed hydrophobic groups, inducing a series

of compensating changes that do not perturb the overall average flexibility of the backbone.
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Table 4.2: Populations of minor G15 conformation in activating mutants of
ttRNH.
Enzyme Population
ttRNH WT 1 1.7%
ttRNH WT 2 4.2%
A12S/K75M 13.6%
A12S/K75M/A77P 1 4.4%
A12S/K75M/A77P 2 9.0%

Populations of the minor G15 backbone dihedral conformation, which involves a
transition to the left-handed helical region of Ramachandran space, in wild-type and
mutant ttRNH. Although the population distributions overlap, the trend is clearly in
favor of increased population in the mutants.

4.2 Dynamics of the glycine-rich region

Residues Gly15 and Asn16 in the glycine-rich loop are notably flexible both experimentally

and in simulation in ecRNH. By contrast, ttRNH is significantly more rigid at 300K, and

becomes flexible only at elevated temperatures. The backbone flexibility reflected in rela-

tively low S2 order parameters for these residues is associated with occupancy of a minor

conformation in Ramachandran space by G15, which results in a change in orientation

for the sidechain of N16. The major conformation for this loop, which is represented in

almost all crystal structures of bacterial RNases H, results in an orientation in which the

N16 sidechain would sterically clash with substrate; however, in the minor G15 backbone

conformation, N16 occupies an orientation that closely resembles that found in the hsRNH

complex (Figure 4.2). This conformation is also similar to that observed in Bacillus halo-

durans in complex with substrate, despite the fact that the substrate orientation in this

complex differs significantly from hsRNH and from an orientation that would be necessary

for interactions with the handle [118]. The populations of this state are low at 300K even

for the activating mutants, but nevertheless are increased relative to wild-type (Table 4.2)

and are correlated with decreased order parameters in the loop (Figure 4.3).
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Figure 4.2: Conformations of the glycine-rich loop. (A) The ttRNH crystal structure
is shown in red; this conformation of N16 is in steric conflict with the DNA strand (yellow)
of the substrate in the superposed hsRNH complex. (B) The hsRNH (purple) conformation
of N16 forms specific hydrogen-bonding interactions (black lines) with substrate. The minor
conformation of the ttRNH (red) backbone orients the N16 sidechain as observed in the
bound conformation.

In both ttRNH mutant simulations, the flexibility of this loop is increased relative to

wild-type. Because it is unlikely that the K75M mutant would substantially change the

dynamics of a loop approximately 20Å away, and the more flexible ecRNH has Ser at

position 12, it is reasonable to conclude that the dynamics of this loop are coupled to the

A12S mutation. Kinetics measurements suggest that A12S has an effect primarily through

Km, which is consistent with the suggestion that the mutation results in increasing the

ability of this loop to assume a binding-competent conformation.
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Figure 4.3: Order parameters for ecRNH, ttRNH, and activating mutants in the
glycine-rich loop. (Top left) Experimental S2 order parameters for ecRNH (blue) and
ttRNH (red). (Top right) Simulated order parameters for ecRNH at 300K (blue), ttRNH
at 300K (red), and ttRNH at 340K (magenta). The pattern of increased rigidity in ttRNH
is reproduced in simulation, though the simulations systematically overestimate the order
parameter value relative to experiment. (Bottom left) Difference in order parameters for
A12S/K75M (green) relative to WT ttRNH. (Bottom right) Difference in order parameters
for two trajectories of the A12S/K75M/A77P triple mutant (blue, yellow), illustrating
increased flexibility in this loop in the presence of the A12S mutation.
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4.3 Hydrophobic packing in the helix B-β 5 interface

The packing of the hydrophobic interface between helix B and β-sheet 5 is significantly

different in crystal structures of RNases H in the apo state compared to the hsRNH complex.

In particular, aromatic groups (Phe in ttRNH, Trp in ecRNH) at positions 118 and 120

are oriented “down”, pointing away from the substrate-binding site, in both ecRNH and

ttRNH; however, a 180◦ χ2 rotation orients the equivalent H120 residue in hsRNH “up”, so

that its ring nitrogen interacts with the backbone of the RNA strand of the bound substrate.

Notably, more distantly related RNases H, including the subdomain found in HIV reverse

transcriptase[92] and the atypical RNase H [238] , occupy the “up” conformation even in

the absence of substrate.

In wild-type ttRNH, a concerted rotamer transition is observed in which F118 and F120

cooperatively rotate from the “down” to the “up” conformation (Figure 4.4A). Although

phenylalanine lacks a ring nitrogen with which to form substrate interactions, and the

sidechain is not close enough to substrate for ring-stacking, the resulting conformation is

nevertheless intriguing due to its greater similarity to the structure of the complex. While

the simulations do not provide sufficient statistics for analyzing the rate of this transition,

it is accessible within 100ns in one of three independent trajectories. By contrast, the

equivalent residues in ecRNH—W118 and W120—never sample the “up” conformation

within 100ns. Instead, ecRNH requires either much longer timescales or elevated pH in

order to occupy this conformation, and in no case does W118 reorient alongside W120. In

ecRNH the transition is facilitated by opening of the active-site loop immediately adjacent

to β-sheet 5, but this does not seem to be strictly required in wild-type ttRNH.

In the A12S/K75M and A12S/K75M/A77P ttRNH trajectories, the transition of F120

to the “up” state occurs much more readily. Notably, the coupling between F118 and

F120 is consistently broken; in no K75M-containing trajectory does F118 stably change
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Figure 4.4: Conformations of the helix B-β 5 interface. (A) Two conformations
accessible to wild-type ttRNH. The crystal structure conformation is shown in red; the
alternative conformation after a concerted transition for F118 and F120 is shown in yellow.
(B) Conformations represented in the hsRNH complex (purple/blue), in a 1µs trajectory
of ecRNH (light blue), and in all ttRNH trajectories featuring a K75M mutation (red). In
ecRNH only W120 experiences a rotamer transition, in contrast to wild-type ttRNH; in
ttRNH mutants containing K75M, the motions of F120 are similarly decoupled from F118.

orientation. In all cases M75 packs onto the F118 ring in a conformation reminiscent of

that observed for the equivalent Ile in hsRNH (Figure 4.4B).

A small but systematic difference is observed between the wild-type ttRNH and its

activating mutants in the dynamics of the neighboring active-site loop. The loop is slightly

more flexible in the presence of mutations, but particularly in the A12S/K75M double

mutant (Figure 4.5).

Characterization of the mutant enzymes suggested that both the double K75M/A77P

and the triple A12S/K75M/A77P ttRNH mutants exhibit small differences in near- and far-

UV circular dichroism spectra compared to either wild-type ttRNH or the any of the single

mutants, implying a subtle difference in the packing of aromatic groups despite little change

in secondary structure [237]. It seems likely that facilitating the transition of F120 to the

“up” conformation is the mechanism through which the K75M mutation, alone or coupled

to A77P, increases catalytic activity in ttRNH. (Because A77P also induces a change in

aromatic environment, it is possible that both mutations are necessary in order to produce
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Figure 4.5: Computed order parameters for wild-type ttRNH and it activating
mutants in the active-site loop. Order parameters are shown for wild-type ttRNH
(red), A12S/K75M (green), and A12S/K75M/A77P (blue and yellow).

a difference of observable magnitude, since neither mutation alone shows perturbed CD

spectra.) Because the K75M mutation does not have an effect on the Km value (Table 4.1),

it seems as if the F120 rotamer flip is not required for substrate binding; however, it may

contribute to maintaining the precise orientation of substrate in the active site required for

efficient catalysis.
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4.4 Rotamer dynamics of tryptophan 81 in helix B

4.4.1 Rotamer dynamics in wild-type RNases H

Trp 81, located at the N-terminus of helix C, is highly conserved among handle-region-

containing bacterial RNases H. Examination of the hsRNH-substrate complex [119] reveals

specific interactions through sidechain interactions as well as water-mediated hydrogen

bonds through the indole ring nitrogen. Three conformations of W81 are observed among

RNase H crystal structures, distinguished by their χ2 rotamers (Figure 4.6A): the trans

rotamer, occupied in the hsRNH structure as well as most ecRNH structures; the gauche-

rotamer, occupied as a minor conformation in ttRNH, and the gauche+ rotamer, occupied

in the ttRNH crystal structure. This last rotamer is likely to be an artifact of crystal

contacts in the region, as it is quickly abandoned in all simulations initiated from this

conformation and rarely revisited, and clearly clashes with substrate. Interestingly, in a

mutant in which the inserted G80b immediately preceding W81 in ttRNH has been added

to the ecRNH sequence (denoted ecRNH iG80b), W81 occupies the gauche- rotamer in the

corresponding crystal structure [136]. By superposition with the hsRNH structure, this

rotamer is less well-positioned to accommodate substrate (Figure 4.6B).
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Figure 4.6: Conformations of the W81 sidechain. (A) Structural superposition of the
ttRNH crystal structure (red), the hsRNH crystal structure (purple), and the alternate W81
conformation sampled in trajectories of wild-type ttRNH (cyan). The χ2 angles correspond
to the gauche+, trans, and gauche- rotamers, respectively. The gauche+ rotamer clearly
creates a steric clash with substrate. (B) The steric environment of the gauche- rotamer,
which also clashes with the substrate backbone, though less severely than gauche+. (C)
The packing interface between W81 and its neighbor A77 in wild-type ttRNH. (D) The
packing interface between W81 and P77 in the A12S/K75M/A77P trajectories.
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The S2 order parameters of the W81 sidechain N ε group have been measured in ecRNH,

ttRNH, and ecRNH iG80b (Table 4.3). The ring is significantly more flexible in ttRNH

compared to either of the other two proteins. Remarkably, simulations quantitatively re-

produce this pattern [74]. In simulation, ttRNH samples both the trans and gauche- χ2

rotamers, while ecRNH trajectories initiated from PDB ID 2RN2 sample only the trans

conformation and ecRNH iG80b samples only the gauche- conformation. Notably, tra-

jectories initiated from the ecRNH structure 1RNH, which occupies the gauche- rotamer,

predict a low order parameter clearly inconsistent with the experimental data, indicating

that this rotamer is not likely to be occupied with significant population in solution. The

rotamer distributions from each wild-type simulation are illustrated in Figure 4.7A.
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Table 4.3: S2 order parameters of W81 ring N ε for various RNase H mutants.
Protein Rotamer(s) S2 (MD) S2 (NMR)
ecRNH WT (2RN2) t (100%) 0.83±0.00a 0.83±0.02b

ecRNH WT (1RNH) g- (100%) 0.67±0.02 0.83±0.02b

ttRNH WT t (93%) /g- (7%) 0.66±0.06a 0.67±0.02c

ttRNH A12S/K75M t (98%) /g- (2%) 0.72±0.14 N/A
ttRNH A12S/K75M/A77P 1 t (100%) 0.84±0.01 N/A
ttRNH A12S/K75M/A77P 2 t (99%) /g- (1%) 0.84±0.01 N/A

ttRNH dG80 t (100%) 0.80±0.01 N/A
ecRNH iG80b g- (100%) 0.79±0.01a 0.82±0.01c

ecRNH iG80b Q80Ld t (97%) 0.67±0.13 N/A
ecRNH iG80b V101Re t (48%) /g- (52%) (g-) 0.69±0.04

(t) 0.85±0.01
N/A

ecRNH iG80b G77A t (66%) /g- (34%) (g-) 0.76±0.02
(t) 0.82±0.01

N/A

Calculated and experimental NMR S2 order parameters for the W81 N ε in various RNase
H mutants, and the relationship of flexibility to preferred W81 χ2 rotamer. a From N.
Trbovic [74] b From C.D. Kroenke [239]. c From J.A. Butterwick [240]. d This simulation
was run for 200ns to facilitate sampling of repacking among local hydrophobic groups. e

This simulation was run for 175ns because a single W81 rotamer transition was observed
at 90ns. Note that S2

MD values are calculated in blocks corresponding to the expected
global tumbling time of approximately 10ns; therefore rotamer-specific order parameters
can be calculated only in cases where the persistence time for each state exceeds 10ns.
Populations are not reported for the gauche+ rotamer, which is quickly abandoned in
simulations initiated from the ttRNH crystal structure conformation.
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Figure 4.7: χ2 distributions of the W81 sidechain. (Top) The χ2 distributions for W81
for simulations of the wild-type proteins. (Center) Distributions for activating mutations in
ttRNH. (Bottom) Distributions for mutations exploring the coupling between the glycine
insertion, position 77, and preferred W81 rotamer populations.
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4.4.2 Coupling of W81 to A77

In both A12S/K75M/A77P ttRNH trajectories, the W81 rotamer dynamic is largely abro-

gated at the 100ns timescale. One trajectory never samples the gauche- conformation and

the other samples it only once, for less than 2ns. Instead, the addition of the bulky and

helix-interrupting proline sidechain at position 77 permits an alteration in local hydropho-

bic packing in which the indole ring packs against the proline ring, presumably increasing

the penalty associated with disrupting this interaction relative to packing against the na-

tive alanine residue (Figure 4.6C-D). Reduction of a rotamer population that is sterically

incompatible with substrate binding provides a plausible rationalization of the Km effects

of the A77P mutation. The effects of this mutation on kcat are more difficult to interpret,

but given that the phosphate backbone of the substrate directly participates in catalysis

[241], it is possible that the specific interactions between W81 and substrate contribute to

catalytically productive pre-organization of the active site as well as to the initial process

of substrate binding.

Interestingly, among bacterial RNase H proteins containing handle loops, those se-

quences containing a glycine insertion are systematically and dramatically more likely to

contain alanine at position 77, while sequences without insertions most commonly contain

glycine (Figure 4.9A,C). The simultaneous introduction of these two mutations—iG80b

and G77A—into ecRNH has been observed to induce cooperative thermostabilization [136].

The phylogenetic distributions of these two sequence categories suggest that insertions are

enriched in Firmicutes (Gram-positive bacteria) while absence of insertion is enriched in

Proteobacteria (Gram-negative), although the presence of phylogenetic overlap suggests

that the observed sequence pattern is not purely due to common descent (Figure 4.9B,D).

(It is worth noting that E. coli is a member of the Proteobacteria, and its relatives are

likely overrepresented in this dataset.) Only a single sequence in this dataset contains
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a naturally occurring proline at position 77; this sequence, from T. equigenitalis (a mi-

croaerophilic proteobacterium), contains N in the insertion position and is 42% identical

to ecRNH.

Analysis of more distantly related sequences from all domains of life by the direct-

coupling method [221] suggests that position 77 is the second most likely to participate

in “evolutionary coupling” interactions, defined as pairs of sequence positions statistically

likely to exhibit covariation in large multiple sequence alignments. (The top-ranked position

is the i-4 position in helix B, Y73 in ecRNH.) Positions to which residue 77 is coupled are

shown in Figure 4.8.

4.4.3 Coupling of W81 to the glycine insertion

Because of the ability of local hydrophobic packing to determine both handle-loop dy-

namics and W81 sidechain orientation, introduced additional mutations were introduced

into ecRNH iG80b intended to “rescue” the protein from its presumably unproductive pre-

ferred rotamer by forcing W81 back into the trans conformation. The crystal structure of

ecRNH iG80b/G77A has been solved and was used to initiate a trajectory for comparison

to ecRNH iG80b [136]. Based on the observation that the penalty associated with the

gauche- conformation can be increased by altering the local hydrophobic packing of the

W81 sidechain, the mutation Q80L was introduced to provide a bulkier packing surface.

Additionally, based on the observed coupling between V98 and V101 in determining the

preferred conformations of the handle loop, the ecRNH iG80b/V101R mutation was tested.

All three mutations reduce the population of the presumptively unproductive gauche- χ2

rotamer relative to ecRNH iG80b (Figure 4.7C).
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Figure 4.8: Residue preference and phylogenetic distribution for position 77.
(A) Residues aligned to position 77 (ecRNH numbering) among bacterial sequences that
possess handle loops but lack an insertion at position 80b. (B) Phylogenetic distribution of
insertion-lacking sequences, dominated by Proteobacteria (Gram-negative). (C) Residues
aligned to position 77 among bacterial sequences with handle loops and insertions. (D)
Phylogenetic distribution of insertion-lacking sequences, dominated by Firmicutes (Gram-
positive). The ’other’ residue category contains, in order of frequency in the complete
dataset, cysteine (20), serine (12), asparagine (2), proline (1), and threonine (1).

4.5 Backbone dynamics of activating mutants

Interestingly, none of the three trajectories exhibit significantly perturbed average back-

bone S2 order parameters relative to wild-type ttRNH, despite changes in the flexibility of

particular loops (Table 4.4). Increases in the flexibility of the glycine-rich and active-site
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Figure 4.9: Evolutionary coupling analysis of position 77. Residues with significant
evolutionary coupling to position 77, as determined by the direct-coupling method [221]

applied to a multiple sequence alignment covering RNase H homologs in all domains of life
assembled by the HHblits tool, mapped onto the structure of ecRNH.

loops, as well as the αA-β4 loop, are offset by increases in rigidity in the handle to produce

overall average values that are nearly identical. Although it is not clear how rigidifying the

handle (and reducing its population of the open state) is associated with increased catalytic

activity, this represents the first observation in this overall simulation dataset of coupling

between the behaviors of the active-site loop and the handle.

Table 4.4: Average S2 backbone order parameters for ttRNH activating mutants.
Protein Mean S2 Handle S2 Gly-loop S2 Active-site loop S2

ttRNH WT 0.83 0.76 0.86 0.67
A12S/K75M 0.82 0.82 0.84 0.53
A12S/K75M/A77P 1 0.82 0.80 0.84 0.61
A12S/K75M/A77P 2 0.83 0.80 0.84 0.62

Calculated S2 backbone amide order parameters averaged over the entire protein and
selected functionally important loops. The handle is defined as residues 89-100, the
gly-loop is defined as residues 12-18 (to include the mutation site), and the active-site
loop is defined as residues 121-128.
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Chapter 5

Dynamics of the ecRNH active site

5.1 Introduction

Charged and polar residues are overrepresented in the active sites of proteins relative

to their overall abundance [242]. In particular, aspartate, asparagine, glutamate, and

glutamine contribute functional groups critical for processes such as cofactor binding,

acid/base chemistry, and direct participation in enzymatic catalysis. NMR has been ex-

tensively used to characterize the dynamics of amino acid sidechains, and has been partic-

ularly fruitful when combined with computational approaches—for example, in the study

of sidechain motions of arginine [243] and lysine [244], as well as numerous experiments

focused on the dynamics of methyl groups [245; 246; 247; 248]. However, surprisingly

few experiments have focused on the dynamics of the carboxyl- and carbonyl-containing

sidechains [249; 250; 251]

The ribonuclease H active site canonically consists of a highly conserved DEDD motif,

represented in the Escherichia coli homolog (ecRNH) as D10, E48, D70, and D134 [252]

(Figure 5.1A). These residues interact with catalytically required divalent metal ions. Ac-

tivity has been reported in the presence of Mn2+, as well as inert transition-metal complexes
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such as cobalt hexaamine, in addition to the physiologically relevant Mg2+ [253]. Optimal

enzymatic activity occurs at much lower concentration of Mn2+ compared to Mg2+, and the

presence of very high ion concentration is inhibitory [121]. Measurements of the pKa values

of the active-site residues indicate perturbed pKa values for D10 and D70 which normalize

upon Mg2+ binding, clearly establishing these residue as critical for interaction with ions

[205]. The pH optimum for the RNase H reaction in vitro is approximately 7.5-8.5 [68], a

value at which all active-site residues should be deprotonated [205].

Despite extensive study, the interaction of metal ions with the RNase H active site

is poorly understood. Significant differences have been observed between the protein’s

interactions with Mg2+ compared to Mn2+. Co-crystallization studies of ecRNH with high

concentrations of Mg2+ find a single bound metal ion [120] (Figure 5.1B). By contrast, co-

crystallization with Mn2+ reveals two bound ions, one in the A site consisting of D10 and

D134, and one in the B site consisting of D10, E48, and D70 [123] (Figure 5.1C); the B site

is similar but not identical to the previously identified Mg2+ site. Single Mn2+ sites have

been identified in the presence of mutations of E48 and/or D134 [124], both of which are

dispensable for Mn2+-dependent activity [254]. Crystallographic studies of related RNases

H from the archaeal extremophile Bacillus halodurans [118] and the Homo sapiens homolog

[119] in complex with substrate find two bound ions in the active site (Figure 5.1D).

RNase H domains also occur as a component of the reverse transcriptase protein found

in retroviruses and required for viral proliferation [255]. The RNase H domain from HIV

has been reported to bind two Mg2+ ions even in the absence of substrate [92]; however,

recent studies of retroviral RNases H more structurally similar to the known bacterial

examples identify a single Mg2+ in a position close to that exhibited by the ecRNH structure

(Figure 5.1B). Interestingly, there is both structural and dynamic evidence for coupling

between the RNase H handle loop and the behavior of the active site. NMR studies of

ttRNH in the absence of divalent ions indicate similar dynamic timescales for the handle
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loop and the active-site loop containing H124 [72], suggesting a coupled motional process.

Despite interaction between the positively charged handle loop and the substrate, removing

helix C and the handle abolishes Mg2+-dependent but not Mn2+-dependent enzymatic

activity in ecRNH [229]. The HIV RNase H subdomain, which lacks helix C and the

handle and is inactive, can have its Mn2+-dependent activity restored by insertion of the

corresponding sequence from ecRNH [230; 231]. Two structures of the natively handle-

containing retroviral RNase H domain from XMRV that both contain a single Mg2+ ion

differ in its exact location: in the wild-type protein the ion position resembles the Mg2+

from ecRNH [212], while in the ∆C mutant the ion resembles the Mn2+ B site [210].

The structural diversity of metal-ion locations is summarized in Figure 5.1.
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Figure 5.1: Conformational diversity of metal-ion interactions with ecRNH as
determined by crystallography. In all cases the backbone and active-site sidechains
from ecRNH in the absence of ion (PDB ID 2RN2) are shown in light blue for comparison.
(A) Structural superposition of the four active-site residues in two structures of ecRNH in
the absence of metal ions: 2RN2 (light blue) and 1RNH (dark blue). (B) Structural diver-
sity of RNases H in complex with a single Mg2+ ion: ecRNH (1RDD), green; XMRV WT
(4E89), dark cyan; XMRV ∆C (3P1G), maroon; MoMLV ∆C (2HB5), purple. The two
structures containing helix C and the handle loop (1RDD and 4E89) bind Mg2+ in a dif-
ferent position than the two structures of deletion mutants. Additionally, the two deletion
mutants both contain two alternate conformations for E48 and D134. (C) Comparison of
Mg2+ and Mn2+ complexes: ecRNH with Mg2+ (1RDD), green; ecRNH with Mn2+ (1G15),
orange; HIV RNase H domain with ecRNH helix C insertion with Mn2+ (3HYF), brown.
(D) Structural diversity of RNases H in complex with substrate: Homo sapiens RNase H
with Ca2+ ions (2QKK), brown; Bacillus halodurans RNase H with Mn2+ ions (1ZBI), dark
green.



CHAPTER 5. DYNAMICS OF THE ECRNH ACTIVE SITE 92

Titration of Mg2+ with ecRNH, monitored independently by 1H and 25Mg2+ NMR,

yields a Hill coefficient very close to unity, suggesting that only a single ion binds to

the protein in the absence of substrate [253]. The identified binding site has relatively

weak affinity; Kd has been reported in the micromolar [253] to low millimolar range [256].

The second site may be occupied only upon binding of substrate [124], possibly due to

the presence of high local concentration in the ion cloud of the highly negatively charged

nucleic acid molecule. Conformational changes in the active site upon binding the first

ion have been suggested as well, with the second site proposed as being responsible for

the attenuation of activity at high ion concentrations [121]. Alternatively, a histidine

residue (H124 in ecRNH) located in a loop adjacent to the active site has been proposed as

responsible for attenuation. Collectively, these results have been used to propose both a one-

metal [122; 123; 124] and a two-metal [125; 118; 126] catalytic mechanism. Computational

work using the quantum mechanics/molecular mechanics (QM/MM) method applied to the

Bacillus halodurans [257; 258; 128] and Homo sapiens [129] complexes generally supports

the two-metal mechanism, with a possible role for a third transiently bound ion [259].

To better understand the dynamics of the RNase H active site upon Mg2+ binding, the

dynamics of carboxyl- and carbonyl-containing (DENQ) sidechains in molecular dynam-

ics simulations of ecRNH were compared to those inferred from recently developed NMR

experiments quantifying motion of these residues at the ps-ns and µs-ms timescales (J.-

H. Cho, unpublished data). These results suggest that the active site residues are rigid

in the ps-ns timescale while undergoing substantial conformational exchange upon Mg2+

binding. This may be interpreted as evidence in favor of electrostatic preorganization for

binding the first metal ion, coupled to dynamic reorganization at longer timescales. This

work illustrates the utility of combined MD-NMR studies in understanding the dynamic

prerequisites for enzymatic catalysis.
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5.2 Dynamics of carboxyl- and carbonyl-containing

sidechains in the absence of divalent ions

5.2.1 Comparison between MD and NMR data

The experiments conducted monitor the resonances of the carbon atoms directly attached

to the carboxyl- and carbonyl-containing functional group, that is 13Cγ for D and N, and

13Cδ for E and Q. These studies yielded data of sufficient quality for analysis for 22 out of

the 34 DENQ residues in ecRNH. The experimental (S2
NMR) and calculated (S2

MD) order

parameters, reflecting motion around the Cβ − Cγ bonds for D and N and the Cγ − Cδ

bonds for N and Q, are reasonably well correlated (Figure 5.2) with an R2 value of 0.72,

suggesting that the MD simulations can be used to provide atomistic interpretations of the

dynamics suggested by the NMR data.

Two out of the four active-site residues—D10 and D134—have higher order parameters

in simulation compared to experiment. Simulations were performed for ecRNH proto-

nated to recapitulate preferred protonation states at pH 5.5 (D10 protonated, H124 doubly

protonated) and pH8.0 (D10 deprotonated, H124 singly protonated on Hε). By contrast,

experiments were performed at pD=6.2, which is similar to the experimental pKa of D10

(6.1) [205]. Therefore, the experimental S2 values for active-site residues should reflect a

population average of the protonated and deprotonated states for D10. Inspection of the

high-pH simulation reveals that D10 and D134 under these conditions remain rigid due to

the formation of a water-mediated hydrogen bond between their sidechains. D134 addi-

tionally forms a salt bridge with R138, whose calculated S2 value is also slightly too high

in simulation [243].

Although the experimental data is disproportionately missing solvent-exposed and there-

fore highly dynamic residues, these residues are well-sampled in MD, which can be used to
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Figure 5.2: Comparison between experimental and simulated S2 order param-
eters for DENQ residue sidechains. (Left) Experimental (light blue) and simulated
(dark blue) S2 values for the order parameter reflecting motion around the 13Cγδ carbon-
carbon bond. Experimental values were produced using model-free analysis of the 13Cγδ

relaxation rates via simultaneous fit of the S2 and τe values; errors of the fits were es-
timated using Monte Carlo simulations of 300 random data sets (J.-H. Cho, unpublished
data). Simulated values were calculated in 10ns blocks to reflect the overall tumbling of the
protein; errors reflect the standard error of the mean. Simulated values were scaled by 0.93
to account for differences in bond-length assumptions. Active-site residues are indicated as
red triangles. (Right) Correlation between experimental and simulated values. Active-site
residues are indicated in red. The Pearson’s R2 value for the 21 residues analyzable by the
model-free formalism is 0.72.

obtain unbiased statistics regarding the flexibility of each residue type. Overall, both the

MD and NMR data imply that the shorter-sidechain D and N residues are collectively more

rigid than are E and Q (Table 5.1). This is consistent with previous observations on cal-

bindin D9k, the only other protein for which such data has been measured [250]. However,

MD may also systematically overestimate the rigidity of the shorter sidechains, an obser-

vation that is only moderately improved between the 99SB and 99SB-ILDN force fields,

which have average S2 values for N residues of 0.79 and 0.73 respectively. (Interestingly,

this is the opposite of the pattern that has been observed for backbone amide S2 values,

which tend to be systematically underestimated due to population of spurious conforma-

tions not likely to be represented in solution [236].) Nevertheless, the relative rigidity of all



CHAPTER 5. DYNAMICS OF THE ECRNH ACTIVE SITE 95

Table 5.1: Average S2 values per sidechain type for DENQ residues.
Residue type MD NMR

D 0.81 0.76
E 0.60 0.58
N 0.79 0.63
Q 0.43 0.42

Comparison of average S2 values per sidechain type as determined by MD and NMR.

four sidechain types measured by NMR is reproduced in simulation. These data support

the hypothesis based on structural bioinformatics that D is preferred in enzyme active sites

due to its increased rigidity [242].

5.2.2 Effects of variations in simulation conditions

Variations in simulation conditions produce S2
MD values for active-site residues that are

more similar to each other than to S2
NMR values, indicating that the details of the sim-

ulation setup do not determine the quality of experimental agreement (Figure 5.3). The

only changes in simulation conditions that produce substantial differences are the use of

the AMBER99SB-ILDN force field, which contains modifications to the sidechain param-

eters for D and N residues, and the use of the TIP4P water model instead of the more

computationally efficient TIP3P. Two solvent-exposed residues—N16 and N84—exhibit

differences between 99SB-ILDN and 99SB, and N84 and N100 differ between TIP3P and

TIP4P; however, the dynamics of the active-site residues are not affected. Importantly,

additional sampling time did not substantially change S2, as demonstrated by comparing

a 100ns ecRNH trajectory to a 1µs trajectory; the ps-ns timescale dynamics of the DENQ

sidechains are therefore well sampled at 100ns of simulation time. It is likely that discrep-

ancies in S2 values for the active-site residues arise not from incomplete conformational

averaging alone, but instead from the inability of standard molecular mechanics force fields
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to model changes in protonation state.
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Figure 5.3: Variation in calculated DENQ sidechain order parameters with simu-
lation conditions. Calculated S2 values are shown for various simulation conditions with
standard errors of the mean. The four active-site residues are indicated with red triangles.
In no case does the difference between any two simulations reach statistical significance.
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5.3 Structural determinants of ps-ns timescale side-

chain dynamics

Sidechain S2 values are at best weakly correlated with backbone amide S2 (R2=0.32), rela-

tive surface area in the crystal structure (R2=0.30), MD-averaged solvent-exposed surface

area (R2=0.38), or (for D and E residues) with the size of the measured pKa perturba-

tion (R2=0.03) (Figure 5.4. There is a correlation with the crystallographic B-factors from

the ecRNH structure (PDB ID 2RN2), despite the differences in origins of the motions

measured by each parameter (R2=0.57). The weak correlation with solvent exposure is in

contrast to observations of the analogous S2 value of the amino group of lysine sidechains

in ubiquitin [244] and N ε of the guanidinium group of arginine sidechains in ecRNH [243],

which have been observed to be correlated to solvent accessibility.

Both sidechain flexibility and ∆pKa show a similar pattern in their relationships to RSA

(Figure 5.5). Buried residues tend to be rigid, but solvent-exposed residues exhibit highly

heterogeneous dynamic behavior. Similarly, exposed residues tend to have unperturbed

pKa values, but partially buried residues vary significantly. Sidechains with similar dynamic

behavior tend to colocalize within the structure; highly rigid sidechains cluster within the

active site and in the interfaces among helices A, C, and D (Figure 5.6). Other than D10

and D70, carboxylate-containing residues with perturbed pKa values tend to be those that

participate in highly persistent salt bridges.

5.4 Active-site dynamics in other RNase H homologs

Given that all known RNase H homologs have extremely similar active-site structures, it is

likely that measurements made on the ecRNH protein can be generalized to other RNase

H homologs, at least those that contain the helix C/handle loop structure known to be
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Figure 5.4: Correlation of DENQ sidechain order parameters with various struc-
tural parameters. Calculated S2 values for DENQ sidechains are correlated to various
structural parameters expected to influence or be influenced by local sidechain dynamics.
The four active-site residues are shown in red. Crystal structure RSA was calculated using
GETAREA [260]. MD-averaged SASA was calculated using VMD [261]. To avoid bias-
ing statistics due to omission of highly flexible residues, all correlations use the calculated
rather than experimental sidechain S2 values.
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Figure 5.5: Effects of buried surface area on dynamic behavior for carboxylate-
containing sidechains. (Left) Perturbation in pKa of each carboxylate sidechain as
a function of the relative surface area (RSA) calculated from the crystal structure 2RN2.
(Right) Calculated S2 order parameter as a function of RSA. Active-site residues are shown
in red. The residue numbers for significant outliers from the pKa trend are shown.

coupled to metal-binding behavior. S2
MD values were therefore calculated for the remaining

bacterial RNase H homologs of known structure, as well as for hsRNH in the absence of

substrate.

As might be expected from the high level of structural conservation in the active-site

region, the five handle-region-containing RNase H homologs compared differ very little in

the dynamics of their active site residues (Figure 5.7). Notably, the trajectory initiated from

the hsRNH structure, which was solved in the presence of substrate and which contained

a Na+ ion in a position similar to the B site in ecRNH, differs very little from trajectories

initiated from any other RNase H structure lacking these additional components. This

observation provides strong support for the interpretation that the rigid active-site residues

are electrostatically preorganized for metal-ion interactions even in the unbound state.
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Figure 5.6: Colocalization of sidechain dynamic behavior in ecRNH. Residues are
colored by S2 values of their sidechains, with red indicating flexibility and blue indicating
rigidity. Experimental values for arginine residues were reproduced from [243]. Because
measurements of the lysine residues have not been made, and require much lower tempera-
tures than those at which other residues have been studied [244], simulated S2 values were
used instead.

In order to better understand the dynamic processes that might lead to the adoption

of the “Mg2+-like” binding conformation assumed by ecRNH, rather than binding in the

Mn2+ B site, additional simulations in the absence of divalent ions were performed on a set

of retroviral RNase H homologs chosen to directly compare the behavior of proteins that do

and do not contain helix C and the handle loop. As detailed in Figure 5.1, differences are

expected in the ion-binding behavior of homologs with and without this sequence. These

results are summarized in Figure 5.7B. In brief, no significant differences are observed

between simulations initiated from the XMRV full-length structure compared to the ∆C

mutant, between the XMRV ∆C mutant compared to the HIV homolog (which naturally

lacks this sequence), or between any of the retroviral domains compared to ecRNH. This

result suggests that the preorganization of the active site on the ps-ns timescale is not
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Figure 5.7: Active-site dynamics in RNase H homologs. Calculated S2 values are
shown for the four active-site residues in RNase H homologs. Left: soRNH (dark blue),
ecRNH (light blue), ctRNH (magenta), ttRNH (red), hsRNH (purple). Right: ecRNH
(light blue), XMRV WT (green), XMRV ∆C (yellow), HIV (brown). All simulations were
carried out at 300K in the AMBER99SB force field with TIP3P water with structures
protonated to reflect a pH of 5.5.

modulated by differences in amino acid sequence, but rather is inherently imposed by the

overall protein fold. Although crystallographic evidence suggests there is a difference in ion

binding between proteins that contain a handle and those that do not, this difference does

not appear to be reflected in the apo-state dynamics of the proteins at the ps-ns timescale.

Simulations of the Homo sapiens RNase H homolog and the Thermus thermophilus arg-

onaute protein (a distant RNase H homolog with similar active-site architecture) in complex

with two Mg2+ ions and phosphonate-based substrate analogs find the active site to be rigid

under these conditions as well; in conjunction with the present data, these results imply

that active-site preorganization is a general property of this larger family of nucleases [262].

Although selective inhibitors of the HIV RNase H domain have been developed based on
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the hypothesis that the metal ion dependence of the HIV domain’s catalytic mechanism

differs from that of the human homolog [125], it is likely that this selectivity derives from

differences in the relative affinity of the two metal ion binding sites—perhaps due to differ-

ences in reorganization after binding of the first ion—rather than differences in mechanism

per se.
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5.5 Conformational consequences of Mg2+ binding

5.5.1 Experimental observations of Rex accompanying Mg2+ bind-

ing

Experimental investigations additionally characterized the effect of Mg2+ on the dynamics

of the DENQ sidechains. These results are summarized in Figure 5.8. Chemical exchange

line broadening that can be attributed to the presence of Mg2+ (Rex) is primarily, though

not exclusively, observed in residues in or near the active site. Assuming a motional process

that is fast on the NMR timescale, all residues involved in the same process should be

collinear on a plot of the square of the observed chemical shift difference ∆ω2 between

the apo and Mg2+-bound forms, versus the measured Rex value. Figure 5.8B shows that

two distinct processes are observed; residues can be assigned to two groups based on their

observed perturbations. Group 1 consists of N44, E57, and D102. Group 2 consists of E48,

D10, D70, and D134 (although D10 is too broadened in the Mg2+-bound state to observe,

it has been included in group 2 on the basis of its extremely large chemical shift difference).

Group 2 is thus coextensive with the catalytic carboxylate residues. The positions of these

residues are indicated in Figrue 5.9.

As a result, these data do not distinguish between the multiple candidate binding modes

for the interaction of Mg2+ ions with the active-site residues. However, the group 1 residues

suggest that perturbations due to metal binding are experienced by residues in the helix

A-helix D interface as well as those in the active site. Both E57 and D102 are involved in

salt bridge interactions with arginine residues that form part of the dimeric coiled-coil-like

interface between these two helices. These arginine residues have previously been identified

as having highly rigid guanidinium groups on the ps-ns timescale in both simulation and

experiment [243]. Here their carboxylate salt-bridge partners are identified as similarly
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Figure 5.8: Experimental measurements of Mg2+ binding to the active site of
ecRNH. (A) Contribution of Mg2+ to chemical exchange line broadening (Rex). D10 was
too broadened to observe. (B) Squared change in chemical shift (∆ω2) of each Cδγ in the
presence of Mg2+. (C) Rex as a function of ∆ω2, illustrating the two groups into which
the DENQ sidechains can be clustered. Group 1 (green) shows little ∆ω2, while group 2
(yellow) shows large ∆ω2 and encompasses the active-site residues. (J.-H. Cho, unpublished
data.)

rigid on a short timescale, but sensitive to perturbations originating from the active site.

Previous work studying perturbations to the backbone upon ion binding did not identify

any changes in this region [256], suggesting that if dynamics are transduced from the active

site to the helical interface, it occurs through the behavior of the sidechains. Alternatively,

the observation of disruption of salt bridges upon increase in ionic strength of the buffer

may simply be due to competition between Mg2+ and arginine for interaction with the

charged carboxylates.
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Figure 5.9: Experimental measurements of the effects of Mg2+ binding mapped
onto the structure of ecRNH. (A) Group 1 (green) and group 2 (yellow) residues
as defined by measurements of Rex and ∆ω2 (Figure 5.8). (B) ∆ω values for sidechain
Cγδ reflecting perturbation due to Mg2+. White corresponds to no chemical shift change,
red corresponds to a large change, and non-DENQ residues are shown in light blue. (C)
Residues previously shown to experience backbone 15N or 1H chemical shift changes upon
binding Mg2+ [263].

5.5.2 Simulations of ecRNH in complex with Mg2+

In order to more fully understand the dynamics of ecRNH in the Mg2+-bound state, sim-

ulations were conducted of ecRNH in the presence of a single Mg2+ ion initiated from the

crystal structure of ecRNH in the Mg2+-bound state (PDB ID 1RDD) [120]. The Aqvist

parameter set was used for the Mg2+ ion [216]. However, the position of the ion identified

in this structure is not stable in simulation and exits the binding site immediately upon

initiation of the trajectory. The ion transiently interacts with the protein at a variety of

sites on the protein surface over the course of the 89ns trajectory but never returns to its

original position in the active site (Figure 5.10A).

Historically, simulation of the behavior of multivalent ions using standard molecular

mechanics force fields has been a long-standing challenge. Because of the quadrupolar

effects of high local charge density, multivalent ions are not well described by the assumption
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that interatomic interactions can be decomposed into a series of pairwise sums. It is

therefore possible that the instability of this position in simulation is an artifact of force field

errors. However, given that ions in this position are not observed in the substrate-bound

structures of RNase H homologs (Figure 5.1D), and that the B-factor of the Mg2+ ion in

the 1RDD structure is much higher than those of the surrounding residues (Figure 5.10B),

it is also possible that this position does not reflect the most stable conformation of the

protein-ion complex in solution.

Figure 5.10: Mg2+ ion dynamics in a simulation initiated from the ecRNH Mg2+-
bound crystal structure. (A) Occupancy map from an 89ns simulation initiated from
the ecRNH structure solved in the presence of Mg2+ (PDB ID 1RDD), contoured to 0.05%
occupancy (corresponding to at least 45ps total residence time). The ion exits the active
site and interacts with a variety of regions on the protein surface. (B) The active-site region
of the 1RDD structure, colored by atomic B-factor. The B-factor of the ion is substantially
larger than the surrounding residues, and is in fact larger than the B-factor of any other
atom in the structure save crystallographic waters.

Additional simulations were carried out under the same conditions for single Mg2+ ions

in each of the two Mn2+ binding sites identified for ecRNH. Because the crystal structure

of ecRNH solved in the presence of Mn2+ (PDB ID 1G15) exhibits disorder in both the
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active-site and handle loops [123], the ion positions were instead modeled into the apo

ecRNH structure (PDB ID 2RN2) by superposition. For the model of the B-site Mg2+ ion,

the rotamer of E48 was also corrected to match that observed in the 1G15 structure. For

comparison to an alternative homolog, the Mg2+ ion in the B site was also modeled into

ttRNH (PDB ID 1RIL), whose structure was also solved in the absence of divalent ions.

Mg2+ ions were found to be stably associated with the ecRNH active site in both

simulations, despite the fact that the ions were modeled into a structure that did not

originally contain them (Figure 5.11). This observation clearly supports the hypothesis

that electrostatic preorganization in the active site promotes ion binding. It is possible that

the effectiveness of this modeling procedure was facilitated by a well-documented feature of

crystal packing in ecRNH, in which the amino group of a lysine sidechain in a neighboring

molecule inserts into the negatively charged active site in a position approximating the B

site. However, a short simulation of ttRNH, whose structure does not contain this contact,

with Mg2+ modeled into the B site was also stable, suggesting that crystal contacts in

ecRNH are not responsible for the observation of preorganization in its active site.

The presence of Mg2+ located in either the A or the B site did not substantially affect the

dynamics of the active-site residues. All four residues remain highly rigid in the presence

of an Mg2+ in either position (Figure 5.12). The major difference between the unbound,

A site, and B site trajectories’ carbonyl-sidechain dynamics was observed in a short loop

between helix D and β-sheet 5. This region is significantly heterogeneous in other variations

of simulation conditions (Figure 5.3), suggesting that it is simply incompletely sampled at

the 100ns timescale rather than significantly perturbed by ion binding. No significant

differences in the behavior of these residues are observed experimentally at the µs-ms

timescale.

Of the four conserved catalytic residues, D134 is known to be somewhat dispensable;

catalytic activity is retained, though reduced, by substitutions with N or H, which also
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Figure 5.11: Occupancy maps for Mg2+ positions for ecRNH trajectories with
single ions in the A and B sites. Maps contoured at 10% occupancy for the A site
(blue) and B site (green). The conformation of the four active-site residues in apo ecRNH
and the positions of the two Mn2+ from which the trajectories were initiated are shown for
comparison. Drift from the original A site position is clearly shown.

increase thermostability. In conjunction with crystallographic evidence, this suggests that

the B site is the one occupied in the absence of substrate. Because measurements of the

sidechain 13Cγδ resonances by NMR could not clearly distinguish the behavior of D134 (the

unique participant in the A site) from E48 (the unique participant in the B site), compar-

isons of the two trajectories provide an additional opportunity to distinguish between these

two sites.
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Figure 5.12: Differences in DENQ sidechain S2 values in the presence of Mg2+

ions in ecRNH. Calculated S2 values are shown for various simulation conditions with
standard errors of the mean: ecRNH apo (light blue), A site (dark blue), B site (green).
The four active-site residues are indicated with red triangles. In no case does the difference
between any two simulations reach statistical significance.

Although single metal ions in both sites were stably bound to the protein, the RMSD

over the course of each 100ns trajectory was larger for the ion in the A site (1.2Å) compared

to the B site (0.6Å), which in turn is similar to the RMSD of a 30ns control simulation of

ttRNH with an ion modeled into the B site (0.6Å). Additionally, a small amount of motion

in the direction of the B site was observed for this ion; the initial and final positions differ

by 1.7Å (Figure 5.11). (By comparison, the A and B sites are about 4Å apart.)

Distinct conformations were also observed for several neighboring residues, reflecting

reorganization of local hydrogen bonding networks to accommodate ion binding in each

of the two sites. N45 does not differ significantly in sidechain rigidity between the two

trajectories, but it does differ in conformation: in the A site trajectory, it is oriented

away from the substrate-binding site and participates in a network of interactions that
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also includes the conserved site T43, while in the B site N45 is oriented into solvent and

occupies the rotamer found in the hsRNH-substrate complex.

The hydrogen-bonding network surrounding D134 unsurprisingly differs considerably

between the A and B site trajectories. Occupancy of inter-sidechain hydrogen bonds in

this region is summarized in Table 5.2. H124, which interacts with substrate in the hsRNH

complex and is known to be associated with product release, forms hydrogen bonds with

D134 in in the B site trajectory, partially displacing one of the hydrogen bonds formed

between D134 and R138 in the apo trajectory. By contrast, H124 interacts primarily with

E131 in the A site trajectory, while D134 coordinates Mg2+ in a monodentate manner,

partially displacing the R138-D134 interaction. This conformation too is at odds with

experimental evidence, since E131 experiences minimal chemical shift perturbation upon

Mg2+ binding.

The salt bridge between D134 and R138 has potential functional consequences. R138 is

conserved in hsRNH, but adopts a distinct conformation in which it is oriented toward the

backbone of the RNA strand of the substrate and forms a hydrogen bond to the phosphate

group of the nucleotide adjacent to the scissile phosphate. The maintenance of a strong

hydrogen-bonding interaction in the apo state thus minimizes the entropic cost of binding

substrate (Figure 5.13).

These results collectively add to prior experimental evidence that the B site is the

primary site for metal ion binding in the absence of substrate. Furthermore, the presence

of a metal ion in the B site may induce reorganization of the surrounding sidechains into

conformations conducive to subsequent substrate binding.
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Figure 5.13: Hydrogen-bonding environment of the A site of hsRNH in complex
with substrate. Interactions between D134, R138, metal ion A, and the phosphate back-
bone of the RNA strand are shown. The preorganization of the D134-R138 salt bridge in
the apo state of ecRNH likely minimizes the entropic cost of forming this interaction upon
substrate binding.
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Table 5.2: Hydrogen bond occupancy in the network surrounding D134 in
ecRNH.

H-bond Apo A Site B Site
H124-E131 2.2% 47.0% 16.7%
H124-D134 0.8% 1.5% 23.8%
H124-E135 0% 0% 0.3%
R138-E131 0% 11.3% 0%
R138-D134 74.1% 48.4% 65.5%
R138-E135 43.4% 29.8% 50.1%

Comparison of hydrogen-bonding environments in the network surrounding the active-site
residue D134 in the apo trajectory of ecRNH compared to trajectories containing an
Mg2+ ion in either the A or the B site. Hydrogen bonds were considered formed if the
donor-acceptor distance was less than 3.1Å and the donor-hydrogen-acceptor angle was
less than 25◦.
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Chapter 6

Long-timescale RNase H simulations

6.1 Introduction

The potential for synergy between molecular dynamics simulations and NMR has been

recognized since the earliest simulations were conducted [160; 161; 162]. Although NMR

has been a fruitful technology for the study of the internal dynamics of biological macro-

molecules at atomistic resolution, interpreting this information in terms of structural changes

has often proven challenging. To put the problem simply, NMR is highly effective at charac-

terizing the amplitude and frequency of motion, but has many fewer tools for characterizing

its direction. Combined MD-NMR studies offer the possibility of bridging this gap via di-

rect simulation of processes observable by NMR; however, this approach has historically

been constrained by the short timescales accessible to simulation due to the limitations

imposed by computational cost [163].

A variety of computational approaches have been developed in order to improve the

ability of simulations to observe processes that occur on timescales that are measurable

experimentally and relevant biologically. Progress in this field is reviewed in depth in

[264] and will be described only briefly here. Among the most critical sources of progress
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has been the development of efficient parallel-decomposition schemes allowing simulations

to be distributed over many individual CPUs (e.g. [265; 214]), thereby enabling access

to much longer timescales than would be feasible on a single machine. A fertile area

of research focuses on the development of “extended-sampling” techniques that exploit

properties of statistical mechanics to expand the regions of conformational space that

can be explored in an atomistic molecular dynamics simulation. Replica exchange [266],

accelerated molecular dynamics [267], umbrella sampling [268; 269], metadynamics [270;

271], a variety of “steered” or targeted approaches [272], and very large numbers of short

simulations run by distributed computing [273], have been described. However, extended-

sampling methods all share the property that they improve the quantity of conformational

space sampled at the expense of directly simulating processes of biological interest; the tem-

poral dimension of a traditional unbiased MD trajectory is largely lost. Alternatively, one

may retain the temporal dimension by reducing spatial resolution instead; coarse-grained

modeling found extensive use in early simulation work, when nonpolar hydrogen atoms

were often not explicitly represented (e.g. [274; 275]), and has since been developed for

the purpose of modeling large macromolecular complexes [154]. However, many dynamic

processes of significant interest are not well modeled by such reduced representations.

If neither spatial nor temporal resolution can be compromised, the remaining alterna-

tive is to increase the efficiency with which unbiased MD simulations can be carried out.

An intuitively appealing method replaces explicit representation of solvent—typically the

largest contributor to the computational cost of each timestep—with an implicit-solvent

model intended to reproduce the average properties of bulk solvent [276] (reviewed in [277]).

This approach is attractive in eliminating large numbers of calculations of “uninteresting”

solvent-solvent interactions, but typically performs poorly in benchmarks comparing the

resulting macromolecular dynamics on short timescales to experimental ensembles [278].

Improvements in performance of explicit-solvent simulations derive primarily from improve-
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ments in parallelization efficiency and from improvements in hardware performance.

Alternative computer architectures have also been pursued as means of dramatically

improving simulation performance and thereby gaining access to long timescales. Several

attempts at developing special-purpose hardware for MD simulations were made during the

1990s [279; 280], of which the longest-running is the MD-GRAPE project [281]; however,

these projects never achieved broad appeal, likely due to their inaccessibility to the broader

community. IBM’s BlueGene/L system, while not specifically intended for MD, nevertheless

proved itself capable of high performance, while suffering the same difficulties of relative

inaccessibility [282]. Currently, two major alternatives exist to simulations on traditional

CPUs: a special-purpose computer called Anton, developed by D.E. Shaw Research [283];

and graphical processing units (GPUs), particularly via NVidia’s CUDA libraries [284;

285; 286]. Highly efficient computations can be performed on readily available commercial

GPU hardware. Anton, which has been shown to be capable of up to 1ms continuous

trajectories [42] and up to 4ms of aggregate simulation time [287], has been made available

to the academic community. Herein the results of long-timescale simulations of the RNase

H family are reported, first of 1µs simulations performed on commodity hardware, and also

of simulations of up to 14µs performed on the Anton platform. Although local unfolding of

some members of the RNase H family was observed, likely due to force field errors at long

timescale in a region of the protein with highly unusual structure, these results nevertheless

describe the longest reported trajectory to date of a protein from a thermophilic organism

and thus afford unique opportunities for benchmarking the sampled ensemble against NMR

data.
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Table 6.1: RMSD of chemical shift predictions compared for 100ns and 1µs
trajectories of ecRNH and ttRNH.

Simulation Cα Cβ C’ HN Hα N
ttRNH X-ray 1.00 1.14 1.21 0.44 0.32 2.70
ttRNH 100ns 0.68 1.01 1.06 0.35 0.23 2.17
ttRNH 1µs 0.70 1.01 1.06 0.35 0.25 1.99

ecRNH X-ray 0.74 — — 0.39 0.25 2.51
ecRNH 100ns 0.70 — — 0.36 0.25 2.25
ecRNH 1µs 0.75 — — 0.36 0.27 2.32

RMSD of chemical shift predictions for the two bacterial RNase H homologs for which
corresponding NMR data are available. Simulation data is reproduced from [184].
Experimental data for ecRNH is from [135] and for ttRNH is from [72].

6.2 Microsecond-timescale simulations of ecRNH and

ttRNH

Simulations reaching 1µs total simulation time were initiated for ecRNH and ttRNH under

conditions equivalent to those used for the previously described 100ns trajectories (300K,

pH 5.5). Interestingly, these longer-timescale trajectories did not significantly improve

agreement with experiment when compared with either backbone amide S2 order parame-

ters (Figure 6.1) or with predicted chemical shifts (Table 6.1) when compared to the 100ns

trajectories.

The difference between preferred handle-region populations in ecRNH and ttRNH is

significantly reduced in the 1µs trajectories relative to the 100ns equivalents (Figure 6.2).

While the ttRNH open-state population is consistent with that observed at shorter timescale,

ecRNH experiences many more open-to-closed transitions in the longer trajectory and is

most likely converging toward equal populations. This observation is in contrast to the

100ns data, which suggested that higher simulation temperature would be required in order

to surmount the energy barrier between the two states and therefore equalize populations.
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Figure 6.1: Comparison of experimental and simulated S2 in 100ns and 1µs
trajectories for ecRNH and ttRNH. Backbone amide order parameters are shown for
ecRNH (top: experiment, black; 100ns, blue; 1µs, orange) and ttRNH (bottom: experiment,
black; 100ns, red; 1µs, yellow). The green box indicates helices B, C, and the handle loop.
Error bars are omitted for clarity.
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However, the basic observation that ecRNH populates the open state more frequently than

ttRNH is consistent with the 1µs data.
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Figure 6.2: Comparison of handle-region populations in 100ns and 1µs trajec-
tories for ecRNH (blue) and ttRNH (red). The microsecond-length trajectory (left)
has a significantly higher population of the closed state than does the 100ns trajectory
(right) for ecRNH, while ttRNH shows little difference. Asterisk indicates the transient
population in ecRNH in which the hydrophobic packing of the handle is disrupted.

A brief excursion from the typical open-closed dynamic is observed in the ecRNH trajec-

tory. This corresponds to transient water invasion of the hydrophobic spine of the ecRNH

handle loop, in which the SASA of V98 transiently increases as it loses contact with the

surface of the W85 ring. Although this excursion persists for only 20 ns in the 1µs trajec-
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tory, similar behavior at longer timescale serves as the initiation of unfolding of the handle

loop hydrophobic core.

6.3 Simulations of RNases H on the special-purpose

hardware platform Anton

6.3.1 System setup

Trajectories were initiated on Anton from the last frames of either the 100ns or 1µs tra-

jectories for ecRNH and ttRNH in AMBER99SB. Trajectories in other force fields were

initiated from 10ns NVT simulations run on commodity hardware. Trajectories for all

other RNase H homologs were initiated from the last frame of a 100ns NVT run. No sig-

nificant differences were observed that could be attributable to the length of the trajectory

used to generate an initial conformation for Anton runs.

Due to the stability of the ecRNH and ttRNH trajectories at 1µs, trajectories on Anton

were not expected to undergo dramatic conformational changes, but rather to provide more

thorough sampling of relatively slow motions. Because an extensive dataset had already

been collected on the behavior of ecRNH and ttRNH and their point mutants in the AM-

BER99SB force field, Anton trajectories were first initiated in this force field despite recent

evidence that recent modifications, particularly in sidechain dihedral potential surfaces,

provide improved agreement with NMR benchmarks [149; 288; 186].
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6.3.2 Instability of the handle region at long timescale in the

presence of R88

The handle loop of ecRNH (as well as its close relative soRNH) was found to be unstable

at long timescale in Anton trajectories. Local unfolding consistently occurred at approx-

imately the same total simulation time of 2.5-3.5µs. Although local unfolding influences

the behavior of the C-terminal tail, which is positioned close to the handle in the crystal

structure, the rest of the ecRNH protein other than the handle and helix C does not exhibit

unusual instability. The RMSD of the non-handle regions of the protein is correlated to

that of the handle, but never exceeds 3Å (Figure 6.3). Relevant dynamics for a represen-

tative unfolding trajectory (initiated from the 1µs commodity-hardware run) are shown in

Figure 6.4.

The mutant ecRNH V98A was observed to unfold more quickly than ecRNH WT,

typically within 1µs. For this reason, it was used as a test platform for variations in

simulation conditions in an attempt to identify conditions under which the handle loop

was relatively stable. However, changes in force field (AMBER99SB-ILDN, CHARMM22*,

CHARMM36), water model (TIP4P), electrostatics parameters, integrator, and ensemble

did not significantly alter the unfolding behavior observed in ecRNH.

6.3.3 Unusual structural features of the handle loop

The structure of the handle loop is highly unusual, as was commented upon by both of the

groups who independently solved the ecRNH structure that represented, at the time, a novel

fold. Of the eleven residues that make up the handle loop—G89 to N100 in ecRNH—four

occupy the left-handed helical region of Ramachandran space, and only one of those four

is a glycine. It is known that substitution of the left-handed K95 with glycine, the residue

that occurs in this position in ttRNH, increases the stability of ecRNH by 1.9 kcal/mol,
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Figure 6.3: Time courses of RMSD in the handle and core from a representative
ecRNH trajectory in which handle unfolding occurs. RMSD values compared to the
crystal structure (2RN2) for an Anton trajectory of ecRNH initiated from a prior run of 1µs.
Unfolding occurs at approximately 2.5µs. (Top) RMSD of helices B, C, the handle loop,
and the first turn of helix D (residues 73-104), which encompasses the aromatic cluster that
defines the handle-region hydrophobic spine. (Bottom) RMSD of all atoms in secondary
structure.

the single largest stability increase from a point mutation identified during the course of

extensive study of reciprocal ecRNH/ttRNH mutants [98]. The left-handed dihedral for

residue 95 is required in order to maintain the native orientation of the backbone in the

handle loop; its loss in the ecRNH trajectory occurs simultaneously with overall handle

unfolding (Figure 6.4). The left-handed conformation of W90 is also unusual [289], though

well-conserved in those RNase H homologs with a tryptophan or other aromatic residue at

this site that have been characterized crystallographically.

After approximately 7µs of simulation time, the ecRNH handle loop re-forms a compact

structure with relatively low Cα RMSD, but which lacks both the K95 and W90 left-handed

dihedrals (Figure 6.3 and 6.5). In this conformation W85 packs directly against V101,

ejecting V98 from the hydrophobic spine characteristic of non-retroviral RNase H handle

regions.
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Figure 6.4: Time courses of structural features in a representative ecRNH trajec-
tory in which handle unfolding occurs. Structural features that report on handle-loop
hydrophobic packing are shown for the Anton trajectory of ecRNH initiated from a prior
run of 1µs. Unfolding occurs at approximately 2.5µs and is nearly simultaneous with the
loss of the positive φ-angle (left-handed helix in Ramachandran space) for K95.
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Figure 6.5: Hydrophobic packing in the ecRNH handle region. (A) The native
hydrophobic packing in ecRNH; V98 is shown in brown. (B) The relatively compact,
low-RMSD alternate form sampled in the Anton trajectory at approximately 7µs. In this
conformation V98 has been ejected from the hydrophobic core, W85 directly packs against
V101, and the characteristic left-handed dihedrals for W90 and K95 have been abandoned.

6.3.4 Handle-loop conformational plasticity in remote RNase H

homologs

The simplest explanation for the observed dynamics in the RNase H handle loop is force

field error; however, the possibility that transient unfolding is a real event that is simply

oversampled in the Anton trajectories cannot be excluded. Although the structure of

the handle loop is very well reproduced among a large number of structures of bacterial

homologs, as well as of the hsRNH-substrate complex, RNase H domains from retroviruses

exhibit a much larger degree of conformational plasticity. Crystallographic characterization

of retroviral RNase H domains that natively contain helix C and the handle loop is a long-

standing challenge, with multiple examples solved only upon deletion of this region [290;

210]. Recently several structures of full-length RNase H homologs from retroviruses have

become available and reveal a degree of conformational variability in the handle loop that

far exceeds what has been observed previously in the family [213; 212; 211].
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Interestingly, simulations of these retroviral RNases H on the 100ns timescale reveal

conformations that somewhat resemble those explored in the “unfolded” state of ecRNH.

Additionally, an “atypical” metagenome-derived RNase H structure has also recently been

solved, and the hydrophobic packing observed in this structure resembles that sampled in

unfolded ecRNH [238]. A characteristic feature of this alternative packing arrangement

is the contact formed between W85 and the residue at position 101 (valine in ecRNH,

isoleucine in retroviral homologs), with the residue at position 98 ejected from the core

and exposed to solvent (Figure 6.6). Because ttRNH lacks a beta-branched residue at

position 101, it is unable to assume the same unfolded conformation; instead, its unfolding

process initiates with the loss of the left-handed dihedral of W90. In addition, trajectories

of ecRNH V101R/Q105E did not unfold within 3µs, reinforcing the importance of V101 in

the handle-region hydrophobic cluster.

Prior work on Anton has identified similar large-scale disruptions in hydrophobic pack-

ing, known as “cracking”, in the EGFR kinase protein [291]. In that case a reorganization

was observed into an alternate conformation that was also known a priori from crystallog-

raphy, while the RNase H homologs have no such known variation in handle conformation.

However, the trajectories in the EGFR case were longer than those calculated in the present

work, so it is possible that a similar reorganization into a relatively stable alternate con-

formation would be observed given additional sampling time.

6.3.5 Stability of the handle region at long timescale in the pres-

ence of N88

Unfolding events were observed in all three examples of RNases H containing arginine at

position 88, which was previously identified as a critical determinant of handle-region dy-

namics at the ps-ns timescale. However, the two RNase H homologs that contain asparagine
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Figure 6.6: Handle-region hydrophobic packing in remote RNase H homologs
and unfolded ecRNH structures. (A) and (B) Two representative conformations from
the unfolded handle loop from the ecRNH Anton simulation. (C) Structure of the “atypical”
RNase H homolog recently identified by metagenomics, of unknown source organism [238].
(D) Representative conformation from the 100ns simulation of an RNase H domain from the
prototype foamy virus [213]. Different rotamers are observed for W85, but the hydrophobic
packing is similar.

at position 88 and therefore form stable hydrogen bonds between the N88 sidechain and

the backbone of the residue at position 91 both retained stable, native hydrophobic packing

at long timescales, possibly due to the resulting stabilization of the left-handed dihedral
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conformation of W90. The ctRNH protein was stable for 14µs total simulation time; this

trajectory thus represents the longest reported simulation of a protein from a thermophilic

organism. The hsRNH protein was simulated for 5.5µs and also remains folded, although it

experiences slightly larger fluctuations compared to ctRNH. No large-scale conformational

changes were observed in the handle region for either protein (Figure 6.7).

As expected from inspection of the RMSD values, the handle-distance distributions

reflect population of a single state, slightly broader in hsRNH (Figure 6.8).

Interestingly, the ctRNH trajectory almost exclusively populates the gauche- conforma-

tion for the χ2 angle of W81 (Figure 6.9), previously identified in short-timescale simulations

as a potentially binding-incompetent conformation. This behavior is consistent with pat-

terns observed from mutants at short timescale: in the presence of both a beta-branched

residue at position 101 and a glycine insertion, the gauche- conformation will be favored

(vide infra, 4.4.3). However, steric considerations suggest that the gauche- conformation

should clash with substrate, making it a surprising observation that a wild-type protein

should favor this conformation so strongly. Notably, the ctRNH handle loop was not re-

solved in the crystal structure for this protein and was therefore modeled using ttRNH

as a template (with W81 in the trans conformation); however, if the maintenance of this

conformation is an artifact of errors in the starting structure, it is an extraordinarily per-

sistent one. The gauche- conformation is also sampled in the hsRNH trajectory, although

with lower frequency. The ring-current effects from this highly persistent rotamer should

be sufficient to induce chemical shift changes of a magnitude large enough to exceed the

error of current prediction methods; it remains to be seen whether this conformation in

ctRNH can be validated experimentally.
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Figure 6.7: Time-dependent RMSD for Anton simulations of N88-containing
proteins. Cα RMSD values to the starting structures are shown for ctRNH (left) and
hsRNH (right), for the whole protein (top) and for helices B and C and the handle loop
(bottom) (residues 73-104). No large changes are observed for the handle loop of either
protein. The excursion for ctRNH at approximately 8µs represents transient melting of the
the C-terminal end of helix E.
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Figure 6.8: Handle-distance distributions for Anton simulations of N88-
containing proteins. The distance distributions are calculated for ctRNH (left) and
hsRNH (right). The ctRNH distribution is noticeably narrower, consistent with its lower
time-dependent RMSD in this region.
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Figure 6.9: W81 dynamics for Anton simulations of N88-containing proteins.
The W81 χ2 angle as a function of time is shown for ctRNH (top) and hsRNH (bottom).
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Chapter 7

NMR spectroscopy of ctRNH

7.1 Introduction

Extensive prior NMR investigations have been performed on ecRNH and ttRNH, motivated

by the hypothesis that differences in dynamics might explain the otherwise somewhat mys-

terious differences in catalytic activity between these two structurally very similar proteins

[131; 132; 133; 134; 135; 72; 73]. Furthermore, the structural bases of their different ther-

mostabilities have been investigated in detail and attributed largely to then-unexpected

differences in the ∆Cp values of the two proteins [30]. The reduced ∆Cp observed in

ttRNH has been attributed to residual structure in the unfolded state [114]. Chimeric pro-

teins in which the folding core of ttRNH is exchanged with the exterior of ecRNH and vice

versa suggest that the origin of this thermostabilization lies in the hydrophobic core [113].

Furthermore, the residual structure can be selectively disrupted by charged mutations at

specific sites that form loci of residual structure [114].

Interestingly, ctRNH—derived from a moderately thermophilic organism with a pre-

ferred growth temperature of around 40◦C—retains the low ∆Cp value of ttRNH but has

a Tm almost identical to that of ecRNH [101]; its residual structure can be probed by
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mutation and overlaps with but is distinct from that of ttRNH [99].

Due to its position as an “intermediate” in thermodynamic behavior between ecRNH

and ttRNH, ctRNH was not anticipated to have dynamic behavior that differed significantly

from either of its better-studied homologs. However, we have shown that simulations

on both short (vide infra, Chapter 3) and long (vide infra, Chapter 7) timescale reveal

distinctive dynamic behaviors in this protein that may reflect an alternative evolutionary

solution to the problem of thermal adaptation of conformational dynamics relevant to

substrate binding. This distinctive behavior is in simulation entirely determined by a

single residue at position 88 in the sequence, conserved as arginine in ecRNH and ttRNH

but occupied by an asparagine in ctRNH, resulting in rigidification of the handle loop due

to the formation of stable hydrogen-bonding interactions between the asparagine sidechain

and the backbone of a neighboring residue. The position of the mutation in the structure

is shown in Figure 7.1.

Note that throughout the preceding chapters, the residue numbering in all RNases H

has been determined for consistency with ecRNH; for this reason, the glycine insertion is

G80b rather than G81. Due to software limitations in representing peak annotations, the

present chapter will use numerical numbering for ctRNH consistent with that present in

PDB ID 3H08. The mutation site is located, in this numbering scheme, at position N89.

The ctRNH protein thus represents an appealing target for further study by NMR

methods. Herein we begin the process of characterizing the dynamic behavior of wild-type

and N89R ctRNH by NMR and comparing the results to those previously obtained for

ecRNH and ttRNH. This study represents a unique opportunity to validate a “blind” pre-

diction from simulation of the dynamic behavior of a novel mutant. Furthermore, because

a 14µs trajectory of the wild-type ctRNH has been produced using the Anton platform,

this study will facilitate comparison between long-timescale simulation and experimental

study of thermal adaptation.
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Figure 7.1: Location of the N89R point mutation in ctRNH.
Isotopically labeled samples were produced and NMR spectra collected for the wild-type
ctRNH, which has asparagine at position 89, and for its N89R mutant. The location of
the mutation at the C-terminus of helix C and immediately preceding the handle loop is
shown here in yellow on the last frame of a 100ns simulation trajectory (used to illustrate
the preferred N89 rotamer, which was not the orientation found in the crystal structure.)

7.2 HSQC spectra

Sensitivity-enhanced 1H −15 N heteronuclear single-quantum coherence (HSQC) experi-

ments were conducted on both the WT and N89R ctRNH proteins at 0.95mM and 0.73mM

respectively at 299K. Excellent chemical shift dispersion and high signal-to-noise ratios

were obtained for both proteins, suggesting that both are well-folded globular structures

and that little if any degradation occurred. The spectra are highly superimposable, re-

vealing relatively minimal shift perturbations. Importantly, dispersion is equivalent in the

wild-type and the mutant, suggesting that the mutation is well-tolerated and does not

disrupt or substantially destabilize the structure.

Although HSQC spectra are primarily used to study backbone amide groups, signals

corresponding to sidechains that contain N-H groups also appear and can have properties of
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Figure 7.2: HSQC spectrum of wild-type ctRNH.
Excellent chemical shift dispersion is observed in the spectrum and the peak count is
consistent with expectations based on the protein sequence. Arginine residues are shown
here as negative, folded peaks (pink) due to limited spectral width.

interest. Distinctive regions of the spectrum are typically occupied by signals corresponding

to the indole amides of tryptophan rings, the guanidinium groups of arginine sidechains,

and the amide groups of asparagine and glutamine sidechains. Locations of the tryptophan

and arginine sidechains, whose N ε sidechain groups are visible in the spectrum, are shown

in Figure 7.4.
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Figure 7.3: Superposition of HSQC spectra of wild-type and N89R ctRNH.
The mutant spectrum (blue, cyan) superposes well on the WT spectrum (red, pink), indi-
cating that the mutation is well-accommodated and nondisruptive.

Five tryptophan N ε signals were observed in each spectrum, of which two display per-

turbation due to the mutation, which is located in a cluster of four tryptophans that form

part of the hydrophobic spine in the handle.

Signals from the arginine N ε−Hε bonds in the sidechain guanidinium groups were also

observed (shown here as negative and folded, due to limited spectral width). Dispersion
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Figure 7.4: Location of tryptophan and arginine sidechains in ctRNH.
Locations of tryptophan and arginine sidechains, whose N ε −Hε bonds are visible in dis-
tinctive regions of the HSQC spectrum.

in the arginine region is slightly worse than what has been observed in ecRNH [243], with

multiple overlapped or unusually shaped peaks, including the one attributed to the presence

of the N89R mutation.

Because the HSQC experiments were performed several weeks before the completion of

the backbone assignment experiments, additional spectra were collected after these exper-

iments to confirm the integrity of the samples. No changes in spectra were observed up to

four months after preparation of the samples.
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Figure 7.5: The characteristic tryptophan region of the ctRNH HSQC spectra.
Resonances determined to be associated with the amide group of the tryptophan indole ring
in the wild-type (red) and N89R mutant (blue) are labeled with green asterisks. Significant
perturbations are observed for two of the five tryptophan residues in the protein, of which
four are located in the hydrophobic cluster that forms the handle loop.
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Figure 7.6: The characteristic arginine region of the ctRNH HSQC spectra.
The arginine region is shown for the wild-type protein (pink) and the N89R mutant (cyan).
The arginine residues are not as well-resolved as they are for ecRNH, resulting in peak
overlap that obscures the signal associated with the mutation.
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Table 7.1: Unassigned non-proline residues in ctRNH WT.
Location Residues
N-terminus G0
αA-β4 loop K60 (tentative), E61
αC W86 (tentative), V87
αD E107
β5 H120, V122
αE L140
C-terminus S146

Locations of non-proline residues that remain unassigned in ctRNH WT. These residues
localize mainly to the termini, to the αA-β4 loop, and to the αC helix immediately
preceding the mutation site. E61, V87, and E107 could not be definitively assigned due to
peak overlap, and K60 and W86 could be assigned only tentatively. Note that G0 is a
non-native residue that is produced as an artifact of the purification procedure and is not
expected to have a significant effect on the behavior of the protein.

7.3 Backbone assignments of handle-region residues

NMR spectra collectively sufficient to complete backbone assignments of both proteins

have been collected at 299K. HSQC, HNCACB, and HNCACOCB spectra were collected

for both proteins and are sufficient for assignments of the large majority of residues. Ap-

proximately 95% of the non-proline backbone resonances have been assigned in wild-type

ctRNH (Figure 7.7). Seven non-proline residues remain unassigned; their identities are

summarized in Table 7.1.

Interestingly, one region presenting assignment difficulty localizes to the αA-β4 loop.

Relaxation in this loop, centered around K60, has been observed in ecRNH [72], suggesting

that dynamics may explain the difficulty in assigning these remaining residues. Importantly,

the entire handle loop (excluding P98) could be assigned, although some residues in αC

remain elusive.

Sites that exhibit distinctive chemical shifts in the WT and N89R proteins localize

primarily to the handle region and to αD. Importantly, only a small perturbation was
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Figure 7.7: Backbone assignments for ctRNH WT.
Backbone assignments are shown for ctRNH WT (red) superposed on the spectrum of
ctRNH N89R (blue). Resonances associated with sidechains—arginine, tryptophan, as-
paragine, and glutamine—are not assigned.

observed for the glycine insertion G81, suggesting that the local environment for this site

was not significantly altered. Figures 7.8, 7.9, and 7.10 show shift perturbations in three

distinct regions of the spectrum.
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Figure 7.8: Shift perturbations in ctRNH WT and N89R, part 1.
Signals for ctRNH WT (red) and N89R (blue) are shown with green arrows connecting
corresponding resonances for those cases in which shift perturbations are observed.

7.4 Comparison to dynamically averaged chemical shift

predictions

Dynamically averaged chemical shift predictions for ctRNH WT and N89R were produced

using Sparta+ based on the Anton trajectories of each protein and were used for comparison



CHAPTER 7. NMR SPECTROSCOPY OF CTRNH 141

1H

1
5
N

6.66.87.07.27.47.67.88.0

6.66.87.07.27.47.67.88.0
112

114

116

118

120

122

112

114

116

118

120

122

*
(K89)

Figure 7.9: Shift perturbations in ctRNH WT and N89R, part 2
Spectra are colored as in Figure 7.8. The green asterisk marks the “diagnostic” K92 shift.

of predicted and experimentally identified perturbed residues. In the case of N89R, in which

the handle loop unfolds on an approximately 2µs timescale in a manner consistent with that

observed in ecRNH, predictions were averaged over the 2µs prior to unfolding. By contrast,

ctRNH WT did not unfold on the timescale sampled, permitting averaging over the full

14µs trajectory. (Results in the following discussion would not be significantly affected if

sampling were limited to 2µs.) RMSD values for the amide proton and nitrogen shifts are
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Figure 7.10: Shift perturbations in ctRNH WT and N89R, part 3
Spectra are colored as in Figure 7.8.

shown in Table 7.2; for nitrogens, these RMSD values are comparable to those observed

in predictions for ecRNH and ttRNH made from shorter-timescale simulations, while the

ctRNH predictions for protons are slightly worse (Table 3.1). Values for ctRNH WT and

N88R were extremely similar (though both sets of experimental shifts were referenced to

very similar structures, into which the missing residues of the handle loop in PDB ID 3H08

had been rebuilt).

Qualitatively speaking, the simulations correctly predict that shift perturbations due

to the introduction of the N89R mutation are primarily localized to the handle loop and
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Table 7.2: Backbone amide and nitrogen chemical shift prediction RMSDs for
ctRNH WT and N89R.
Protein HN RMSD N RMSD
ctRNH WT 0.48 2.37
ctRNH N88R 0.48 2.36

RMSDs for the backbone amide proton and nitrogen chemical shift predictions from
long-timescale Anton simulations, compared to experimental measurements for ctRNH
WT and N89R.

its immediate environment. However, although perturbations are also predicted in the

region of β5 and at the N-terminus of αC, such differences are not observed experimentally.

This observation suggests that differences in conformational sampling between the two

trajectories introduce noise in attempts to predict shift perturbations even at very long

simulation timescales. Predicted and experimental shift perturbations are shown on the

ctRNH structure in Figure 7.11.

Figure 7.11: Structural view of N-H shift perturbations in ctRNH WT and N89R.
(A) Shift perturbations derived from experimental data. (B) Shift perturbations derived
from dynamically averaged predictions based on Anton trajectories of 14µs (WT) and 2µs
(N89R). Red indicates increasing perturbation in either the proton or nitrogen dimension.
Sites with no change are shown in light blue.

In simulation, the backbone amide of K92 forms a stable hydrogen bond to the sidechain
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of the native N88, but interacts only with solvent in the N89R mutant, affording an op-

portunity to identify a diagnostic chemical shift perturbation to validate this structural

variation between the two proteins. Signals associated with the K92 backbone amide in

the HSQC spectra are illustrated in Figure 7.9, revealing a perturbation of 0.2 ppm down-

field in the proton dimension, whereas the predicted chemical shift perturbation is 0.7 ppm

in the opposite direction. Notably, it is the wild-type prediction that shows an error of

almost 1ppm; the N89R prediction is quite close to the experimental value. The expected

predictor error for amide protons is approximately 0.5 ppm [184]. Overestimation of the

magnitude of chemical shift perturbations in shift-prediction datasets is consistent with

other examples of RNase H mutants studied to date (P. Robustelli, unpublished data);

however, the discrepancy in sign remains a matter of interest in understanding the behav-

ior of these proteins. In particular, the observed backbone chemical shift of K92 suggests

that the simulated population of the hydrogen-bonded conformation may be too large.

The largest chemical shift perturbations observed experimentally occur at sites W90

and K88, which are immediate neighbors of K92. This observation suggests that the con-

formation of the handle-loop hinge has indeed been altered; however, it is unclear given the

present data whether the conformation has changed in ways not sampled by the simulations,

or the predictions simply lack sufficient resolution to pinpoint single-site changes induced

by weakly perturbing mutations. It must be emphasized that the handle-loop hinge is in

a highly unusual conformation that features both G90 and W91 in left-handed regions of

Ramachandran space. It is possible that this unusual conformation is inadequately mod-

eled by force fields (see Section 6.3.3). Since chemical shift predictors rely on both physical

models and on machine-learning approaches based on empirical datasets, it is likely that

they too are weaker in modeling rare conformations. Notably, predictions for the K92 site

are poor in the ecRNH and ttRNH cases as well.

These results emphasize the need for a holistic approach to understanding the pre-
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dicted effects of mutations on conformational dynamics, rather than identifying specific,

diagnostic shift perturbations expected to report on the presence or absence of predicted

conformational states.
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Chapter 8

Conclusions and future directions

8.1 Conclusions

8.1.1 Summary

The present work demonstrates the productivity that can be achieved through close cou-

pling between experimental observations by nuclear magnetic resonance spectroscopy and

molecular dynamics simulations in the study of evolutionary adaptation of functionally

relevant conformational dynamics.

In the first study presented herein, prior NMR work on the handle region, a functionally

important substrate-binding loop, in ecRNH and ttRNH was reanalyzed in the context of

an interpretive framework developed through comparative analysis of MD simulations of

all five RNases H from cellular organisms. This analysis yields a model of the conserved

dynamic mode that is both more intuitive than the previous analysis and more consistent

with prior work on the correspondence of preferred conformational states with optimal

temperatures for protein homologs adapted to differing thermal environments. Further-

more, an additional, previously unsuspected alternative handle-region dynamic mode was
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identified in RNase H homologs that have recently been structurally characterized, and

a single residue was shown to be sufficient for determining the dynamic behavior of this

loop through the formation of diagnostic hydrogen-bonding interactions. The picture that

emerges from this work is of a loop that can either swing on hinges whose stiffness is

adapted to the thermal fluctuations in a protein’s native environment, or be buttressed by

sidechain-backbone hydrogen bonds. Collectively, these results suggest that, despite high

sequence homology among the RNase H proteins studied here, the protein fold permits

multiple possible adaptive pathways to balance the competing constraints represented by

conformational dynamics and thermostabilization.

In the second study, prior work identifying mutations that increase the activity of

ttRNH at ambient temperature was rationalized in the context of differences in sidechain

dynamics and preferred rotameric states observed between wild-type ecRNH and ttRNH.

Importantly, these effects are distinct from effects on handle-loop conformation, as none

of the activating-mutant trajectories result in increased population of the presumptively

binding-competent state of the handle loop relative to wild-type ttRNH. simulations suggest

that two out of the three activating mutations exert their effects through changes in rotamer

preferences of relatively well-packed hydrophobic sites, an adaptive mechanism not widely

exploited in the context of protein design.

The third study focused on the dynamics of the carboxylate-containing ecRNH active

site as characterized by both experiment and simulation. The simulated dynamics of the

carbonyl-containing sidechains were largely validated by comparison to those inferred from

recent NMR experiments quantifying motion of these residues at the ps-ns timescale. The

active-site residues were found to be rigid in the ps-ns timescale while undergoing substan-

tial conformational exchange upon Mg2+ binding, possibly indicating a state of electrostatic

preorganization for binding the first metal ion, coupled to dynamic reorganization at longer

timescales. This model was supported by simulations of ecRNH in complex with Mg2+ and
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by simulations of other homologs, even very remote in sequence, which collectively suggest

that preorganization may be an inherent property of the overall RNase H fold. This work

illustrates the advantage of combined MD-NMR studies for understanding the dynamic

prerequisites for enzymatic catalysis.

The fourth study investigated the utility of extremely long-timescale molecular dy-

namics simulations using the recently developed special-purpose hardware platform Anton.

Unexpectedly, local unfolding in the handle region—a loop of highly unusual structure—of

several RNase H homologs was observed in a variety of force fields and simulation conditions.

Interestingly, the two homologs with “single-state” handle-region dynamics determined by

a shared hydrogen-bonding pattern in the handle “hinge” did not experience instability, so

long-timescale trajectories of the hsRNH and ctRNH homologs were obtained. The ctRNH

trajectory, at 14µs, represents the longest reported trajectory of a protein from a ther-

mophilic organism. Surprisingly, ctRNH populates sidechain rotamers suspected based on

the second study to be binding-incompetent. This trajectory affords a unique opportunity

for comparison to experimental data, as it was performed “blind” from a partial homology

model and will be compared in future work to NMR data on this protein.

Finally, the fifth study constituted the experimental characterization of the ctRNH

protein, both of the wild-type (cysteine-free) form and of a mutant designed on the basis

of the first study to specifically perturb handle-region dynamics in a way that gives rise

to diagnostic chemical-shift changes. This is part of ongoing work that will incorporate

chemical-shift validation of the 14µs Anton trajectory.

Taken together, the studies presented in this work collectively define a strategy for

productive integration of NMR observations with MD simulations, both in the form of a

series of relatively short trajectories related by point mutations from a common background

and in the form of single continuous long-timescale trajectories.



CHAPTER 8. CONCLUSIONS AND FUTURE DIRECTIONS 149

8.1.2 Binding kinetics of RNases H

The model developed here for the interactions of the RNase H handle region with substrate

has important and directly testable implications for variations in binding kinetics within the

family. Two conserved dynamic modes were identified in the handle region, determined by

the identity of a single residue at position 88 at the C-terminus of helix C: when this site is

Arg or Lys, a two-state equilibrium between open and closed states is observed, while an Asn

at this site stabilizes a single state roughly intermediate between the extremes defined by the

open and closed states. The handle loop has previously been suggested to move as a rigid

body in ecRNH and ttRNH; these results suggest that it can either swing on loose hinges, or

be buttressed by the sidechain-backbone hydrogen bonds for which an Asn residue at this

site is uniquely well-suited. The significance of this residue substitution, and potentially

of the corresponding dynamic behavior, is supported by sequence analysis of the RNase

H family made possible by modern genomic sequencing methods; in a dataset consisting

of nearly a thousand sequence examples, the hydrogen-bond-forming Asn at position 88 is

enriched in those sequences annotated as having a thermophilic source organism.

Several studies have demonstrated the close relationship between dynamics observed in

an enzyme’s apo state and those observed in substrate complexes [292; 293] . Differences

in the conformational dynamics of the apo states of homologous proteins could therefore

contribute to differences in the kinetics of substrate binding or product release. The binding

kinetics of the two classes of RNase H homologs identified here, differentiated by the residue

at position 88, are predicted to differ significantly (Figure 8.1). The kinetic scheme for two-

state proteins is a two-step process: a conformational selection step in which the substrate

binds preferentially to the open state is followed by an induced fit process in which the

open handle loop rearranges to form hydrogen-bonding interactions with the DNA strand

of the substrate (Figure 8.1A). Because the RNase H protein must discriminate not only
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Figure 8.1: Summary of kinetic schemes for substrate binding in one- and two-
state RNases H.
(A) The kinetic scheme for the interaction of substrate with a two-state handle region,
where the open state is the binding-competent state. (B) The kinetic scheme for a single-
state handle region, in which the loop is held in a single conformation well-positioned for
substrate interactions.

between different types of nucleic acids, but also between the two strands of its hybrid

substrate, a two-step process in which an encounter complex quickly dissociates if the

strands are misaligned could provide significant regulatory advantage. Altering the relative

population of the open state through mutation at sites not directly involved in the substrate-

binding interface offers a means for fine-tuning conformational preferences to match both

the functional context and the thermal environment. By contrast, the kinetic scheme for

the single-state, Asn-containing proteins is a single-step process, as the loop conformation

stabilized by Asn-backbone hydrogen bonds is already oriented for productive interactions

with substrate (Figure 8.1B).
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8.1.3 Relationship between conformational dynamics and elec-

trostatic active-site preorganization

The hypothesis that conformational dynamics are directly related to enzymatic catalysis

is an extremely controversial subject in modern enzymology [45; 46; 47]. While much

of this controversy centers on the matter of dynamical effects on the chemical step of the

catalytic cycle, questions remain regarding the role of dynamics in processes such as binding

and orienting substrate and cofactors. High local rigidity is often associated with enzyme

active sites [294] and rigid active sites associated with high specificity of binding [295].

Conversely, catalytic promiscuity is associated with flexible active sites, up to the extreme

case exemplified by a molten-globule active site [296].

In the present work, lines of evidence from both experiment and simulation suggest

that the active site of ecRNH is rigid on the ps-ns timescale, a matter of significance in

elucidating the mechanisms through which RNases H interact with catalytically required

divalent cations as well as with the substrate. Simulations of diverse RNase H family

members, including those found as subdomains of retroviral reverse transcriptases, suggest

that this active-site rigidity is not merely a feature of ecRNH in particular, but rather is a

general feature of the family and is imposed by the nature of the RNase H fold, which orients

the four active-site carboxyl groups in close proximity to one another despite the energetic

penalty associated with overcoming the resulting electrostatic repulsion [297]. Furthermore,

experiments on the µs-ms timescale suggest the presence of active-site dynamics induced or

potentiated by the binding of Mg2+, lending support to the “mobile metal ion” hypothesis of

ion-protein interactions in ecRNH [124]. However, simulations in the presence of magnesium

ions suggest little change in the ps-ns timescale dynamics exhibited by the protein in the

presence of metal, suggesting that electrostatic preorganization on short timescales can

coexist with dynamics at longer timescales.
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In this work several examples are presented in which conformational dynamics of sidechains

distal from the active site are identified as having important effects on activity, either

through facilitation of substrate binding or through contributions to the maintenance of

catalytically competent local organization of residues surrounding the active site. Signif-

icantly, in no case studied here do the hypothesized changes affect the dynamics of the

active-site residues themselves, reinforcing the notion that a conformationally rigid active

site that is preorganized for effective catalysis can nevertheless be dependent on protein

dynamics even in a small and relatively globally rigid globular protein.

8.1.4 Implications for thermal adaptation of in other protein fam-

ilies

Extensive prior work has examined the mechanisms by which proteins adapt to varying

properties of the bulk environment. Such studies are typically performed in one of two ways:

as surveys of genomic-scale data, in which aggregate properties such as increased numbers

of charged residues in proteins derived from thermophiles are identified [13], or as case

studies of particular protein pairs or protein families, in which specific residues or structural

features can be identified as contributing to thermal adaptation. The present work aims

to engage with both approaches by using simulations to explore the conformational space

accessible to a larger number of family members, both as wild-type sequences and in the

presence of mutations designed to perturb specific dynamics.

In several prior “case studies”—for example, the well-known case of adenylate kinase—

the dynamics associated with catalytic activity localize to a flexible “lid” that folds over

the active site only in the presence of substrate, thereby isolating the catalytic center

from exposure to bulk solvent. The lid-opening dynamic is commensurate with overall

kinetic rate and therefore the slower process in the thermophilic protein is sufficient to
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explain its lower catalytic rate [53]. This case neatly fits the long-standing hypothesis of

“corresponding states” [59], according to which homologous proteins should have similar

degrees of structural flexibility (and occupy similar overall conformational ensembles) in

the optimal temperature ranges of their source organisms.

Although the RNase H family has been cited as an example of a case that does not fit

the corresponding-states hypothesis [72; 73; 74], the present work reinterprets prior NMR

data within a framework consistent with the concept of corresponding states. In particular,

although high-temperature simulations do not significantly increase the open-state handle

region population for ttRNH and therefore do not meet the strict corresponding-states

criterion, the dynamics exhibited by ecRNH and ttRNH are shown by simulation to sample

similar regions of conformational space. This observation provides an interpretive model for

the reanalysis of other protein families whose homologs appear not to fit a corresponding-

states-like pattern and offers new insight into the possibilities of evolutionary adaptation

through fine-tuning of conformational dynamics to match challenges posed by the bulk

environment.

8.2 Future directions

8.2.1 Chemical shift predictions as tools for backbone assignment

In the present work, dynamically averaged chemical shift predictions were carried out on

wild-type and N88R mutant ctRNH trajectories prior to the initiation of experimental stud-

ies of these proteins. However, backbone resonance assignments were performed “blind”,

without direct coupling to the predicted chemical shift values.

The quality of chemical shift predictions has dramatically improved in recent years, par-

ticularly due to improved treatment of ring-current effects due to the circulating π electrons
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from neighboring aromatic groups [175]. Chemical shift predictions have therefore found

increasing use as tools for experimental validation of molecular dynamics simulations [182;

183; 184; 185]. Although CCPnmr Analysis [227], a software suite for resonance assignment

and NMR data analysis, includes a facility for supplying predicted shift information to the

user based on a static protein structure, the use of shift predictions to guide backbone

assignments is not yet common or routine. As exemplified in Chapter 7, the resolution

of chemical shift predictions is not yet high enough for use in predicting individual shift

perturbations corresponding to small local conformational changes induced by mutation.

However, continuing improvement in both prediction quality and in computational power

for production of dynamics data or other conformational sampling makes the integration of

dynamically averaged chemical shifts with backbone assignments of new proteins a logical

forward step.

One difficulty that arises in developing such an approach derives from the different

sources of error on experimental and predicted shift values. Prediction errors tend to be

heteroskedastic, with larger errors occurring for chemical shift values that represent larger

deviations from a given residue type’s random-coil shift value. Extreme outliers are in-

evitably underrepresented given the machine-learning techniques typically used to train

the predictors and the biases inherent in the databases from which the training data is

taken. This property of prediction tools can exacerbate the difficulty in producing reliable

predictions for individual sites of interest. However, errors due to undersampling of the

conformational space of the protein being predicted—rather than undersampling of chem-

ical shift space across all proteins—can be significantly improved by the introduction of

dynamic averaging.
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8.2.2 Experimental studies of RNase H activity and dynamics

The models developed in the present work on the basis of simulation data in conjunction

with NMR experiments would benefit from additional experimental data, and several ex-

periments immediately suggest themselves as appropriate approaches for work that builds

on the current foundation.

First, binding kinetics and activity measurements of a number of the mutants presented

in this work would serve as a rigorous and straightforward test of the functional component

of the predictions. Although measuring the catalytic rate of the RNase H reaction can be

complicated by substrate dynamics, by the natural weak processivity of the enzyme, and

by difficulty with developing efficient assays, the ecRNH V98A mutant has been tested and

found to exhibit a reduced Km relative to wild-type, corresponding to a weaker binding

affinity as predicted by this protein’s increased population of the closed state in the handle

region (P. Robustelli, unpublished data). Additional studies of the activity of ctRNH

WT and N88R would be particularly useful as complements to the existing simulations

and NMR data. A thorough study of the temperature-dependent kinetics of ecRNH and

ctRNH would also be beneficial, as the binding affinity of the two-state proteins would be

expected to have a stronger temperature dependence than the one-state proteins.

Second, additional NMR data on this protein is of particular interest as a test of the

understanding of the handle region developed here; prior work on ttRNH has suggested

that the handle region and active-site loop are coupled on the µs-ms timescale [72], that

the dynamics in these regions are associated with the presence of the glycine insertion [73],

and that the introduction of a glyine into the corresponding position in ecRNH dramatically

reduces activity (J.A. Butterwick and P. Robustelli, unpublished data). In ctRNH WT,

the glycine insertion is present but two-state handle-region dynamics are absent; it would

be illuminating to examine this protein for relaxation behavior in the αB-αC hinge near
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the inserted glycine, and to compare this behavior to ctRNH N88R.

8.2.3 Implications for protein design

A long-standing goal of the study of naturally occurring thermostable proteins is an un-

derstanding of their properties that can be leveraged in designing novel proteins with both

high catalytic activity and high thermostability. Most previous attempts at rational design

of thermostability into a naturally thermolabile protein have focused on the introduction

of rigidifying structural features such as disulfide bonds and salt bridges [22], though such

modifications often directly trade off against catalytic activity [58]. An alternative ap-

proach to rigidification achieves thermostability by selectively substituting residues with

high crystallographic B-factors [23].

Interestingly, recent attempts to design novel proteins that bind to small target molecules

have identified insufficient preorganization of the binding site as a source of weak interac-

tions [298], suggesting that similar deficiencies may underlie the relatively weak catalytic

rate enhancement of designed enzymes. However, to date protein design projects typically

focus on the design of the binding site or active site, rather than on design of larger-scale

dynamics intended to facilitate substrate interactions or product release. The present work

represents an early look at the designability of conformational dynamics within a given

protein fold and the ability of a computational mutagenesis/molecular dynamics pipeline

to explore this space. In future work it is anticipated that design of conformational dynam-

ics may eventually allow rational optimization of thermal adaptation in proteins useful for

applications such as biotechnological applications and environmental remediation.
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[43] Long D, Brüschweiler R (2011) In silico elucidation of the recognition dynamics of
ubiquitin. PLoS Comput Biol 7: e1002035.

[44] Xue Y, Ward JM, Yuwen T, Podkorytov IS, Skrynnikov NR (2012) Microsecond time-
scale conformational exchange in proteins: Using long molecular dynamics trajectory
to simulate NMR relaxation dispersion data. J Am Chem Soc 134: 2555–2562.

[45] Pisliakov AV, Cao J, Kamerlin SCL, Warshel A (2009) Enzyme millisecond con-
formational dynamics do not catalyze the chemical step. Proc Natl Acad Sci 106:
17359–17364.

[46] Kamerlin SCL, Warshel A (2010) At the dawn of the 21st century: Is dynamics the
missing link for understanding enzyme catalysis? Proteins : NA–NA.

[47] Bhabha G, Lee J, Ekiert DC, Gam J, Wilson IA, et al. (2011) A dynamic knock-
out reveals that conformational fluctuations influence the chemical step of enzyme
catalysis. Science 332: 234–238.

[48] Liang ZX, Lee T, Resing KA, Ahn NG, Klinman JP (2004) Thermal-activated protein
mobility and its correlation with catalysis in thermophilic alcohol dehydrogenase.
Proc Natl Acad Sci 101: 9556–9561.

[49] Boekelheide N, Salomn-Ferrer R, Miller TF (2011) Dynamics and dissipation in en-
zyme catalysis. Proc Natl Acad Sci 108: 16159–16163.

[50] Adamczyk AJ, Cao J, Kamerlin SCL, Warshel A (2011) Catalysis by dihydrofolate
reductase and other enzymes arises from electrostatic preorganization, not conforma-
tional motions. Proc Natl Acad Sci 108: 14115–14120.



BIBLIOGRAPHY 162

[51] Loveridge EJ, Behiry EM, Guo J, Allemann RK (2012) Evidence that a “dynamic
knockout” in Escherichia coli dihydrofolate reductase does not affect the chemical
step of catalysis. Nature Chemistry 4: 292–297.

[52] Kohen A, Cannio R, Bartolucci S, Klinman JP, Klinman JP (1999) Enzyme dynamics
and hydrogen tunnelling in a thermophilic alcohol dehydrogenase. Nature 399: 496–
499.

[53] Wolf-Watz M, Thai V, Henzler-Wildman K, Hadjipavlou G, Eisenmesser EZ, et al.
(2004) Linkage between dynamics and catalysis in a thermophilic-mesophilic enzyme
pair. Nat Struct Mol Biol 11: 945–949.

[54] Henzler-Wildman KA, Lei M, Thai V, Kerns SJ, Karplus M, et al. (2007) A hierarchy
of timescales in protein dynamics is linked to enzyme catalysis. Nature 450: 913–916.

[55] Sikorski RS, Wang L, Markham KA, Rajagopalan PTR, Benkovic SJ, et al. (2004)
Tunneling and coupled motion in the Escherichia coli dihydrofolate reductase catal-
ysis. J Am Chem Soc 126: 4778–4779.

[56] Oyeyemi OA, Sours KM, Lee T, Kohen A, Resing KA, et al. (2011) Comparative
Hydrogen-Deuterium exchange for a mesophilic vs thermophilic dihydrofolate reduc-
tase at 25 ◦C: identification of a single active site region with enhanced flexibility in
the mesophilic protein. Biochemistry 50: 8251–8260.

[57] Bae E, Phillips GN (2004) Structures and analysis of highly homologous psy-
chrophilic, mesophilic, and thermophilic adenylate kinases. J Biol Chem 279: 28202–
28208.
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