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ABSTRACT 

Probabilistic Reconstruction and Comparative Systems Biology of Microbial Metabolism 

Germán Plata 

With the number of sequenced microbial species soon to be in the tens of thousands, we are in a 

unique position to investigate microbial function, ecology, and evolution on a large scale. In this 

dissertation I first describe the use of hundreds of in silico models of bacterial metabolic 

networks to study the long-term the evolution of growth and gene-essentiality phenotypes. The 

results show that, over billions of years of evolution, the conservation of bacterial phenotypic 

properties drops by a similar fraction per unit time following an exponential decay. The analysis 

provides a framework to generate and test hypotheses related to the phenotypic evolution of 

different microbial groups and for comparative analyses based on phenotypic properties of 

species. Mapping of genome sequences to phenotypic predictions –such as used in the analysis 

just described– critically relies on accurate functional annotations. In this context, I next describe 

GLOBUS, a probabilistic method for genome-wide biochemical annotations. GLOBUS uses 

Gibbs sampling to calculate probabilities for each possible assignment of genes to metabolic 

functions based on sequence information and both local and global genomic context data. 

Several important functional predictions made by GLOBUS were experimentally validated in 

Bacillus subtilis and hundreds more were obtained across other species. Complementary to the 

automated annotation method, I also describe the manual reconstruction and constraints-based 

analysis of the metabolic network of the malaria parasite Plasmodium falciparum. After careful 

reconciliation of the model with available biochemical and phenotypic data, the high-quality 

reconstruction allowed the prediction and in vivo validation of a novel potential antimalarial 

target. The model was also used to contextualize different types of genome-scale data such as 



gene expression and metabolomics measurements. Finally, I present two projects related to 

population genetics aspects of sequence and genome evolution. The first project addresses the 

question of why highly expressed proteins evolve slowly, showing that, at least for Escherichia 

coli, this is more likely to be a consequence of selection for translational efficiency than selection 

to avoid misfolded protein toxicity. The second project investigates genetic robustness mediated 

by gene duplicates in the context of large natural microbial populations. The analysis shows that, 

under these conditions, the ability of duplicated yeast genes to effectively compensate for the 

loss of their paralogs is not a monotonic function of their sequence divergence. 
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Chapter 1. 

 

THESIS OVERVIEW 

 

The document contains five main chapters (3 to 7) –each corresponding to a different research 

project– presented in approximately chronological order from most to least recent work. These 

projects are about two general topics: evolution at multiple levels of biological organization, and 

genotype to phenotype mapping in the context of microbial metabolic networks. Despite topic 

commonalities, the projects can be read independently of each other. In most cases I have kept 

the format with which they were presented to the corresponding scientific journals.  

The introduction (chapter 2) is a review on the current state of biochemical annotation 

methods in the context of the rapidly expanding catalog of fully sequenced microbial species. I 

discuss the importance of probabilistic integrative strategies for assigning functions to metabolic 

genes and emphasize the role of genome-scale metabolic reconstructions in allowing phenotypic 

predictions across thousands of newly sequenced genomes. 

In chapter 3, using metabolic network reconstructions for hundreds of species, I study 

the long-term evolution of bacterial phenotypes. The analysis shows that phenotypic similarity 

follows a clock-like exponential decay over billions of years of microbial evolution. Our 

observations provide a framework to analyze possible mechanisms governing the evolution of 

phenotypic properties and its variation across bacterial lineages and lifestyles.  

In chapter 4 I present work on a global probabilistic approach for biochemical 

annotations: GLOBUS [1]. The method uses Gibbs sampling to simultaneously assign 

probabilities to every possible gene-reaction assignment in a given genome. GLOBUS can 

integrate multiple sources of functional evidence and allows the identification of alternative 
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functions of enzymes. I use GLOBUS to integrate global metabolic flux information with 

sequence and genome-context data in order to improve functional predictions. 

In chapter 5 I describe the reconstruction and flux analysis of the genome-scale 

metabolic model of Plasmodium falciparum, the causative agent of malaria. The article, 

published in Molecular Systems Biology [2], illustrates several applications of metabolic 

network models including the identification and experimental validation of a novel potential drug 

target.  

In chapter 6 I present computational and experimental work that explores the question of 

why highly expressed proteins evolve slowly. The article, published in Genome Biology [3], 

shows that at least for bacteria like E. coli the costs of producing gratuitous protein are a more 

important evolutionary constraint than those of misfolded protein toxicity. 

In chapter 7 I present work that explores the functional compensation between 

duplicated yeast genes.  I focus on the fitness consequences of duplicate gene deletions that are 

relevant for wild yeast populations. Surprisingly, the results show that close duplicates are, on 

average, no more likely than random singletons to provide significant backup for their paralogs. 

Finally, in chapter 8, I briefly summarize the conclusions of the research presented. 

 

 

 

 

 

 

 

 



3 
 

 

Chapter 2.  

 

NEXT GENERATION BIOCHEMICAL ANNOTATIONS FOR  

SYSTEMS MICROBIOLOGY 

 

As thousands of microbial genomes are sequenced every year, accurate annotation methods 

provide a path towards understanding the function, ecology, and evolution of microbes. 

Historically, gene functional assignments have relied on just a few sources of evidence and did 

not provide a quantitative measure of annotation confidence. This resulted in high rates of 

misannotations and contradictory results amongst databases. The explosive growth of genome-

scale data has given way to a new generation of annotation tools. Methods are developing that 

seek to integrate sequence, structure, phylogenetic, and expression data, among several others, 

into probabilistic functional annotations. Using a metabolic network context, accurate gene-

function assignments not only result in improved phenotypic predictions, but also allow the 

consideration of cell-level properties, measured by phenomics, metabolomics, or fluxomics data, 

as additional cues in the annotation process. 

2.1. From genomes to networks to phenotypes 

The vast majority of microbes in the planet cannot be cultured using standard techniques 

and their phenotypic properties are still unexplored. While it remains a challenge to estimate the 

total number of microbial species [4], the diversity of closely related strains within each 

taxonomic group ‒the pan-genome‒ may easily account for millions or even billions of 

phenotypically distinct prokaryotes [5-7]. Given the above, it is likely that most bacteria will 

never be studied in detail in the laboratory, and that most of the microbes that are indeed studied 

will be so mainly through their genome sequences or other types of high-throughput data. In 

order to understand the roles played by these species, and to identify those with potential for 
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biotechnology, genome annotations should be as precise as possible. This allows the 

identification of the genetic elements responsible for specific functions and, through the 

reconstruction of molecular network models, facilitates the prediction of a wide range of 

phenotypic traits. As illustrated in Figure 2.1, the process from genome sequences to predicted 

phenotypes is not necessarily linear. I show here how annotation strategies are being developed 

that integrate information at the gene and whole-cell levels, further improving the accuracy of 

metabolic models and their corresponding predictions. This review focusses on biochemical 

annotations as a central element of the genome-network-phenotype loop. I first describe the 

ongoing avalanche of genomic data and the concurrent evolution of annotation methods. Then, I 

review the role of annotations in the reconstruction of genome-scale metabolic models, 

emphasizing the possibility of obtaining phenotypic predictions across thousands of microbial 

species. Finally, I take look at the future of biochemical annotation methods and highlight 

several applications in the context of comparative systems biology.  
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Figure 2.1. The genome to network to phenotype loop. Most species on earth live in complex 

communities and cannot currently be cultured under standard laboratory conditions. Genome 

annotations, coupled with reconstruction and modeling of molecular networks (e.g. metabolic 

networks), allow the prediction of phenotypes that can aid in our understanding of interactions 

and functional properties that are not observable by field measurements. Additionally, the 

network framework provides a context for using multiple types of evidence in the annotation 

process. 

 

2.2. Towards a comprehensive sampling of the earth’s microbiome 

With rapidly falling sequencing costs and doubling times of the number of bacterial 

genomes of around 20 months [8], the number of species with a sequenced genome is growing 

fast (Fig. 2.2a).  Currently there are at least 3,767 bacterial genome projects either completed or 

as permanent drafts and 14,657 prokaryote sequencing projects in progress (GOLD, February 



6 
 

 

2013 [9]); it is likely that up to one to several hundred thousand genomes are sequenced within 

the next decade (Fig. 2.2a). Interestingly, while the first sequenced genomes were primarily 

selected because of prior knowledge of their medical, economic, or scientific value, attention is 

now turning towards poorly sampled phylogenetic groups and environments [10] (Fig. 2.2b). 

Sequencing of rare bacteria has become an important tool for the discovery of new cellular 

functions at specific ecological niches; for example, a combination of metagenomics and single 

cell sequencing revealed multiple genes and pathways for hydrocarbon degradation after a recent 

oil spill in the Gulf of Mexico [11]. Systematic sequencing of species across phylogenetic space 

can create taxonomic anchors for the classification of genes and species in metagenomic samples 

[12]. There is also a growing number of studies that sequence and compare the genomes of 

multiple strains rather than representative clones for a given microbial species (e. g. [13]). These 

diversity-driven studies provide tools to understand the evolution and functional diversification 

of microbes, as well as specific genetic features shared at different levels of phenotypic 

similarity. There are at least 857 metagenomic projects deposited in Genbank (June 2013 [14]), 

many of which include tens to hundreds of different samples. These data, coupled with a 

growing array of techniques for the molecular characterization of metagenomic samples (e.g. 

metatranscriptomics, metaproteomics, metametabolomics) are set to rapidly transform our view 

on microbial diversity and function in a community setting [15]. Making sense of this avalanche 

of data is one of the main challenges of modern biology.  
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Figure 2.2 Exploring the world’s microbiome. (a) Cumulative number of completed bacterial 

genome projects over time (Source: GOLD [9]), the red line indicates a linear fit of the log-

transformed values. Dashed lines indicate projected times for ten thousand and one hundred 

thousand completed bacterial genomes. (b) The landscape of emerging technologies and 

exploration approaches to tackle the overwhelming diversity of existing microbes. 

 

2.3. The evolution of protein functional annotations 

Knowing the functions encoded in a particular genome or set of genomes can give clues 

as to the roles of genes, pathways, and whole molecular networks; these are essential steps 

towards understanding the mechanistic principles underlying phenotypes of interest. Obtaining 
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such functional annotations, however, is not a trivial process. The functional characterization of 

genes relies on experimental evidence that is generally only available for a limited group of 

proteins and species. CharProtDB [16], a database of experimentally determined protein 

functions,  contained a little over sixteen thousand proteins from 1588 organisms when it was 

published in 2012. UniProt KB/Swiss-Prot [17], which also includes human-reviewed 

computational predictions of protein functions, had about half a million sequences from thirteen 

thousand organisms as of May 2013. By contrast, UniProt KB/TrEMBL [17], which is not 

reviewed, had over 35 million sequences from about half a million organisms, 73% of which 

were prokaryotes. There is a huge gap between the number of sequences that have to be 

algorithmically annotated, and those from which annotations will be transferred. This can lead in 

many cases to genome annotations with poor coverage, annotations that rely on weak evidence, 

or annotations to functions that are too general for a detailed analysis; for example, a pyruvate 

dehydrogenase (EC: 1.2.4.1) may be only annotated as an oxidoreductase (EC: 1.-.-.-).   

Sequence homology to proteins of known function, detected by programs like BLAST 

[18] or FASTA [19], constitutes a first and still popular approach to gene functional annotations. 

Transferring of functional assignments on the basis of sequence homology, however, is known to 

produce unreliable predictions when sequence identity is low (below 70%) [20]. This is an 

important problem as more of the species getting sequenced are not closely related to well-

characterized organisms, and they are unlikely to have high sequence similarity to known 

proteins [21]. An additional problem is that even when sequence identity is high, the prevalence 

of incorrect annotations across databases can lead to the spread of annotation errors [22, 23]. 

Although such error rate is relatively low for manually curated repositories such as Swiss-Prot, it 
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was shown to be increasing with time, and as high as 80% misannotation levels have been 

estimated for certain enzyme families across various automatic annotation repositories [24].  

The above shortcomings led to a second generation of functional annotation methods that 

use various computational tools and sources of evidence to improve annotation coverage and 

accuracy. For example, hidden Markov models (HMMs) and other sequence-based methods have 

been used for the identification of functional protein domains or motifs in uncharacterized genes 

[25]. Structural homology is another strategy that allows inferring functional properties when 

sequence homology is too low to reliably infer function [26]. Other strategies rest on the idea 

that genes already assigned a particular function can help to predict the function of other genes of 

the same species. For example, if most members of a biochemical pathway are identified in a 

given genome, there is a high likelihood that other genes will encode the remaining reactions 

[27]. Expert definition of pathways has been a popular approach in the characterization of novel 

genome sequences. BioCyc [28] and KEGG [29] generate organism-specific pathway databases 

under controlled chemical vocabularies which have been widely used in metabolic 

reconstructions. The RAST annotation system [30] further complements information from 

biological subsystems with the simultaneous assignment of gene functions across multiple 

genomes, taking advantage of sequence and pathway conservation across species. So-called 

genomic context correlations have also been widely used to improve annotation accuracy and to 

find genes responsible for orphan activities [31-33]. For example, the patterns of gene 

conservation across species have been used to calculate correlations between phylogenetic 

profiles in order to assign functions to genes that co-evolve with genes of known function [33]. 

Similar principles have been applied to other functional correlations such as chromosomal gene 

clustering [34] or gene fusions [35], which can be readily inferred from multiple genome 
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sequences and do not require the prior definition of metabolic pathways [1]. While each of these 

strategies can lead to improved functional predictions in their own context, integration of 

multiple data types under a unified framework has the potential to advance functional 

annotations beyond any single source of evidence. 

2.4. Data integration for next-generation annotation strategies 

Several partially independent evidence types should converge upon the real function of a 

gene.  As illustrated in Figure 2.3a, while high sequence identity between proteins can often be 

interpreted as evidence of equivalent molecular functions, complementary information can either 

support or contradict a particular assignment. This concept was recently used to predict 

annotation errors based on a combination of sequence identity and the strength of genomic 

context correlations between metabolic neighbors. The method, developed by Hsiao et al. [36], 

allowed the re-annotation of the leucine degradation pathway in the model gram positive 

bacterium Bacillus subtilis. Although this “policing” of biochemical annotations is useful to keep 

annotation databases in check, it does not necessarily point to the correct function of the 

misannotated genes.  
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Figure 2.3. Probabilistic metabolic annotations using multiple sources of evidence. (a) 

While sequence identity to previously annotated proteins is typically used to transfer functional 

annotations, additional information such as genome context correlations, structural similarity, or 

expression measurements can either increase (green) or decrease (red) our belief that an 

annotation is correct. When sequence identity is high these additional data can be used to spot 

potential misannotations; when it is low and it supports sequence-based predictions, it facilitates 

enzyme discovery. (b) In a genome-scale context, when multiple potential functions are found 

for each candidate gene, probabilistic annotations can be obtained through sampling from only 

those gene-to-reaction assignments that display high likelihood configurations of sequence 

identity and complementary context information [1]. 

 

Multiple algorithms have been used to combine evidence sources for functional 

assignments of metabolic as well as non-metabolic genes; these include Bayesian networks, 

support vector machines, decision trees, and functional linkage networks, among others (see 

[37]). Metabolic annotations are special compared to other gene functions (e.g. in regulatory or 
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signaling networks) in that catalytic activities can be mapped to a well-defined network that is 

common across all species. Each enzyme is associated to a reaction or set of reactions such that 

links between metabolic activities can be precisely defined on the basis of shared metabolites 

[38]. The structure of the metabolic network provides a context to consider functional 

correlations between genes, and gene annotations can be optimized to maximize the consistency 

of such correlations in the network. For example, assignments can be made such that co-

expressed genes or genes that are clustered in bacterial chromosomes are responsible for 

consecutive metabolic reactions. Based on this idea, we recently used Gibbs sampling in 

GLOBUS [1] (Chapter 4) to simultaneously annotate all candidate metabolic genes of a species; 

the method assigns probabilities to each possible gene-reaction assignment based on the 

hypothesis that genes close in the metabolic network have strong functional associations with 

each other and have detectable sequence homology to known enzymes with the target functions 

(Fig. 2.3b). Importantly, several different types of context-based and homology-based 

information can be combined to derive such probabilistic predictions [1]. In the context of 

metagenomics data, sampling procedures were recently used to derive the probabilities for the 

presence of specific reactions in a bacterial community based on the enzymes detected in a 

metagenomics sample [39]. An important property of using a global network instead of pathway 

definitions to map gene-gene associations is generality; whereas not all pathways are conserved 

across organisms [40] and their boundaries are not always well defined, a global metabolic 

network represents all currently known biochemistry and is therefore able to represent every 

possible pathway architecture. The structure of the global network was recently combined with 

sequence homology to improve organism-specific annotations reported in pathway databases 

[41]. 
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Binary annotations, which are common among several annotation repositories, can be 

misleading as not all functional assignments are equally good [42]. On the other hand, 

probabilistic approaches such as GLOBUS, not only provide a direct measure of error rates, but 

may result in higher accuracies compared to methods using a simple scoring cutoff. For example, 

a simple Bayesian approach that used sequence identity to predict the probability that a gene 

belongs to one of several functional classes was shown to outperform predictions based on direct 

functional transfer from the top BLAST hit [43]. In summary, a next generation of biochemical 

annotation methods is developing that is able to accommodate diverse types of data in a network 

context, and also provides confidence scores that differentiate reliable from unreliable 

predictions. 

2.5. Converting annotations to phenotypes across thousands of genomes 

While gene annotations, by themselves, give rise to important functional hypotheses 

about microbial systems, they are also the foundation for the reconstruction of network models 

used for system-level phenotypic predictions (Fig. 2.1). Although several methods exist to 

simulate metabolic network behavior (reviewed in [44]), constraints-based analysis has become 

one of the main tools to perform this step. This is mainly because this type of analysis does not 

require detailed knowledge of enzyme kinetics or metabolite concentrations, which are typically 

not available on a genome-wide scale even for the best studied model microorganisms. 

Constraints-based methods like Flux Balance Analysis (FBA) [45], rely on identifying metabolic 

fluxes that optimize one or several objectives (e.g. synthesis of biomass precursors) while 

keeping metabolite concentrations at steady-state given the metabolic networks’ stoichiometric 

matrix [45].  Additional constraints can be applied to limit flux capacity and reaction 

directionality. This diverse set of techniques has been applied to dozens of different microbes to 
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predict gene essentiality [46], viable media for growth [47], genetic interventions for metabolite 

overproduction [48], and potential cross-species interactions [49], among several other 

phenotypes. A thorough review of constraints based analysis methods and their applications can 

be found in [50].  

Enzyme annotations are the main source of information for the reconstruction of genome-

scale metabolic models used in FBA, however, the corresponding lists of reactions are often not 

enough to obtain a (gapless) model amenable for constraints-based analysis. For instance, 

spontaneous reactions or missing enzyme annotations may be needed to allow the synthesis of 

every molecule in the network. Historically, filling of those missing reactions has been done 

through the assembly of pathways and individual gene annotations coupled with manual curation 

supported by organism-specific literature [51]. Because many of the microbial species now 

sequenced and those to come are unlikely to have a vast body of published biochemical 

knowledge, network models must be produced based on high confidence annotations, universal 

sets of reactions and pathways, and experimental data, if available. Given the exponential growth 

of sequence databases, attention is now rising towards the problem of automating metabolic 

model generation (Fig. 2.4).  
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Figure 2.4. Strategies for model auto-completion following gene annotation. (a) The initial 

assembly of reactions catalyzed by annotated enzymes may contain gaps that prevent production 

or consumption of specific metabolites (blocked metabolites, red crosses). (b) The GapFill 

algorithm [52] uses mixed integer linear programming (MILP) to find the least number of 

reactions from a reaction repository that allow flux to proceed through blocked metabolites. (c) 

An alternative strategy, starts with a flux-balanced model of all known reactions, and iteratively 

removes reactions that are not needed to maintain a gapless network or have weak correlations 

with already annotated genes; the reactions that are most frequently used across iterations are 

used to reconstruct the final model [53]. 

 

In 2010, Henry et al. [54] built into a single pipeline (Model SEED) the steps for 

annotation, assembly, and refinement of microbial metabolic models. The study demonstrated 

that a draft metabolic reconstruction can be produced for any sequenced species with currently 

available computational tools, and that at least several phenotypes predicted by such models do 

not display much lower accuracy relative to manually curated reconstructions. As access to 
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additional sources of experimental data and novel annotation strategies are developed, the range 

and correctness of predictable phenotypes by these models is likely to increase. Figure 2.4 

describes two different strategies used for model auto-completion following genome annotation. 

Model SEED [54] and MetaFlux [55], for example, use predicted reactions in individual 

metabolic subsystems and mixed integer linear programming (MILP) to find the least number of 

additional reactions from a universal biochemical database needed to produce a gapless model 

[52], i.e. one in which all metabolites in the optimized objective can be synthesized at steady-

state (Fig. 2.4b). A different strategy, implemented in MIRAGE [53], starts with a stoichiometric 

model that includes all reactions from a universal reaction database. The method then uses a 

pruning procedure that keeps high-confidence annotations and reactions likely to be present 

based on functional genomic correlations while maintaining a consistent flux-balanced model 

(Fig. 2.4c). 

Although network reconstructions generated by computational pipelines have yet to 

achieve the accuracy attained by manually curated networks, they significantly reduce the time 

and effort required to obtain a working model, making constraints-based analysis easily available 

for almost any sequenced species. These tools also facilitate cross-species comparisons by using 

standard rules to name reactions and metabolites. Because the same effort goes into building 

each model, this leads to predictions that can often be directly compared without extensive 

model reconciliation [56]. The Model SEED pipeline was recently applied to the reconstruction 

of metabolic models for 37 species of Actinomycetes allowing the analysis of gene and reaction 

conservation and essentiality across this important group of bacteria [57]. Despite their 

shortcomings, automated network reconstructions will play an important role in characterizing 

many of the possible metabolic phenotypes in the biosphere; the success of this approach will 
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depend on both the quality of the annotations and the methods that transform them into 

predictive models. 

2.6. Comparing the phenotypic potential of microbial species  

In the context of an expanding catalog of sequenced genomes, it is perhaps the ability to 

do comparative biology that will benefit the most from novel annotation and model 

reconstruction strategies. It has been argued that genome-scale metabolic reconstructions can be 

used in prokaryotic systematics through the prediction of metabolic features (phenotypes) that 

could serve as evolutionary markers [58](Fig. 2.5a). As an example, the comparison of 

metabolic networks across Pseudomonas species served to reveal evolutionary events and strain-

specific metabolic features associated with pathogenic and non-pathogenic lifestyles [59]. In the 

same vein, automated annotation and reconstruction methods can provide relatively uniform 

models for comparative drug target discovery. The ability to predict the essentiality of genes and 

reactions has long been one of the main applications of genome-scale metabolic reconstructions 

[60], as shown in Chapter 5, such efforts can readily suggest potential drug targets against 

pathogenic microbes. As more genomes become available, the comparative analysis of species 

genetic vulnerabilities can be used to detect novel narrow-spectrum drug targets that may help 

reduce the rate of resistance transfer among species [61] (Fig. 2.5b). Notably, as I show in 

Chapter 3, metabolic gene essentiality is typically conserved for about 50 to 70% of essential 

genes depending on the evolutionary distance between species, which provides ample ground for 

the comparative drug-target identification approach. A third example of comparative systems 

analysis is related to microbial cell factories.  Several different methods have been proposed to 

facilitate rational strain design for metabolite overproduction [44]; among these efforts, attention 

has recently been paid to in silico screening for the most suitable strains/species for the synthesis 
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of specific byproducts (Fig. 2.5c). For instance, Zakrzewski et al. [62] used 38 genome-scale 

actinobacterial metabolic models to predict the efficiency of each species in producing 15 

different biotechnologically relevant compounds; the study suggested that a large number of 

secondary metabolite biosynthesis genes does not necessarily correlate with higher production 

efficiencies. Such strategies will continue to become more relevant as microbial species from 

diverse environments and their biosynthetic properties continue to be characterized.  

Finally, because individual species do not live in isolation, as the number of high quality 

genomic and metagenomic annotations increases it should be possible to predict cross-species 

metabolic interactions and their joint phenotypes (Fig. 2.5d). Metabolic models were used in the 

past to study the association between sulfate-reducing bacteria and methanogens, producing 

accurate predictions for growth in co-culture [63]. Constraints-based models were also used to 

study general principles facilitating cooperative interactions between species [49]. Modeling 

frameworks that consider individual and community-level fitness criteria to simulate community 

behavior have been developed [64]; these tools, along with deeper or targeted sequencing of 

microbial communities [11] will provide means for the characterization of ecological features at 

higher levels of microbial organization.  
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Figure 2.5. Applications of genome-scale metabolic reconstructions for a growing catalog of 

sequenced genomes. (a) Accurate metabolic annotations allow the utilization of the presence 

and absence of metabolic pathways and phenotypes to support taxonomic classifications and to 

track evolutionary events leading to phenotypic differences among bacteria [58]. (b) 

Comparative analysis can also be used to reveal differences in gene and reaction essentiality 

between species, which can be used to identify organism-specific drug-targets for narrow-

spectrum antibiotic development [61]. (c) Different strains may respond differently to genetic 

perturbations aimed at metabolite overproduction; systems analysis allows in silico screening to 

identify the most suitable strains for specific bioengineering tasks [62]. (d) As metagenomics, 

metatranscriptomics, and targeted single-cell sequencing become more prominent, systems 

analysis can be used to model and understand cross-species interactions and community function 

through the combination of individual and multi-species fitness criteria [64]. 
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2.7. The road ahead for functional annotations  

Currently, our ability to understand microbial diversity is largely determined by the 

information that can be extracted from genome sequences and other types of high-throughput 

data. Biochemical annotations can uncover microbes’ metabolic potential and allow tracing 

species properties to the activity of particular genes. Functional annotations are also the 

fundamental blocks for the reconstruction of molecular networks used for system-level 

phenotypic predictions and comparative studies. As metagenomics and single-cell studies extend 

genomic coverage into unexplored portions of the microbial world [10], annotations will more 

prominently rely on weak sequence homology to proteins of known function. This situation, 

together with a substantial prevalence of annotation errors in public databases [24, 36], and poor 

agreement between published annotations even for such well-studied species as E. coli [41], calls 

for annotation methods that do not rely on sequence identity alone and are able to deal with 

annotation uncertainty. I have argued that a new generation of methods for biochemical 

annotation should possess several important characteristics: i) allow diverse types of functional 

cues to be included in the annotation process and produce valid predictions even if certain kinds 

of data are missing. ii) Annotations should be probabilistic or at least provide a quantitative 

measure of annotation confidence that tells apart reliable and unreliable predictions. iii) Once 

made, functional predictions should be traceable to the evidence sources supporting a particular 

assignment; for instance by keeping track of the context-based and homology-based scores that 

were combined by the annotation method. iv) The next generation of biochemical annotation 

methods should be network oriented; this not only provides a common context for comparing 

diverse types of data (e.g. metabolomics or co-expression), but also provides a framework in 
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which to consider biochemical functions that is complementary to subsystems or pathways that 

are not necessarily well conserved.  

Considering biochemical annotations in the context of the genome-network-phenotype 

loop illustrated in Figure 2.1 suggests that the processes of data acquisition, gene annotation, 

and model reconstruction and simulation are tightly connected and should not be considered in 

isolation. This opens the possibility of using high-level information such as flux distributions, or 

phenotypic and metabolomics measurements for the accurate identification of gene functions. In 

Section 4.4, using GLOBUS, I demonstrate how these high-order considerations have a 

significant effect on annotation coverage and accuracy. As exploration of the earth’s microbiome 

continues to move forward, I envision flexible computational tools that weight-in virtually any 

available data to provide a genome or metagenome-wide probabilistic landscape of predicted 

metabolic functions and phenotypes. Unbiased whole-network functional annotations and model 

reconstructions will be essential for comparative studies within species and across phylogenetic 

space, which shall guide further efforts to understand and exploit microbial diversity.  
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Chapter 3. 

 

LONG TERM PHENOTYPIC EVOLUTION OF MICROBIAL SPECIES 

 

For many decades the comparative analysis of protein sequences and structures has been used to 

understand fundamental principles of molecular evolution [65-67]. In contrast, relatively little is 

known about the long-term evolution of phenotypic and genetic properties. This represents an 

important gap in our understanding of evolution, as exactly these proprieties play key roles in 

natural selection and adaptation to diverse environments. Here we present a comparative analysis 

of hundreds of genome-scale metabolic models to investigate the long-term phenotypic evolution 

of bacteria. The analysis reveals that, in spite of lineage-specific differences, the average long-

term phenotypic divergence of bacterial species can be described by a clock-like exponential 

decay spanning billions of years. The observed trend, with approximately similar fractions of 

phenotypic properties changing per unit time, was validated through experimental profiling of 40 

bacterial species across 62 growth conditions. Although fast phenotypic evolution is frequently 

observed between strains in the same species, a transition from high to low phenotypic similarity 

happens primarily at the genus level. A complementary analysis of gene knockout phenotypes 

suggests that gene essentiality diverges substantially slower than the ability to use different 

nutrients, with a relatively high conservation across lineages. Synthetic lethality, on the other 

hand, diverges much faster.  

3.1. Introduction 

 Prokaryotes are the main agents of biogeochemical transformations and play essential 

roles in the life and health of all multicellular organisms [68]. Despite their recognized 

importance, we still know little about where bacteria live and what roles they play in their natural 

environments [69]. Understanding how bacterial species evolve and adapt to different niches is 
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central to characterizing microbial diversity. For more than half a century, the comparative 

analysis of protein sequences and structures has been an essential resource to elucidate the 

mechanisms, constraints, and rates of protein evolution [70, 71]. More recently, the explosive 

growth of genome sequencing (see Section 2.2) made it possible to extend comparative analysis 

to complete genomes and the structures of several molecular networks[72-75]. In stark contrast, 

comparative studies of microbial phenotypic properties remain sparse; these analyses are 

necessary to address several fundamental questions in microbial ecology and evolution 

including: What is the typical variation of phenotypic properties in bacteria? How fast or slow do 

different phenotypic properties change? What processes or evolutionary models can explain 

observed trends of phenotypic evolution? And how does phenotypic variation relate to bacterial 

taxonomy and genetic distance between species? 

Although a large-scale comparative analysis of microbial phenotypes –such as the ability 

to grow on different nutrients or withstand genetic perturbations– is currently challenging due to 

a relative paucity of experimental data, we rationalized that thoroughly validated computational 

methods can be used to investigate the phenotypic evolution of diverse bacterial species. 

Constraints-based analyses of metabolic networks have been successful in predicting various 

phenotypic properties of microbial species. Flux balance analysis (FBA), in particular, has been 

used to accurately predict gene and nutrient essentiality [2, 76, 77], microbial growth rates [78], 

metabolic flux distributions [79, 80], and evolutionary adaptations to environmental and genetic 

perturbations [81-83]. An important advantage of FBA methods is that they generally do not 

require kinetic parameters and rely on stoichiometric models that can be inferred from complete 

genome sequences. The accuracy of FBA methods has been independently demonstrated for 

many dozens of species encompassing diverse phylogenetic distributions and growth 
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environments [84]. Recently, sophisticated methods have been developed for the automated 

reconstruction, optimization, and gap filling of flux-balanced stoichiometric models [1, 52, 54, 

55, 85, 86]. Here we take advantage of these methods and use flux balance analysis to investigate 

the long-term evolution of microbial growth and gene-knockout phenotypic properties. 

3.2. Results 

3.2.1. Species considered for in silico phenotyping 

 

Figure 3.1. Phylogenetic tree showing 100 families of 322 bacterial species used in this 

study. The numbers of selected species per family are shown in parentheses. Different colors 

correspond to different classes of bacteria. The tree was built using the neighbor joining 

algorithm [87] based on the 16S rRNA distance between species.  
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We selected for our analysis 322 phylogenetically diverse bacteria (Fig. 3.1) for which 

genome-scale metabolic models were produced using the approach developed by Henry et al. 

[54] (See Methods). To quantify the evolutionary distance between bacterial species we used the 

divergence between their 16S rRNA sequences; 1% 16S RNA distance approximately 

corresponds to 50 million years of divergence since a common ancestor [88, 89].  

3.2.2. Long-term evolution of growth phenotypes 

To investigate the long-term evolution of growth phenotypes we considered 62 carbon 

sources that are commonly used by microbes for growth and energy production [90]. 

Specifically, for each of the considered species we used FBA to determine a subset of the 

compounds that could be used for biomass synthesis or generation of ATP –two of the essential 

metabolic objectives for bacterial growth [91]. This analysis resulted in binary phenotypic 

vectors that describe the ability of each microbial species to utilize each of the considered 

compounds (see Methods). The evolution of these phenotypic vectors, measured as the change in 

phenotypic similarity as a function of species divergence, is shown Figure 3.2A,B; the density 

plots in the figures were calculated based on pairwise comparisons of all considered species. 

Notably, this analysis demonstrates that the long-term evolution of growth phenotypes, averaged 

across species, can be approximated well by an exponential decay: the red lines in the figures 

show a running average of the density plots and the black lines show the exponential fits to the 

data (see Methods). A similar trend was also observed for phenotypic evolution with respect to 

compounds that can be utilized as a nitrogen source (see Supplementary fig. 3.1), and when the 

analysis was repeated testing a larger set of compounds as possible carbon sources 

(Supplementary fig. 3.2).  
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Figure 3.2. Evolution of growth phenotypes across bacterial species. The figures show the 

point density for all pairwise comparisons between 322 metabolic models at a given genetic 

distance. A. Similarity of carbon sources that can be used for biomass synthesis as a function of 

the genetic distance between species. The black line indicates an exponential fit of the data; the 

red line shows a 5% genetic distance moving average of the data. B. Similarity of carbon sources 

that can be used for ATP synthesis as a function of the genetic distance between species. C. 

Experimental validation of patterns of phenotypic divergence between bacteria. 40 species were 

tested for their ability to use 62 different carbon sources for growth using phenotypic 

microarrays. Each point in the figure indicates a pair of species. An exponential fit of the 

experimental data is shown in blue, the fits from A and B are shown in red and green, 

respectively. The orange line indicates a 5% genetic distance window moving average of the 

experimental data.  
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The observed exponential trends suggest that over long evolutionary distances 

approximately similar fractions of phenotypic properties are changing per unit time, as microbial 

species diverge and adapt to different environmental niches. Although the observed phenotypic 

evolution has been continuing for billions of years, for species separated by more than one 

billion years of evolution (~0.2 divergence in Figure 3.2) the divergence of growth phenotypes 

is approaching saturation. The average phenotypic similarity for biomass production (Fig. 3.2A) 

at these long evolutionary distances is ~25%, which  is close to the value expected by chance 

given the relative frequency with which each of the considered compounds is used across models 

(Supplementary fig. 3.3). About half of the carbon sources shared at long evolutionary distances 

corresponds to metabolites that are used by more than 90% of the species (Supplementary table 

3.1). Frequently used compounds include sugars such as D-glucose, D-fructose, D-mannose, and 

D-maltose, which are typical substrates of glycolysis, and organic acids such as L-lactate, L-

glutamate and L-malate. 

Notably, before the evolution of growth phenotypes settles into the aforementioned 

average trend (distances <0.01 in Fig. 3.2), we observe an initial burst, .i.e. significantly higher 

rate, of phenotypic evolution. This results in an average phenotypic similarity at close genetic 

distances of about 75%. Such a rapid phenotypic evolution is a common hallmark of speciation 

and other important evolutionary transitions representing diversification to adapt to new habitats 

or host species [92-94]; it also reflects the underlying genomic plasticity of bacterial pan-

genomes [6], which is a result of homologous recombination, mutation and horizontal gene 

transfer (HGT) acting on microbial populations [93, 95, 96].  
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3.2.3. Experimental validation of observed trends 

To experimentally validate the predicted patterns of long-term phenotypic evolution, we 

selected 40 diverse microbial species (Supplementary fig. 3.4) for phenotyping using Biolog 

Phenotype MicroArrays (PMs) [90]. PM technology is based on the reduction of a tetrazolium 

dye which allows quantifying the metabolic activity of microbes across different growth 

conditions [97]. PM-based phenotyping has been previously used for bacterial strain 

identification, characterization of metabolic properties of diverse microbes, and the curation of 

genome-scale metabolic reconstructions, among several other applications [98, 99]. We used 

PMs to determine the ability of each of the selected bacteria to utilize the 62 different carbon 

sources used in the FBA simulations. As shown in Figure 3.2C we found a very good agreement 

between the average trends of phenotypic change as a function of genetic distance based on the 

experimental data and the computational predictions. The correspondence was further supported 

by a strong correlation (Pearson’s r=0.75, p-value=3x10
-9

) between the experimental and 

predicted similarity values for the 10 species present in both the computational and experimental 

analyses (Supplementary fig. 3.5). 

3.2.4. Possible drivers of phenotypic divergence 

There are several known examples of rapid bacterial evolution for species undergoing 

massive gene loss [100, 101]. Therefore, we investigated the extent to which phenotypic variance 

across bacteria can be explained by the size difference between species’ metabolic networks 

(Fig. 3.3A). At close genetic distances the fraction of phenotypic variance explained by size 

differences for all microbial species is about 20% (Fig. 3.3A, gray bars). This fraction decreases 

to 5%-10% for diverged species. Notably, when only species associated with a host [9] are 
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considered (Fig. 3.3A, red bars), the fraction of explained phenotypic variance increases to about 

30% at close distances. Host-associated bacteria that acquire a symbiotic lifestyle frequently 

loose multiple biosynthetic pathways while adjusting their metabolism to the environments and 

nutrients available in their hosts [102-104]. 
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Figure 3.3. Drivers of fast and slow phenotypic change. A. Fraction of phenotypic variance 

explained by the relative size difference of metabolic networks at different genetic distances. 

Size differences are based on the number of reactions in each species’ metabolic model; absolute 

differences were divided by the average number of reactions in each species pair. Error bars 

represent the R2 standard error. Values correspond to the square of the Pearson correlation 

coefficient between size difference and phenotypic similarity (biomass) at each bin. 

Supplementary figure 3.6 shows the results for the similarity of carbons sources used for ATP 

production. B. Fold-change in the fraction of reaction differences for various metabolic subsets 

as a function of the genetic distance between species. Fold-change is calculated relative to the 

fraction of reaction differences between metabolic networks for the first bin. The lines 

correspond to a moving average across genetic distances (window=0.2, step=0.05).  

 

Other than massive gene losses, phenotypic change can also be explained by the types of 

reactions that are changed between metabolic networks. In agreement with previous studies [40, 

105], we found that at close genetic distances (<0.05, Supplementary table 3.2) there is a 

significant overrepresentation of reaction differences related to secondary metabolism and 

transport, while differences in central metabolic processes, such as nucleotide, and central carbon 
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metabolism are underrepresented. As the genetic distance between species increases (Fig. 3.3B) 

the fraction of differences in central metabolic processes goes up while the fraction in peripheral 

pathways becomes less prominent.  

3.2.5. Phenotypic similarity in the context of bacterial taxonomy 

We next investigated the diversity of metabolic phenotypes within different levels of 

conventional taxonomic classification (Fig. 3.4). The figure shows the distribution of phenotypic 

similarities –based on carbon source usage for growth– for pairs of bacteria related at different 

taxonomic ranks. Bacteria from the same species show mostly similar phenotypic properties; 

nevertheless, as apparent from the long left tail of the distribution, some organisms can show 

substantial phenotypic differences even at this taxonomic level. The relatively high average 

phenotypic similarity at the species level indicates that currently used criteria to define microbial 

species [106], usually correctly delineate clusters of phenotypically related organisms. Notably, 

at the genus level the distribution is very broad and multimodal, with some bacteria displaying 

high levels of phenotypic similarity, and some others showing differences that are more typical 

of the higher ranks. Beyond the genus, for species related at the levels of family, order, class, and 

phylum there is in general little change in average phenotypic similarity, which remains low at 

about 30-40%. Comparison with experimental data at each taxonomic rank shows good 

agreement with the predicted distributions (stars in Fig. 3.4).  
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Figure 3.4. Phenotypic similarity distribution at different taxonomic ranks. The figure 

shows the frequency distribution of carbon source similarities for pairs of species related at a 

given taxonomic level. The stars indicate the average values for available experimental data; the 

dark gray line connects the mean values at each taxonomic level.  

 

3.2.6. Using metabolic phenotypes as classification markers 

Although it is generally accepted that bacterial species should be soundly predictive of 

the phenotypic potential of a strain [107], common species definition criteria (e.g. based on 

DNA-DNA hybridization or 16S rRNA gene sequence identity [106]) have been criticized for 

resulting in too much phenotypic variation within a named species [107]. Indeed, despite being 

more phenotypically similar than strains related at broader taxonomic ranks (Fig. 3.4), strains in 

the same species still differ by an average 20-25% of the carbon sources they can use for growth. 

The frequency distributions in Figure 3.4 are very wide (range ~80%), and all of them overlap 

with each other to some extent; this suggests that multiple pairs of strains could be more or less 

ecologically and phenotypically related than expected from their taxonomic classification. 
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Although several methods have been proposed to build phylogenetic trees based on genomic data 

[108], the flux analysis approach can provide complementary information by directly considering 

a variety of phenotypic properties to determine associations between bacteria. 

 

Figure 3.5. Phenotypic tree of 322 phylogenetically diverse bacterial species. The tree is 

based on the Jaccard distances of binary vectors representing the ability of species to use 

different carbon sources for growth. 443 carbon containing compounds were tested as possible 

carbon sources.   

In Figure 3.5, using the neighbor joining algorithm [87], we show a ‘phenotypic tree’ for 

the 322 bacteria considered in this study. The tree is based on the Jaccard distance (1 minus 

phenotypic similarity) between carbon source utilization vectors; each node in the tree 

corresponds to one of the 322 strains and colors correspond to different classes of bacteria 

(similar to Fig. 3.2). Notably, while phenotypic proximity generally groups bacteria belonging to 

the same taxonomic class close in the tree, there are multiple regions where bacteria from 
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different groups are closer to each other than they are to more phylogenetically related strains. A 

closer inspection of these cases revealed multiple ecological similarities between widely 

diverged bacteria. For example, we identified a tight cluster of phylogenetically distant species –

Aquifex aeolicus (Aquificae), Thiomicrospira crunogena (Gammaproteobacteria) and 

Sulfurimonas denitrificans (Epsilonproteobacteria)– which are all sulfur-oxidizing, thermophilic 

bacteria. We also found a higher than expected phenotypic similarity between bacteria in the 

genera Mycoplasma (Mollicutes) and Chlamydia/Chlamydiophila (Chlamydiia), all displaying 

and obligate intracellular lifestyle. On the same vein, Mycobacterium tuberculosis 

(Actinobacteria) and Legionella pneumophilla (Gammaproteobacteria), both of which are known 

to infect human macrophages, were found together in the phenotypic tree. Another interesting 

association was that of Clostridium difficile and C. botulinum (Clostridia) with species that also 

find their habitat in the human gastrointestinal tract such as Enterococcus faecalis and 

Lactobacillus plantarum (Bacilli).  

Our analysis identified multiple species of Burkholderia (Betaproteobacteria) and 

Pseudomonas (Gammaproteobacteria) which despite being related only at the phylum level show 

a relatively high level of phenotypic similarity (~60%). Interestingly, Burkholderia species were 

initially classified as part of the genus Pseudomonas, but they were later re-classified based on 

several genetic and biochemical characteristics [109]. Importantly, these two groups of species 

share several interesting biological properties such as their occurrence as human and plant 

pathogens [110], and their reported co-existence in specific microbial consortia in environments 

such as the rizosphere and waste water sludge [111, 112]. These observations suggest that in 

silico profiling of bacterial metabolic properties could, in some cases, support a more phenotype-

oriented bacterial taxonomy [107]. 
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The above results suggest that ‘phenotypic trees’ can be used as a tool to generate and 

evaluate hypotheses about microbial ecology. First, unrelated species that are close in phenotypic 

space potentially share common lifestyles and biochemical characteristics. Experimentally 

measured phenotypes, e.g. through phenotypic microarrays, and careful curation of the metabolic 

models can further validate these commonalities. Second, flux analyses of bacterial strains 

sequenced from a single location or microbial consortia could reveal the extent to which different 

environments select for bacteria with specific characteristics. In particular, the presented 

approach could be used to measure phenotypic distances between bacteria within a particular 

environment, and contrast these distances with the expected similarity based on their 

taxonomic/genetic proximity. As the quality of automated reconstructions improves, and 

sequencing of single cells directly from the environment [11] continues to expand, in silico 

phenotyping will play an important role in microbial ecological theory. 

3.2.7. Evolution of gene essentiality and epistasis 

To complement our analysis of metabolic growth phenotypes, we used FBA to 

investigate the long-term evolution of genetic phenotypes. Specifically, we considered the 

evolution of metabolic gene essentiality and gene-pair synthetic lethality (i.e. the evolution of 

genetic interactions) between bacterial species. To test these genetic phenotypes we determined 

the ability of each species to synthesize biomass on rich media, i.e. when all nutrients were 

available to the models, after in silico removal of model reactions corresponding to the metabolic 

genes considered (see Methods). The analysis demonstrated that the long-term evolution of gene 

essentiality can also be well described by an exponential decay (Fig. 3.5A, red line – moving 

average, black line –exponential fit). Nevertheless, the average evolution of reaction essentiality 

was significantly slower and reached a saturation level faster (around genetic distance 0.1) 
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compared to the evolution of metabolic growth phenotypes (Fig. 3.2). The results suggest that 

even at long evolutionary distances, for an average pair of microbial species, about half of the 

conserved essential genes in one species remain essential in the other. Notably, the 

computationally predicted trend is consistent with available experimental data (Fig. 3.5A, black 

dots) for microbial species with high-quality genome-wide gene deletion screens.  

In stark contrast to gene essentiality, our analysis revealed a very fast divergence of 

genetic interactions between metabolic genes (Fig. 3.5B).  Even at close evolutionary distances 

synthetic lethality is conserved only for about 30% of metabolic gene pairs. As bacterial species 

diverge, synthetic lethality quickly drops further to about 5%. This demonstrates that synthetic 

lethality similarity is much more sensitive to changes of microbial genotypes than gene 

essentiality and growth-related phenotypic similarities. Only several comprehensive attempts 

have been made to experimentally assess the conservation of genetic interactions. Comparison of 

fitness data from budding and fission yeast revealed a similarity of ~26% [113]. On the other 

hand, only 5% of the orthologs of epistatic gene pairs in yeast were also found to be epistatic in 

Caenorhabditis elegans [114]. Although these data were obtained from eukaryotes, the 

experimental results (Fig. 3.5B, black dots) are generally consistent by the bacterial simulations, 

with a minor fraction of epistatic interactions shared at most genetic distances. 
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Figure 3.6. Similarity of metabolic gene essentiality and synthetic lethality across bacterial 

species. A. Density plot for the similarity of gene essentiality as a function of the genetic 

distance between species. Black lines indicate exponential fits of the data, red lines represent a 

5% genetic distance moving average. Black dots indicate experimentally derived results from 

metabolic gene knockout experiments based on all pairwise comparisons between Escherichia 

coli [115], Bacillus subtilis [116], Streptococcus sanguinis [117], Salmonella enterica [118] and 

Caulobacter crescentus [119]. B. Density plot for the similarity of gene-pair synthetic lethality 

as a function of species’ genetic distance. Black and red lines are as in A. The black dots 

represent experimentally determined values of synthetic lethality conservation between budding 

and fission yeast [113], and between budding yeast and C. elegans [114]. 

 

3.3. Discussion 

Analysis of phenotypic evolution, such as the morphological variation of beaks in 

Darwin’s finches [120], provided the original impetus and context for understanding natural 

selection. Understanding of phenotypic diversity within and between species continues to be an 

important area of biological research [50, 121-123]. Because the evolutionary significance and 

physiological role of different phenotypic traits change over time, it is often difficult to establish 

a clear mapping between genotypes and phenotypes for metazoans, in particular across long 

evolutionary distances. For microbial species, on the other hand, the ability to metabolize 
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different nutrient sources, although clearly not the only important phenotype, always remains an 

essential determinant of bacterial fitness and lifestyle. Flux analyses of metabolic networks 

provide a relatively straightforward connection between genotype and phenotype. Using these 

tools and properties of microbial metabolism we were able to trace phenotypic change across 

four billions years of bacterial evolution. Notably, the observed clock-like behavior of 

phenotypic divergence is reminiscent of the molecular clock in protein evolution [65, 71]. 

Similar to protein evolution, it is likely that the long-term trends for phenotypic divergence are 

due both to bacterial adaptation to diverse environmental niches and neutral changes [93, 124-

126]. The relative contribution of adaptive and neutral changes is likely to be different in each 

particular linage and evolutionary context. Our analysis shows that growth phenotypes, gene 

essentiality, and synthetic lethality diverge with different rates and respond differently to 

changes in bacterial genotypes. It is likely that other phenotypic properties, such as the ability to 

produce different compounds or withstand specific environmental perturbations, will also show 

distinct evolutionary patterns. Similar analyses performed on defined subsets of bacteria can be 

used to predict ecological relationships between species and provide clues about the evolutionary 

forces acting on different lineages. As genome sequencing is currently expanding at an 

unprecedented rate [8] and metabolic reconstruction methods are continuously improving  

(Chapter 2), it will be possible to construct in the near future a detailed map of phenotypic 

evolution across all sequenced microbial species. 
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3.4 Methods 

 

3.4.1. Model selection  

We obtained 322 genome-scale metabolic network models using the method of Henry et 

al. [54], including 123 models discussed in their original publication. The remaining 199 models 

were selected such that the reconstruction strategy used less than 20% reactions not supported by 

gene annotations to produce flux-balanced models of the corresponding species. We decided to 

ignore all genomes in the order Enterobacteriales for two reasons; first, there were significantly 

more genomes for this group than other sets of bacteria, which would significantly bias the all-

against-all results. Second, gene annotation for these species displays a higher coverage than 

most other bacteria due to the close phylogenetic proximity to the well-studied model bacteria E. 

coli, which would produce numerous metabolic differences more often related to the 

completeness of the models than the underlying biology [56].  

3.4.2. Flux balance analysis 

Flux balance analysis finds feasible values of metabolic reaction fluxes subject to 

reaction stoichiometry constraints and the assumption of steady state of metabolites. These 

values are typically selected to maximize a specific objective such as biomass or ATP 

production. Additional constraints can be used to assign upper and lower bounds to fluxes going 

through specific reactions or reaction combinations  [45]. In order to simulate the ability of 

species to use different carbon sources for growth or energy (ATP) production, we first 

simulated a carbon limited growth condition. To do this, a constraint was added such that the 

total number of carbon atoms going through the full set of metabolite uptake reactions was below 

a given constant. We then determined the maximum biomass or ATP produced given this 
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constraint. For each compound tested, we ran FBA using the same conditions, but allowing a 

larger flux through the uptake reaction of the corresponding compound. If the resulting biomass 

or ATP produced was higher than the original value, we concluded that such compound could be 

used by the bacterium. The 62 compounds that we tested correspond to carbon sources typically 

assayed in Biolog [90] experiments that could be mapped to compounds in the metabolic 

reconstructions. An analogous procedure was used to test for nitrogen source phenotypic 

similarity.  

To test for gene essentiality, based on the gene-reaction associations encoded in each 

model, we set the maximum flux through the reactions that depended on each gene to zero, and 

solved FBA for maximal biomass production. If biomass could not be produced, the 

corresponding genes were labeled as essential. A pair of non-essential genes was considered to 

be synthetic lethal if simultaneous deletion of the pair of genes resulted in zero biomass 

production as predicted by FBA. These simulations were made on an in silico rich medium, 

meaning that fluxes were allowed through every transport reaction present in the metabolic 

networks. 

All FBA problems were solved using the COBRA toolbox [127]. 

3.4.3. Measuring phenotypic similarity 

 For a set of features, i.e. essential genes, epistatic gene pairs, or carbon sources that can 

support growth, similarity between two species was measured using Jaccard’s similarity index 

[128], which is defined as the size of the intersection divided by the size of the union between 

two sets. For example, if A represents the set of carbon sources that can be used by species a, 

and B the set for species b, then carbon source similarity between a and b is defined as:  
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Importantly, to assess the similarity of gene essentiality and gene pair synthetic lethality 

we only considered genes shared between metabolic networks. Orthologous genes were 

identified as bi-directional BLASTP [18] hits with an e-value cutoff of (0.05).  

3.4.4. Validation with Biolog phenotypic arrays 

 40 species spanning a wide range of phylogenetic distances (Supplementary fig. 3.4) 

were tested against a panel of 62 carbon sources using Biolog phenotypic microarrays [90]. The 

Biolog system uses a colorimetric technique to provide a quantitative measure of microbial 

respiration in the presence of specific compounds. Results for each species were normalized to a 

scale of 0 to 100; we considered any value above 5 to be positive for growth on a given carbon 

source and any value below to be negative. Similar results were obtained at other cutoff values.  

3.4.5. Exponential decay fits  

Pairwise comparisons of phenotypic similarity (y) as a function of genetic distance (x) 

were fitted using the following formula: 

          

In the above equation, a represents the saturation level at long distances, a+b represent the 

phenotypic similarity at zero genetic distance, and c measures the decay rate, with lower (more 

negative) values of c associated with shorter decay times. 
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3.6. Supplementary figures and tables 
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Supplementary figure 3.1. Evolution of phenotypic similarity based on the fraction of shared 

nitrogen sources that can be used for growth. The graph shows the point density at a given 

genetic distance for pairwise comparisons between 322 species. The red line is a 5% genetic 

distance moving average, and the black line is an exponential fit of the data. Results are based on 

the utilization of 74 nitrogen sources typically tested in phenotypic microarrays. 
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Supplementary figure 3.2. Evolution of phenotypic similarity for different sets of carbon 

sources. Thin lines are a moving average of the data (window size 1%, step size 0.2%) and thick 

lines are an exponential fit. The set of 145 carbon sources includes the 62 compounds used in our 

main analysis as well as 83 other carbon sources typically tested in phenotypic microarrays. The 

set of 443 carbon sources includes all possible compounds containing carbon that were present 

across the 322 models. 
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Supplementary figure 3.3. Null expectation of phenotypic similarity. The figure shows the 

average phenotypic similarity for all pairwise comparisons between 322 species as a function of 

genetic distance (black), and the average similarity when the same number of compounds used 

by each species is chosen at random according to the frequency with which those compounds are 

used across the 322 models (red).  

 

Supplementary figure 3.4. Phylogenetic tree for the 40 species used for experimental 

validation. Different colors indicate different classes of bacteria. The tree is based on the 16S 

rRNA distance between species. Asterisks mark the species that were present in the set of 322 

used for the computational predictions. 
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Suplementary figure 3.5. Correlation between predicted and measured phenotypic similarity. 

Data is for all pairwise comparisons between the 10 species in common between the set of 322 

models used for computational predictions and the set of 40 used for validation. Pearson’s 

r=0.75, p-value=3x10
-9 

Spearman’s r: 0.66, p-value=7x10
-7

. 
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Supplementary figure 3.6. Phenotypic variance explained by size differences as a function of 

genetic distance. Values correspond to the square of the Pearson correlation coefficient between 

size difference and phenotypic similarity at each bin. Phenotypic similarity is for the fraction of 

shared carbon sources that can be used for ATP production. Error bars represent the R
2
 standard 

error. 
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Supplementary table 3.1. Frequency of metabolite usage as a carbon source across 322 species 

(ranked by frequency) as predicted by FBA. 

Metabolite name Number of models Metabolite name Number of models 

L-Glutamic Acid 222 D-Sorbitol 63 
a-D-Glucose 210 D-Gluconic Acid 58 
D-Fructose 198 D-Galacturonic Acid 58 
L-Malic Acid 173 Mucic Acid 55 
L-Lactic Acid 171 D-Saccharic Acid 55 
Maltose 158 D-Galactose 48 
Glycerol 142 D-Raffinose 30 
L-Serine 133 Dextrin 29 
L-Arginine 132 N-Acetyl-b-D-Mannosamine 28 
L-Aspartic Acid 127 g-Amino-Butyric Acid 27 
D-Mannose 122 L-Rhamnose 27 
Citric Acid 118 Salicin 26 
N-Acetyl-D-Glucosamine 114 D-Glucose-6-Phosphate 24 
D-Trehalose 104 Propionic Acid 16 
Sucrose 94 D-Melibiose 16 
L-Histidine 93 D-Aspartic Acid 16 
Inosine 92 Quinic Acid 15 
a-Keto-Glutaric Acid 89 L-Fucose 13 
L-Alanine 81 m-Inositol 13 
Formic Acid 80 Stachyose 9 
D-Glucuronic Acid 79 N-Acetyl-Neuraminic Acid 8 
a-D-Lactose 75 D-Arabitol 7 
D-Serine 74 Acetic Acid 7 
Acetoacetic Acid 74 N-Acetyl-D-Galactosamine 6 
D-Cellobiose 71 D-Fructose-6-Phosphate 5 
D-Mannitol 68 a-Keto-Butyric Acid 4 
D-Malic Acid 64   

 

Supplementary table 3.2. Overrepresentation of functional categories for reaction differences 

between species at close genetic distances (genetic distance < 0.05), relative to random species 

pairs.  

Functional category Sense Fraction of differences: 
Close species/Random pairs 

P-value* 

Nucleotide Underrepresented 0.69 5E-34 

Central carbon Underrepresented 0.73 1E-26 

Vitamin / cofactor Underrepresented 0.86 2E-06 

Aminoacid Underrepresented 0.92 2E-04 

Lipid / cell wall Underrepresented 0.94 6E-04 

Other carbon -- 1.04 3E+00 

Other nitrogen -- 1.05 8E+00 

Other Overrepresented 1.25 3E-40 

Transport Overrepresented 1.32 7E-24 

Secondary metabolism Overrepresented 1.53 7E-51 

* P-values correspond to the Bonferroni corrected chi-square test. 
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Chapter 4.  

 

GLOBAL PROBABILISTIC ANNOTATION OF METABOLIC NETWORKS ENABLES 

ENZYME DISCOVERY  

 

This chapter is based on “Plata, G., Fuhrer, T., Hsiao, T., Sauer, U., Vitkup, D. Global 

Probabilistic Annotation of Metabolic Networks Enables Enzyme Discovery. Nat. Chem. 

Biol. (10):848-54, (2012)” 

 

Annotation of organism-specific metabolic networks is one of the main challenges of systems 

biology. Importantly, owing to inherent uncertainty of computational annotations, predictions of 

biochemical function need to be treated probabilistically. We present a global probabilistic 

approach to annotate genome-scale metabolic networks that integrates sequence homology and 

context-based correlations under a single principled framework. The developed method for 

global biochemical reconstruction using sampling (GLOBUS) not only provides annotation 

probabilities for each functional assignment but also suggests likely alternative functions. 

GLOBUS is based on statistical Gibbs sampling of probable metabolic annotations and is able to 

make accurate functional assignments even in cases of remote sequence identity to known 

enzymes. We apply GLOBUS to genomes of Bacillus subtilis and Staphylococcus aureus and 

validate the method predictions by experimentally demonstrating the 6-phosphogluconolactonase 

activity of YkgB and the role of the Sps pathway for rhamnose biosynthesis in B. subtilis. 

 

4.1. Introduction 

Advances in DNA sequencing technologies and high-throughput experiments provide a 

unique opportunity to study cellular function at the systems level. The systems biology 
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perspective seeks to understand how the interaction between multiple genomic components 

determines cellular physiology. Genome-scale metabolic networks serve as an important 

platform for such systems analyses and have been very successful in predicting various emergent 

properties of biological systems. They also have great potential for guiding metabolic 

engineering [129] and aiding drug target discovery [130]. Unfortunately, accurate manual 

annotations of organism-specific metabolic networks are laborious and can take up to a year for a 

typical microbial genome. Efforts have been made to automate the reconstruction process, 

particularly the initial steps of genome annotation and network assembly [85, 86, 131, 132]. 

The annotation process usually relies on sequence homology methods, in which the 

function of a metabolic gene is assigned based on sequence similarity to known enzymes [133]. 

Although homology methods have been successful overall, annotations established based solely 

on weak sequence identity are often unreliable due to frequent functional divergence between 

distant homologues. It was demonstrated that a sequence identity above 60% is usually required 

to accurately transfer a precise enzyme function, i.e. all four digits of an Enzyme Commission 

(EC) number [20]. Consequently, homology-based methods fail to assign functions to a 

substantial fraction of genes in completely sequenced genomes [134] and have been known to 

produce multiple imprecise or incorrect annotations [24, 36, 135]. 

The metabolic network reconstruction for a given genome is usually performed based on 

a functional annotation of all metabolic genes. Functional databases such as BRENDA [136], 

GeneCards [137], KEGG [131], MetaCyc [138] or Swiss-Prot [139] are useful resources for 

establishing initial associations between metabolic genes and corresponding biochemical 

reactions. Draft metabolic models are typically reconstructed by assembling annotated 

biochemical reactions into a network. One disadvantage of this two-step approach is that genes 
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are annotated individually rather than being considered together in a proper network context. 

Therefore, some successful computational approaches utilize pre-defined or manually curated 

metabolic pathways [28] and subsystems [30] to annotate network reactions. Naturally, the 

accuracy of such methods depends both on the quality of the initial annotation and the 

evolutionary conservation of reference pathways. 

Context based methods such as phylogenetic profiles [140], protein fusions [35], gene co-

expression [141], and chromosomal gene neighborhood [34, 142] capture conserved functional 

relationships and often provide information complementary to sequence homology [143]. The 

effectiveness of these methods has been shown by determining members of protein complexes, 

functional modules, and molecular pathways [144, 145]. Multiple studies have also demonstrated 

that context associations combined with local network structure can be used to identify genes 

responsible for orphan metabolic activities and to improve existing annotations of metabolic 

genes [31, 33, 146]. Therefore, it is natural to combine sequence homology and context 

functional descriptors using a unified probabilistic framework.  

Although powerful probabilistic approaches, such as Bayesian and Boolean networks 

[147], have been applied to reconstruction of regulatory and signaling networks based on high-

throughput data [148], global probabilistic methods to annotate metabolic networks have not 

been developed. Here, we present such a global probabilistic approach that integrates sequence 

homology and context associations to annotate genome-scale metabolic networks. The method 

for Global Biochemical reconstruction Using Sampling (GLOBUS) not only provides annotation 

probabilities for each gene and each metabolic activity, but also suggests possible alternative 

functions. We apply GLOBUS to the genomes of Bacillus subtilis and Staphylococcus aureus, 
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evaluate the accuracy of the reconstructed networks, and experimentally validate three B. subtilis 

predictions that have important functional consequences. 

4.2. Results 

4.2.1. Strategy of a global probabilistic reconstruction 

The conceptual outline of GLOBUS is shown in Figure 4.1. First, we built a generic 

metabolic network containing all possible metabolic activities characterized in the Enzyme 

Commission (EC) system (http://www.chem.qmul.ac.uk/iubmb/enzyme/). Nodes of this EC 

network represent known enzymatic activities (Fig. 4.1a), and network edges are established by 

metabolites shared between the activities either as substrates or products [38]. The usage of the 

global EC network allowed us to consider gene function in a proper network context without 

predefining metabolic pathways. With the EC network as a scaffold, the global metabolic 

reconstruction for a given organism is equivalent to assigning metabolic genes to their correct 

network locations (Fig. 4.1b). In this way, organism-specific networks will occupy a subset of all 

possible locations (activities) in the global EC network. 

A gene assigned to its correct network location usually has at least remote sequence 

identity to enzymes known to catalyze the corresponding activity. In addition, a correctly 

assigned gene often has good context correlations with its network neighbors. As we 

demonstrated previously, the genes with high mutual context correlations tend to be located 

closer in metabolic networks [33]. For example, in Supplementary figure 4.1 we show that the 

higher a context correlation between a pair of Saccharomyces cerevisiae genes, the more likely 

that the genes are direct network neighbors. 
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In GLOBUS we used sequence homology and context correlations to evaluate a given 

global assignment of multiple metabolic genes into a set of network locations using a Markov-

like fitness function. The contribution of each gene to the fitness function depends on the 

sequence identity to the assigned location and the context correlations with the genes assigned to 

neighboring network positions. The overall GLOBUS fitness function E(g1, g2, …., gn) (see 

Methods), which is calculated based on a given assignment of metabolic genes (g1, g2, …., gn), 

consists of the following terms: 

 (          )                                                                                             

where fs are various homology-based and context-based functional descriptors, and bs are 

corresponding positive coefficients representing weights of each descriptor in the fitness 

function. For homology descriptors we used two separate terms: 1.) the highest sequence identity 

to a Swiss-Prot [149] protein annotated to catalyze the corresponding activity in other species 

(annotations marked as based exclusively on computational methods were excluded), and 2.) a 

binary (0 or 1) descriptor indicating if a protein ortholog in another species is annotated to 

catalyze the activity (see Methods). For context-based descriptors we used three types of gene-

gene correlations: phylogenetic profiles (which quantify the co-occurrence of gene orthologs 

across species, see Methods), chromosomal gene clustering across sequenced genomes, and 

mRNA co-expression. For each context descriptor, we considered the maximum correlation Z-

score (see Methods) between the gene under consideration and genes assigned to neighboring 

network locations. In addition, we also considered a context term describing the co-occurrence 

across sequenced genomes of various metabolic activities according to annotations available in 

the KEGG database.  
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Using the described fitness function the global probability for a particular assignment of 

multiple genes into their network locations is given by P(g1, g2, …., gn) based on the relationship 

used in statistical physics and Markov Random Fields (MRF)[150]  
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, where E(g1, g2, …., gn) is the aforementioned fitness function, and Z is a normalizing partition 

function, which is necessary to insure that probabilities of all possible metabolic assignments 

sum to one. Using the defined probabilities we sampled from all possible assignments 

proportionally to their likelihood using Gibbs sampling [151]. Gibbs sampling is a version of 

Markov Chain Monte Carlo (MCMC) [152] and has been successfully used in many 

computational biology applications, such as finding transcription factor binding sites in a set of 

DNA sequences [153]. The efficiency of the Gibbs sampling in GLOBUS is due to the fact that 

although there is a combinatorially large number of possible metabolic assignments, the vast 

majority of them have very low probabilities. Gibbs sampling allows to efficiently sample the 

most relevant global assignments according to their probabilities. 
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Figure 4.1. Overview of the GLOBUS method. (a) A generic Enzyme Commission (EC) 

network is defined where nodes represent all known biochemical activities and edges represent 

connections between the activities established by shared metabolites. (b) For a genome of 

interest, the potential network locations of each gene are assigned based on sequence homology 

to known enzymes. (c) Each gene is initially assigned randomly to one of its possible locations. 

A fitness function is defined such that assignments to locations with high sequence identity and 

good context correlations with neighboring genes correspond to higher values of the fitness 

function (higher probability). (d) Gibbs sampling is used to sample all possible assignments of 

genes to their candidate network locations. At each step of a Gibbs chain a random gene is 

selected and re-assigned to one of the possible locations (arrows). The marginal probabilities for 

assigning every gene to each candidate network location are derived from converged Gibbs 

chains. 

A step in a Gibbs chain was simulated by: 1.) selecting a random gene assigned to a 

particular network location, 2.) determining the probabilities for all possible locations of the 

selected gene, including the present location, and 3.) re-assigning the gene to a location 

according to the calculated probabilities (Fig. 4.1c-f). In the sampling we only considered the 

locations with at least remote sequence identity to the corresponding gene. In addition to possible 

locations in the network, a special out-of-the-network node was created, and in all Gibbs steps 
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the move to the out-of-the-network node was also considered. The energy contribution to the 

fitness function for all genes located in the out-of-the-network node was the same. The energy in 

the out-of-the-network node is a parameter of the simulation (see below), it ensures that genes 

with little sequence identity or context correlation to any network location have a low probability 

of being assigned to an EC number. Importantly, we empirically established the absence of 

ergodicity problems in Gibbs sampling of microbial genomes. In other words, the annotation 

probabilities converged to essentially the same values for chains started from different random 

assignments; after about 20,000 iterations the maximum probability difference across all genes 

was < 1%. Based on the convergent Gibbs chains we obtained the marginal probabilities for each 

metabolic assignment, consistent with the global fitness function. 

4.2.2. Optimization of the fitness function parameters 

The GLOBUS fitness function contains several important adjustable parameters bs, that 

represent relative weights of several sequence and context correlations. The values of these 

parameters significantly affect the sampling and the resulting gene annotation probabilities. To 

learn the parameters we applied a maximal likelihood approach using a well-annotated metabolic 

model of S. cerevisiae (iLL672 [154]). Specifically, following the approach commonly used in 

MRF [150], we optimized the fitness function parameters to maximally increase the product of 

the probabilities for correct gene assignments in the yeast network. Multiple simulated annealing 

[155] runs were used to the search the parameter space for maximal likelihood values. 

Importantly, in searching for the parameters over-fitting was not an issue as many hundreds of 

known metabolic annotations (485 yeast genes with EC numbers in the iLL672 model) dominate 

the number of optimized parameters (7 parameters in total). As a result of the maximum 

likelihood optimization, the yeast genes in their correct network locations had a geometric mean 
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probability of 0.617, and an overall prediction accuracy of 80.5%, i.e. the overlap with the 

iLL672 model when genes were assigned to their most probable locations. Using more recent 

metabolic models of S. cerevisiae (iMM904 [156]) or  B. subtilis (iBsu1103 [157]) for 

optimization resulted in similar parameter values and similar GLOBUS probabilities 

(Supplementary fig. 4.2). Thus, we used the parameters optimized with the iLL672 model for 

GLOBUS metabolic annotations in other species. 

4.2.3. GLOBUS precision-recall performance  

 To understand the utility of GLOBUS for metabolic network annotations we applied it to 

the genomes of a gram-positive model bacterium, B. subtilis, and a medically important 

bacterium, S. aureus. The genomes of these bacteria contain 1244 (B. subtilis) and 854 (S. 

aureus) genes with at least remote sequence identity to known enzymes in other species. Several 

curated metabolic models are also available for these species: iYO844 [158] and iBsu1103 [157] 

for B. subtilis and iSB619 [159] for S. aureus. The parameters optimized using the yeast model 

(see above) were used in Gibbs sampling of all possible metabolic assignments in the two 

bacteria. The GLOBUS annotation probabilities were generated and precision-recall curves 

calculated (Fig. 4.2a) based on comparison with the corresponding curated models. For 

comparison we also show in the figure the precision-recall curves calculated based only on 

sequence identity to enzymes in other species; similar results were obtained using either BLAST 

or PSI-BLAST [18] (Supplementary fig. 4.3). The precision-recall calculations demonstrate that 

GLOBUS significantly outperforms homology in the areas of high recall and high precision. 

Further analysis (Fig. 4.2b,c) demonstrates that the main source of the superior GLOBUS 

performance lies in more accurate annotations of genes with low sequence identity to known 
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enzymes. In Figure 4.2b we show the recall (at 70% precision) for gene annotations in B. 

subtilis and S. aureus as a function of sequence identity to known enzymes. GLOBUS recovers 

significantly more correct assignments compared to homology (10, P < 4x10-4 for B. subtilis and 

14%, P < 5x10-5 for S. aureus using 
2
 test), especially for cases with less than 40% sequence 

identity. In Figure 2c we show that at the same level of recall (90%) GLOBUS achieves 

significantly higher precision (9-11% more). The difference in precision is again highest for 

genes with low sequence identity to known enzymes (Supplementary fig. 4.4).  

To investigate the contribution of individual context correlations to the GLOBUS 

performance, we optimized the coefficients of the fitness function without each context 

descriptor. We then compared the precision and recall values for predictions using all context 

correlations and predictions obtained without individual correlations (see Supplementary fig. 

4.5). This analysis showed that all correlations contribute to the method accuracy and that – 

similar to the complete fitness function - the effects of the individual context correlations are 

most apparent for cases with lower sequence identity.  
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Figure 4.2. GLOBUS precision-recall performance. Using available metabolic models 

(iBsu1103 [157] for B. subtilis and iSB619 [159] for S. aureus) we compared predictions by 

GLOBUS to predictions made using sequence homology; predictions for B. subtilis are on the 

left, and predictions for S. aureus are on the right. (a) Precision–recall curves for GLOBUS 

(black lines) were calculated by ranking genes using assignment probabilities. Precision-recall 

curves for homology (red) were calculated by ranking genes using sequence identity. (b) Recall 

of known metabolic genes (at 70% precision) as a function of sequence identity to the closest 

enzymes from other species with the annotated functions. GLOBUS recovers significantly more 

enzymes with remote sequence identity (<40%). (c) Prediction precision (at 90% recall) for 

known metabolic genes as a function of sequence identity to the closest enzyme from other 

species with the annotated functions. In the figure error bars represent the SEM. 
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We investigated the potential utility of GLOBUS for refining existing metabolic 

reconstructions by comparing two curated models of B. subtilis [157, 158] (older iYO844, newer 

iBsu1103) and two models of S. cerevisiae [154, 156] (older iLL672, newer iMM904). 

Specifically, we considered all annotations with non-zero GLOBUS probabilities that were not 

included in the older metabolic models. We then subdivided these non-zero GLOBUS 

annotations into those that were included in the newer models for each species and those that 

were not included in the newer models. This analysis showed (see Supplementary fig. 4.6) that 

for both species, and across different sequence identity bins, higher GLOBUS probabilities 

corresponded to higher likelihoods of being included in the newer metabolic models. 

 

4.2.4. Specific metabolic predictions and biochemical validation in B. subtilis 

GLOBUS results indicate that in many cases context correlations provide crucial 

functional evidence determining correct annotations, especially when sequence identity is small. 

One example is the B. subtilis gene hemD, known to be responsible for the uroporphyrinogen-III 

synthase activity [160] (EC 4.2.1.75). The sequence identity of hemD to the closest Swiss-Prot 

sequence performing its correct function is only ~24%; however, GLOBUS assigned a high 

probability (P=0.86) to the correct EC number because of the excellent context associations with 

its neighboring enzymes at this location: the gene clustering Z-score (defined as the number of 

standard deviations from the mean based on all gene-gene context scores, see Methods) is 21.2, 

the co-expression Z-score is 5.64. Context correlations are also helpful in selecting between 

potential functions with comparable sequence identity. For instance, the B. subtilis 8-amino-7-

oxononanoate synthase bioF [161] has ~39% sequence identity to both its correct function (EC 

2.3.1.47) and to glycine C-acetyltransferase (EC 2.3.1.29). GLOBUS selected the correct 
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assignment (P=0.64 vs. 0.02) despite the equivalent sequence identity due to high clustering and 

co-expression Z-scores (16.6 and 4.3, respectively) in the correct location compared to the 

alternative location (1.1 and 2.4). 

 In Table 4.1 (B. subtilis) and Table 4.2 (S. aureus) we list GLOBUS predictions without 

experimental validation that have high annotation probabilities despite low sequence identity to 

enzymes responsible for corresponding functions in other species. The annotations in the tables 

are ordered by averaging the prediction ranks sorted by decreasing annotation probability and the 

prediction ranks sorted by decreasing sequence identity distance to known enzymes. For each 

prediction in the table we also show the average Z-score for the three context correlations in the 

corresponding network location. 

From the predictions listed in Table 1 we selected the genes spsI, spsJ, and ykgB for 

experimental validation. The first two genes were selected because they were predicted to 

catalyze the first two steps in a rhamnose biosynthesis pathway (Supplementary fig. 4.7); the 

other two genes from the pathway (spsK and spsL, in Table 1) were also predicted by GLOBUS. 

Rhamnose is a main sugar component of the B. subtilis exosporium [162]. The sps genes are 

transcribed from a σ
K
-controlled promoter [163] at late stages of B. subtilis sporulation when the 

outer components of the spore coat are being assembled. The gene ykgB was selected because 

GLOBUS predicted (with probability P=0.51) that this gene catalyzes the long elusive 6-

phosphogluconolactonase activity of the B. subtilis pentose phosphate (PP) pathway. 

Importantly, despite a central role of PP pathway in the B. subtilis metabolism, this enzymatic 

activity remains without available experimental validation. 
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Table 4.1. Prediction of gene function in B. subtilis. In the table we show predictions without 

experimental validation that have GLOBUS-assigned probabilities above 0.5 and protein 

sequence identity to known enzymes below 50%. Shaded rows represent activities validated in 

this study. The annotations in the table are ordered by averaging the prediction ranks sorted by 

decreasing annotation probability and the prediction ranks sorted by decreasing sequence identity 

distance to known enzymes. The last column shows the average Z-score of phylogenetic 

correlations, gene clustering and gene co-expression when all sequences are assigned to their 

most probable locations. The Z-score for each type of data was calculated using the maximum 

context correlation between a gene and its immediate network neighbors (see Methods). 

Gene 

EC 

number Enzyme name Probability 

Identity 

(%) 

Average 

Context Z-

score 

murF 6.3.2.10 UDP-N-acetylmuramoyl-tripeptide-D-alanyl-D-alanine 

ligase 

0.98 32.8 9.0 

spsL 5.1.3.13 dTDP-4-dehydrorhamnose-3,5-epimerase 0.95 33.1 8.4 

ycgM 1.5.99.8 proline dehydrogenase 0.76 25.6 3.6 

yfnG 4.2.1.45 CDP-glucose-4,6-dehydratase 0.76 27.5 11.0 

birA 6.3.4.15 biotin-[acetyl-CoA-carboxylase] ligase 0.77 31.7 2.3 

gcvPB 1.4.4.2 glycine dehydrogenase (decarboxylating) 0.97 41.5 12.3 

yloI 4.1.1.36 phosphopantothenoylcysteine decarboxylase 0.99 44.5 2.6 

fruK 2.7.1.56 1-phosphofructokinase 0.88 40.4 10.9 

spsK 1.1.1.133 dTDP-4-dehydrorhamnose reductase 0.87 39.6 8.4 

murB 1.1.1.158 UDP-N-acetylmuramate dehydrogenase 0.97 43 5.2 

folK 2.7.6.3 2-amino-4-hydroxy-6-hydroxymethyldihydropteridine 

diphosphokinase 

0.99 45.3 8.0 

sul 2.5.1.15 dihydropteroate synthase 0.99 47 8.2 

yitJ 2.1.1.13 methionine synthase 0.54 30.6 2.1 

ybbF 2.7.1.69 protein-Npi-phosphohistidine-sugar phosphotransferase 0.85 40.5 11.3 

 
yloI 6.3.2.5 phosphopantothenate-cysteine ligase 0.97 44.5 2.9 

ykgB 3.1.1.31 6-phosphogluconolactonase 0.51 30.4 2.6 

pheA 4.2.1.51 prephenate dehydratase 0.69 36.1 6.7 

purK 4.1.1.21 phosphoribosylaminoimidazole carboxylase 0.89 43.5 13.3 

spsI 2.7.7.24 glucose-1-phosphate thymidylyltransferase 0.93 44.4 11.6 

ysnA 3.6.1.15 nucleoside-triphosphatase 0.56 33.3 7.7 

ywbC 4.4.1.5 lactoylglutathione lyase 0.6 35.2 3.6 

pucE 1.2.3.14 abscisic-aldehyde oxidase 0.62 35.8 1.0 

ydhR 2.7.1.4 fructokinase 0.77 41.5 5.3 

yfnH 2.7.7.33 glucose-1-phosphate cytidylyltransferase 0.88 43.2 11.0 

ybbD 3.2.1.52 beta-N-acetylhexosaminidase 0.52 33.1 3.1 

yngE 6.4.1.4 methylcrotonoyl-CoA carboxylase 0.64 36.2 8.6 

kbl 2.3.1.29 glycine C-acetyltransferase 0.97 49 9.4 

spsJ 4.2.1.46 dTDP-glucose-4,6-dehydratase 0.97 48 12.0 

tenI 2.5.1.3 thiamine-phosphate diphosphorylase 0.7 40.6 6.6 

pabB 4.1.3.27 anthranilate synthase 0.74 42.8 8.6 
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Table 4.2 Prediction of gene function in S. aureus. In the table we show predictions without 

experimental validation that have GLOBUS-assigned probabilities above 0.5 and protein 

sequence identity to known enzymes below 50%. The annotations in the table are ordered by 

averaging the prediction ranks sorted by decreasing annotation probability and the prediction 

ranks sorted by decreasing identity distance to known enzymes. The last column shows the 

average Z-score of phylogenetic correlations as described in Table 4.1. 

Gene 

EC 

number Enzyme name Probability 

Identity 

(%) 

Average 

Context Z-

score 

bioD 6.3.3.3 dethiobiotin synthase 0.99 31.2 7.9 

hisG 2.4.2.17 ATP phosphoribosyltransferase 0.99 39.6 6.3 

murE 6.3.2.13 UDP-N-acetylmuramoyl-L-alanyl-D-glutamate-2,6-

diaminopimelate ligase 

0.96 39 7.0 

thrB 2.7.1.39 homoserine kinase 1.00 42.4 7.0 

mvaA 1.1.1.34 hydroxymethylglutaryl-CoA reductase (NADPH) 0.95 40.1 5.9 

hemD 4.2.1.75 uroporphyrinogen-III synthase 0.76 27.4 6.4 

SA2374 1.3.3.1 dihydroorotate oxidase 0.84 37.8 2.2 

murF 6.3.2.10 UDP-N-acetylmuramoyl-tripeptide-D-alanyl-D-alanine 

ligase 

1.00 46 7.2 

mvaK1 2.7.1.36 mevalonate kinase 0.73 35.1 6.7 

ribB 2.5.1.9 riboflavin synthase 0.91 43.3 8.3 

ribC 2.7.1.26 riboflavin kinase 0.96 45.5 2.3 

lysC 2.7.2.4 aspartate kinase 0.86 41.6 5.4 

scrB 3.2.1.26 beta-fructofuranosidase 0.82 40.5 5.9 

folA 1.5.1.3 dihydrofolate reductase 0.89 42.8 9.6 

SA1288 6.3.4.15 biotin-[acetyl-CoA-carboxylase] ligase 0.56 33.1 2.0 

aroK 2.7.1.71 shikimate kinase 0.66 34.9 2.0 

coaW 2.7.1.33 pantothenate kinase 0.71 36.6 2.1 

nagA 3.5.1.25 N-acetylglucosamine-6-phosphate deacetylase 0.95 45.5 8.1 

ansA 3.5.1.1 asparaginase 0.66 36 2.2 

SA2317 4.3.1.17 L-Serine ammonia-lyase 0.90 43.9 2.8 

bioA 2.6.1.62 adenosylmethionine-8-amino-7-oxononanoate 

transaminase 

0.97 48.2 9.3 

asd 1.2.1.11 aspartate-semialdehyde dehydrogenase 0.98 48.9 5.8 

gcvPB 1.4.4.2 glycine dehydrogenase (decarboxylating) 0.81 42.3 9.2 

thiD 2.7.4.7 phosphomethylpyrimidine kinase 0.89 44 8.9 

hemY 1.3.3.4 protoporphyrinogen oxidase 0.94 47 4.1 

trpG 4.1.3.27 anthranilate synthase 0.68 40.6 6.6 

SA2006 4.1.1.5 acetolactate decarboxylase 0.90 46.6 4.9 

alr1 5.1.1.1 alanine racemase 0.82 43.6 3.3 

SA0511 1.1.1.103 L-threonine 3-dehydrogenase 0.78 43.5 2.2 

SA2318 4.3.1.17 L-Serine ammonia-lyase 0.83 45.6 9.3 
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Figure 4.3. In vitro biochemical assays for characterizing activities of SpsI and SpsJ using 

high-precision mass spectrometry. (a) Reaction diagram. (b) Peak plots show intensities with 

masses corresponding to the products dTDP-glucose and dTDP-4-dehydro-6-deoxy-glucose of 

the reactions catalyzed by SpsI and SpsJ (black arrows, detailed in c). Observed masses deviate 

by less than 0.001 atomic mass units (amu) from the corresponding reference masses. Spectra 

were recorded from two independent assays. (c,d) Bar plots show dependency of dTDP-glucose 

(c) and dTDP-4-dehydro-6-deoxy-glucose (d) accumulation on protein concentration of SpsI and 

SpsJ, respectively. As negative control (NC), the protein free filtrate of 6.99 µM spsI or 203.01 

µM SpsJ solution was used. Error bars represent standard deviations from two independent 

assays.  

 

The three proteins selected for experimental validation were over-expressed in E. coli and 

purified by His-Tag affinity and anion exchange chromatography. The correct identity of the 

purified proteins was confirmed by in-gel tryptic digestion and subsequent peptide analysis using 

mass spectrometry. In vitro enzymatic assays for SpsI and SpsJ were performed using a 

published method [164]. Predicted SpsI substrates (dTTP and α-D-glucose-1-phosphate; Fig. 

3.1a) were observed in negative ionization mode high-precision mass-spectra profiles at 259.022 

m/z and 480.981 m/z (M-H
+
) respectively. Intensities of both dTTP and α-D-glucose-1-

phosphate decreased only when SpsI was present in the assays, indicating that the enzyme uses 

these compounds as substrates (Supplementary fig. 4.8). In addition, the predicted reaction 
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product (dTDP-glucose) accumulated at 563.068 m/z (M-H
+
) only in the presence of SpsI (Fig. 

4.3b,c). The product of SpsJ (dTDP-4-dehydro-6-deoxy-glucose) was observed at 545.058 m/z 

(M-H
+
) only in the presence of both SpsI and SpsJ (Fig. 4.3b,d), suggesting that SpsJ indeed 

converts dTDP-glucose into dTDP-4-dehydro-6-deoxy-glucose (Fig. 4.3a). Product 

accumulation as well as substrate consumption showed a clear dependence on the protein 

concentrations within a wide range around the estimated in vivo concentration of glucose-1-

phosphate thymidylyltransferase  (~1 µM for RfbA in Escherichia coli [165]). 

 

Figure 4.4 In vitro biochemical assays for characterizing 6-phospho-gluconolactonase 

activity of YkgB. (a) Reaction diagram for 6-phosphogluconolactonase. (b) Time courses of 

lactone degradation at different YkgB concentrations were recorded online by direct flow 

injection analysis. Different symbols represent replicate assays. (c) Bar plot shows relative 

intensity increase comparing final and initial intensities as a function of YkgB concentration. As 

negative control (NC), the protein free filtrate of 223.2 µM YkgB solution was used. Error bars 

represent standard deviations from two independent assays. 
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Similarly to SpsI and SpsJ, the YkgB activity (Fig. 4.4a) was followed by observing the 

6-phospho-gluconolactone degradation with online flow injection into a high-precision mass-

spectrometer operating in the negative ionization mode. The intensity at the mass of 257.007 m/z 

(M-H
+
), corresponding to 6-phospho-gluconolactone, decreased with rates faster than the rate of 

spontaneous background hydrolysis only when YkgB was present in the assays (Fig. 4.4b). The 

6-phospho-gluconolactone degradation rate also exhibited a clear dependence on the protein 

concentration (Fig. 4c) within a wide range around the estimated in vivo 6-

phosphogluconolactonase concentration (~1.5 µM for YbhE in Escherichia coli [165]). 

Similarly, the production rate of 6-phosphogluconic acid was significantly higher than the 

background when YkgB was present in the assays (Supplementary fig. 4.9). Notably, available 

expression and proteomic data show that the ykgB gene is transcribed during several 

environmental conditions [166, 167], such as heat and phenol stress. This suggests that YkgB - 

similar to lactonases in other species [168] - is likely to play a role in removing toxic byproducts 

of the PP pathway. 

4.2.5. GLOBUS automation and probabilistic predictions for multiple species 

 Our probabilistic annotation method can be applied to any sequenced microbial genome. 

Other than gene co-expression, which may be hard to come by for species with no or too few 

expression studies, phylogenetic correlations and gene chromosomal clustering, as well as the 

remaining functional descriptors can be easily calculated based on pre-defined open reading 

frames (see Methods). Using high-quality annotations from Swiss-Prot [17] and enzyme 

definitions from ExPASy [169] and KEGG [29] it is possible to automatically update the generic 

EC network and sequence database used to detect homology. Furthermore, data on gene order 

present in KEGG, as well as simple protocols of sequence alignment can be applied on a large 
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scale to produce the information required to solve the energy function equation during Gibbs 

sampling (Fig. 4.5). To demonstrate the scalability of GLOBUS, we have applied it to 45 diverse 

prokaryotic species producing thousands of probabilistic gene annotations within a couple of 

days. Based on these tests, using GLOBUS to annotate all (~4,000) currently sequenced genomes 

could be achieved within 3-6 months.  

We have set up a prototype database at http://vitkuplab.c2b2.columbia.edu/globus/ with 

probabilistic predictions for 10 species of medical importance. As illustrated in Figure 4.5, these 

predictions are based on our automated annotation pipeline and are linked to the underlying 

functional descriptor scores that resulted in the observed probabilities. These scores are 

important for manually reviewing annotations, for example, during the reconstruction of 

genome-scale metabolic models. Additionally, all predictions can be downloaded in bulk format 

to be used in downstream computational methods (see for example Section 4.4), and links to 

external resources such as BRENDA [136] are provided. The quantitative results are also linked 

to visualization tools [170], allowing the inspection/comparison of the annotated enzymatic 

activities and their probabilities in the context of KEGG metabolic pathways.  

http://vitkuplab.c2b2.columbia.edu/globus/
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Figure 4.5. GLOBUS database implementation. Probabilistic annotations can be obtained for 

any sequenced microbial genome based on public and subscription based (optional) data 

repositories. A prototype database (http://vitkuplab.c2b2.columbia.edu/globus/) was built to 

display GLOBUS results and the underlying functional descriptor scores. Links to BRENDA 

[136] and iPATH [170] for visualization are also provided.  

 

4.3. Discussion 

Owing to the inherent uncertainty of computational annotations, predictions of 

biochemical function need to be treated probabilistically. Currently, most publicly available 

biochemical databases do not provide quantitative probabilities or confidence measures for 

existing annotations. This makes it hard for the users of these valuable resources to distinguish 

between confident assignments and mere guesses. As the application and impact of genome-

scale metabolic networks rapidly expands [76], a probabilistic treatment of annotations is 

essential. The GLOBUS approach, which is based on statistical sampling of possible biochemical 
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assignments, provides a principled framework for such global probabilistic annotations. The 

method assigns annotation probabilities to each gene, as well as suggests likely alternative 

functions. 

We demonstrate that context correlations can significantly improve the accuracy of 

biochemical predictions, especially when annotations are based on distant sequence identity. 

Over half of potential metabolic genes, even in such well-studied model organisms as S. 

cerevisiae and B. subtilis, have remote sequence identity (<40%) to known enzymes 

(Supplementary fig. 4.4). Application of GLOBUS to less-studied organisms should be 

straightforward, as context-based correlations, with the exception of gene co-expression, can be 

calculated directly from genomic sequences; the decrease in the overall accuracy without gene 

co-expression is relatively small (<1%). The accuracy of other context correlations should only 

improve with the rapid growth of fully sequenced genomes. 

Probabilistic predictions generated by GLOBUS can be directly used to annotate 

sequences and genomes. GLOBUS annotations can be also used by various gap identification 

and gap filling approaches [31, 33, 52, 54, 146] to produce simulation-ready flux balanced 

networks [76]. In addition, recent advances in metabolomics, proteomics, and fluxomics offer 

complementary opportunities to expand and refine biochemical annotations and network 

reconstructions [171, 172]. The flexibility of the GLOBUS framework makes it easy to integrate 

metabolomics and proteomics data. For example, as genes are moved through the network to 

sample possible assignments, available data for corresponding proteins and metabolites can be 

included in the global fitness function. Additional functional descriptors, for example based on 

protein structure and information about protein localization, can be also considered in the 
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framework. Such probabilistic integration of diverse biochemical data will be crucial for 

exploiting the ongoing avalanche of genomic sequencing. 

4.4. Appendix: Using system-level properties as evidence for gene annotations  

 As described in Chapter 2, one of the main applications of biochemical annotations is 

the reconstruction of stoichiometric models suited for constraints-based analysis. The 

reconstruction process involves the mapping of annotated enzymatic activities to mass-balanced 

reactions that, represented  as a stoichiometric matrix, enable the search for steady state flux 

distributions [51]. Typically, a pre-defined set of biomass precursors plays an important role in 

the reconstruction process: based on literature reports or computational predictions, reactions are 

included in the models such that all biomass precursors can be synthesized at steady state [2]. 

Given that all species possess the ability to obtain basic bio-molecules such as proteins, nucleic 

acids, lipids, and co-factors, we rationalized that prior knowledge of the reactions needed for 

these biosynthetic processes could be considered in GLOBUS to further improve functional 

assignments (Fig. 4.6). In particular, if a reaction is likely to be present in a given metabolic 

network, a global assignment of genes to EC numbers that has genes assigned to said reaction is 

expected to be more likely than an assignment with no genes associated with it. 
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Figure 4.6. Identification of necessary reactions based on GLOBUS and flux analysis. 

System-level properties of metabolic networks, such as the ability to synthesize biomass 

precursors, can be used to find reactions that are likely to be in a metabolic network based on an 

initial annotation. The identified reactions can then be used to improve GLOBUS predictions by 

narrowing the set of possible locations with a high-probability. These reactions can be obtained 

from a universal stoichiometric network using an optimization approach such as mixed integer 

linear programming (MILP). 

In order to test this approach, a new term representing the presence of a reaction in the 

metabolic network was added to the GLOBUS energy function. Similar to previous sections, a 

weight was learned for this new variable using simulated annealing and the yeast iLL672 model. 

Every node in the EC network was labeled according to its presence (1) or absence (0) in the 

iLL672 model, and the energy function was defined in such way that a higher probability (lower 

energy) was obtained when genes were assigned to reactions marked as present. Using the 

parameters obtained after training on the yeast model, GLOBUS was ran on the B. subtilis 

genome using the EC numbers present in the iBsu1003 model [157] as input. As shown in 

Figure 4.7a, there was a significant boost in precision and recall when prior knowledge of 

reactions was considered. Moreover, a substantial improvement was also observed when as many 
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as 30% known EC numbers were ignored or 30% random functions were considered (Fig. 4.7a, 

orange and green lines). 
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Figure 4.7. Improving GLOBUS performance through system-level information. (a) 

Precision-recall curves for GLOBUS (red), GLOBUS considering known reactions in the B. 

subtilis metabolic network (black), and GLOBUS considering known reactions with different 

levels of false positives and false negatives. (b) Precision-recall curves for GLOBUS (black) and 

GLOBUS using reactions required for the synthesis of biomass precursors (red) identified using 

MILP in three different genomes (B. subtilis, N. meningitidis and S. aureus). (c) Recall at a given 

level of precision (blue lines in panel b) for different bins of sequence identity to known enzymes 

across three different species. Error bars represent the SEM.  

 

Because it is unlikely that one would know all reactions present in a given species 

beforehand, a previously described optimization procedure [52] was used to identify reactions 
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likely to be present in a query metabolic network.  For this, 10,625 mass-balanced reactions from 

the ModelSEED were used to build a universal stoichiometric model, and EC numbers in the 

generic EC network were mapped to those reactions. For a given species, GLOBUS probabilities 

were transferred to reactions in this stoichiometric network and mixed integer linear 

programming (MILP) was used to find the least number of low or zero-probability reactions that 

would allow the synthesis of all biomass components defined for such species (see Methods, 

Section 4.5.7). These reactions were then used as an additional input for GLOBUS using the 

newly defined energy function and the parameters obtained after training with known yeast 

reactions (Fig. 4.6).  As shown in Figure 4.7b for three different species (B. subtilis, Neisseria 

meningitidis and S. aureus), considering the reactions identified this way produces a substantial 

(~10%) improvement in precision and recall of metabolic annotations. Interestingly, looking at 

recall values for genes with different levels of sequence identity to known enzymes (Fig. 4.7c), 

there is a similar improvement at every sequence identity bin using the new method. This 

suggests that GLOBUS can effectively combine local context information, which is most useful 

in cases of remote sequence identity (Fig. 4.2), and the new global context term related to the 

ability of genome-scale metabolic networks to synthesize essential and organism-specific 

biomass components.   

While biomass synthesis (growth) is a phenotypic characteristic shared by all organisms, 

the described approach could be used to incorporate more specific phenotypic properties such as 

the ability to utilize various nutrients (measured by phenotypic microarrays [90]), or the ability 

to produce specific metabolites detected by untargeted mass-spectrometry. Both of these tasks 

can be achieved through a reformulation of the optimization problem described. On the other 

hand, considering GLOBUS probabilities in the context of a universal mass-balanced 
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stoichiometric network provides useful information for deciding –through manual inspection, or 

optimization procedures– what reactions to include or leave out in the reconstruction of genome-

scale metabolic models (see Supplementary fig. 4.6). In summary, integrative probabilistic 

methods such as GLOBUS can be used to integrate into a single process the annotation and in 

silico systems analysis of sequenced genomes (Fig 2.1). 

4.5. Methods  

4.5.1. Construction of the generic EC network 

In the construction of the EC (Enzyme Commission) network we considered 3284 EC 

numbers (http://www.chem.qmul.ac.uk/iubmb/enzyme/) responsible for biochemical activities 

involving small compounds as substrates and products; activities such as “RNA polymerase” or 

“protein kinase” were excluded. In the global EC network, nodes represent EC numbers and 

edges represent connections established by metabolites shared by reactions. Following a 

common procedure [38], linkages through the top 30 most highly connected metabolites and 

cofactors were not considered (Supplementary table 4.1). 

4.5.2. Identification of potential metabolic genes and potential metabolic functions 

The program BLAST [18] (with E-value cutoff of 5*10
-2

) was used for homology 

searches against enzymes in Swiss-Prot [149], excluding sequences that were: 1.) from genomes 

of closely related species (species in the same taxonomic genus) or 2.) likely annotated based 

exclusively on computational methods, i.e., annotations with keywords probable, like, by 

similarity, hypothetical, or putative. Although many remaining annotations in Swiss-Prot are also 

derived using computational methods, they are usually curated, ensuring that the misannotation 

rate in this database is relatively low [24, 36].  
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To account for multi-functional enzymes, when non-overlapping regions of a query gene 

could be mapped to different enzymatic functions - indicating domains responsible for distinct 

metabolic activities - the mapped regions of the query gene were allowed to be assigned 

independently to different network locations. 

4.5.3. The functional descriptors considered in the GLOBUS fitness function 

The fitness (energy) function over all metabolic genes, E(g1, g2, …., gn), was defined to 

reflect the hypotheses that a particular global assignment of genes into their network locations 

will be more probable if genes have significant homologies to the assigned locations, and also 

exhibit strong context correlations with their network neighbors. Accordingly, in GLOBUS 

calculations we used the following fitness function for genes included in the network: 

 (          )                                                                                             

where, b(s) are positive coefficients representing weights of each functional feature, and f(s) are 

various functional features described below. 

4.5.3.1. Sequence homology. f homology  

The term, f homology, represents the descriptor of sequence homology. The higher the 

sequence identity between a protein and enzymes in other species known to catalyze the assigned 

activity, the more likely is the assignment to be correct [20, 173]. As the sequence homology 

descriptor we used the logarithm of the conditional probability that the gene performs the 

assigned function, given the highest sequence identity to a Swiss-Prot [149] protein annotated to 

catalyze the target activity: 

          ∑    (                      |                                                         )
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The conditional probabilities were estimated using the well-curated yeast iLL672 

metabolic model [154] (Supplementary fig. 4.1d).  

4.5.3.2. Orthology. f orthology  

An additional binary descriptor related to sequence homology was the possible gene 

orthology to a gene from another species annotated with the target activity. The orthology 

descriptor was based on bi-directional best hits by SSEARCH [174]; in these calculations we 

used the bi-directional best hits in the KEGG SSDB database [131] 

(http://www.genome.jp/kegg/ssdb/). For each gene, the orthology term was either 1, if at least 

one possible ortholog was annotated in Swiss-Prot to perform the target activity, or 0, if no 

orthologs with the target activity could be identified. Again we excluded annotations based 

exclusively on computational methods, and treated separately non-overlapping regions with 

homology to different activities (see above). 

4.5.3.3. Gene-gene context correlations. f context 

Gene pairs that share similar biological functions tend to be either present or absent 

together in genomes of sequenced species (phylogenetic correlation), tend to be co-localized on 

chromosomes across multiple genomes (gene chromosomal clustering), and tend to be co-

regulated. These context-based correlations were initially developed to infer gene functions and 

provide complementary information to sequence homology data [143, 175]. Multiple studies 

have also demonstrated that genes located close to each other in a metabolic network tend to 

have significantly stronger context associations [38, 176]. Previously, we and others used context 

associations in combination with local structure of the metabolic network to identify genes 

responsible for orphan metabolic activities [31, 33, 146, 177]. 

http://www.genome.jp/kegg/ssdb/
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In GLOBUS we used the context correlations by first transforming them into Z-scores 

[178] using the distribution of correlations between all pairs of candidate metabolic genes, and 

then estimating the conditional probability that two genes are direct network neighbors given 

their context association Z-score. The conditional probabilities were derived based on the 

iLL672 yeast metabolic model (Supplementary fig. 1a-c). In the GLOBUS fitness function for 

each assigned gene we considered the maximum log probability among all network neighbors of 

the gene: 

         ∑   (    (                               |                                              ))

 

   

 

 

4.5.3.3.1. Phylogenetic correlation 

Phylogenetic correlation [140, 179] measures the co-occurrence (co-presence) of 

homologues for a pair of genes across genomes. Phylogenetic profiles were constructed using 

protein BLAST searches against a collection of 70 diverged genomes [33]. We used the binary 

phylogenetic profiles, i.e. 70-dimensional binary vectors representing the presence or absence of 

homologues in the target genomes. Pearson’s correlation between the profile vectors was 

calculated using the following equation: 

))(( 22 yNyxNx

xyNz
r




  

 

, where N is the total number of target genomes. For genes X and Y, x is the number of genomes 

in which any homologue of X is present, y is the number of genomes in which any homologue of 

Y is present, and z in the number of genomes in which homologues of both X and Y are present. 
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4.5.3.3.2. Gene chromosomal clustering 

For a pair of genes, chromosomal gene clustering [34, 142, 180] measures the degree of 

co-localization of their orthologues across a set of genomes. We considered gene order statistics 

instead of the exact nucleotide positions of genes, i.e. we defined a gene order distance d(X,Y) as 

the minimum number of genes separating genes X and Y. Under the null hypothesis that genes 

are distributed randomly within a genome, P(dγ(X, Y)) is the probability of observing gene order 

distance equal or less than dγ(X, Y) between a pair of genes X and Y in a genome γ. P(dγ(X, Y)) 

can be calculated directly as the fraction of gene pairs in genome γ that are separated by gene 

order distance dγ(X, Y) or smaller. Assuming gene order distances are independent across a set of 

108 evolutionary divergent organisms Γ, and given that X and Y are orthologues of genes A and 

B from the target genome, we calculated the clustering of genes A and B: 

  (   )      ∏( (  (   ) ))

   

 

 

For a given set of genomes, this clustering measure can be biased by the variable 

phylogenetic proximity between different organisms. Therefore we deliberately filtered the 

genome set to eliminate species closely related to the target genome using a mutual information 

threshold of 0.9 for ortholog occurrences [31]. Orthology mapping required for the chromosomal 

clustering calculations was established using best bi-directional hits in the KEGG SSDB dataset 

[131] (http://www.genome.jp/kegg/ssdb/). 

4.5.3.3.3. Co-expression 

Numerous studies [141, 181] demonstrated that genes with similar mRNA expression 

profiles usually have related biological functions. Descriptors of mRNA co-expression used in 

http://www.genome.jp/kegg/ssdb/
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GLOBUS were calculated as Spearman’s rank correlation between expression profiles obtained 

from the Rosetta “compendium” dataset [182] for S. cerevisiae and the GEO database [183] for 

B. subtilis and S. aureus. In all calculations Log10 intensity ratio values were used. 

4.5.3.4. EC co-occurrences. fECco-ocurrence 

In addition to gene phylogenetic profiles, we used in GLOBUS a functional descriptor 

based on likely co-occurrence between different metabolic activities (EC numbers) across 

species. This descriptor measures the correlation between the occurrences of different metabolic 

activities across species without considering specific genes assigned to the activities. To 

calculate the correlation between different metabolic activities (EC numbers) we used a 70-

dimentional binary vector for each EC number representing its presence or absence in a set of 70 

genomes (see section 4.5.3.3.1) according to the KEGG database [131] 

(http://www.genome.jp/kegg). For every pair of EC numbers the Pearson’s correlation between 

their profile vectors was calculated (see section 4.5.3.3.1).  

In the GLOBUS fitness function for each assigned gene we considered the EC co-

occurrence descriptor equal to the average correlation between the EC activity of the assigned 

gene and the EC activities for all its network neighbors. The most relevant information about 

homology usually comes from annotated enzymes with the highest sequence identity to a protein 

under consideration. On the other hand, the EC co-occurrence reflects common presence and 

absence of metabolic activities across multiple KEGG genomes. Thus, this term quantifies 

tendencies of closely related activities to be filled together. 
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4.5.4. Calculating the marginal probability using Gibbs sampler 

The marginal probability, P(gi), represents the probability that a gene is responsible for a 

metabolic activity (EC number) consistent with all possible assignments of other genes into the 

network. Formally, given all parameters of the GLOBUS fitness function, b homology, b orthology, b 

context, and b EC co-occurrence, P(gi) can be calculated by summation: 

  
  ni i g

niii

g g g

i gggggEEXP
Z

gP )},...,,,,...,({
1

......)( 111

1 1 1  

, where Z is a normalizing partition function. Suppose that there are n metabolic genes in the 

genome and each metabolic gene has m potential network assignments, obtaining P(gi) then 

requires summing over m
n
 possible terms. Because a typical genome contains many hundreds to 

thousands of metabolic genes, this summation is computationally intractable. Nevertheless, the 

success of the GLOBUS approach is due to the fact that the vast majority of all possible gene 

assignments have very low probabilities. Consequently, it is possible to recover correct marginal 

probabilities for each gene using an efficient sampling of high probability configurations 

(assignments). 

To sample probable gene assignment we applied a widely used algorithm, the Gibbs 

sampler [151, 184, 185]. The Gibbs sampler is a special case of Markov Chain Monte Carlo 

(MCMC) and the Metropolis-Hasting algorithm [152, 186]. The Gibbs sampler allows obtaining 

marginal probabilities using sampling based on conditional probabilities. Starting with a random 

initial assignment of n metabolic genes to a network, a Gibbs chain of t steps: G
1
,G

2
,…,G

t
 is 

obtained iteratively by selecting a random gene i and re-assigning to a location gi according to 

the following conditional probability: 



79 
 

 

  
     (   |      

             
           

       
 ) 

 

Where Gi
k 
represents the location of gene i at step k of the Gibbs chain G. If at each iteration the 

location of every gene was recorded; it can be proven that the distribution of Gi converges to 

P(gi) as the number of iterations t → ∞. 

The conditional probability used in the iterative sampling, P(gi| g1,…,gi-1, gi+1,…,gn), is: 
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Since in each iteration the denominator of the above equation and Z (the partition 

function) are constant, the conditional probability can be derived from the fitness function, E(g1, 

g2, …., gn): 
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 A schematic illustration of a Gibbs sampler chain generating iterative gene assignments is 

shown in Supplementary figure 4.10.  

4.5.5. Computational requirements and statistical analysis 

The calculations were performed using the 3GHz Intel Xeon processor with 256MB of 

RAM. GLOBUS run times depended both on the number of iterations and the number of genes 

for a given species. For the S. cerevisiae, S. aureus, and B. subtilis genomes, 10,000 iterations 
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over all genes took about 10 minutes to complete. The run time increased linearly with the 

number of iterations and the number of genes. Importantly, 20,000-50,000 iterations (20-50 

minutes) were required to achieve 1% convergence of annotation probabilities, i.e. a 

convergence where not a single annotation probability varied by >1% between independent 

sampling runs. 

P values used to compare precision-recall performances for GLOBUS and sequence 

identity were calculated using the one tailed
2
 test, n=332 to 717 annotations.  

4.5.6. Experimental validation of biochemical predictions 

Different amounts of purified SpsI or SpsJ were incubated at 37 °C in 1 mL of 10 mM 

potassium phosphate buffer pH 7.4, 2.5 mM MgCl2, 1 mM glucose-1-phosphate, 1 mM dTTP 

and 1 U pyrophosphatase[164]. The enzyme reaction samples were assayed after 4 hours by 

flow-injection into a time of flight mass spectrometer (6520 Series QTOF, Agilent Technologies) 

operated in the negative ionization mode. High-precision mass spectra were recorded from 50-

1000 m/z and analyzed as described previously [187]. Acquired masses were deviating less than 

0.001 atomic mass units (amu) from the reference masses 259.022, 480.982, 545.058, and 

563.068 for α-D-glucose-1-phosphate, dTTP, dTDP-glucose, and dTDP-4-dehydro-6-deoxy-

glucose, respectively. 

Purified YkgB was assayed in 1 mL 5 mM potassium phosphate buffer pH 7, 2.5 mM 

MgCl2, and freshly prepared 6-phospho-gluconolactone. The lactone was prepared freshly from 

6-phospho-gluconic acid by lyophilization, and its degradation due to the YkgB activity was 

followed by direct online flow-injection into a time of flight mass spectrometer as described 
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above. Acquired masses were deviating less than 0.001 atomic mass units (amu) from the 

reference masses 257.007 and 275.017 for 6-phospho-gluconolactone and 6-phosphogluconic  

4.5.7. MILP problem description 

 A universal stoichiometric reaction network was built from the set of reactions in the 

ModelSeed database (http://seed-viewer.theseed.org/). Unbalanced reactions and reactions of 

compounds with unspecified numbers of monomers were discarded; transport and exchange 

reactions were added based on the set of bacterial genome-scale metabolic models described in 

Chapter 3. For a particular species a template biomass composition was selected as described by 

Henry et al. [54], making sure that the universal network was able to produce all biomass 

components; i.e. that flux balance analysis (FBA [45]) predicted a positive flux through a 

biomass reaction with all considered precursors as reactants. Having defined a biomass reaction, 

flux variability analysis (FVA [188]) was used in order to remove reactions that could not carry 

flux under any condition while still producing biomass.  

 For a given genome GLOBUS probabilities were obtained as described (Section 4.2.1). 

The probability of each EC number in the generic EC network was estimated as the maximum 

probability among all genes assigned to the EC number. EC probabilities were assigned to the 

corresponding reactions based on the ModelSeed reaction definitions. When more than one EC 

number was associated to a particular reaction, the highest EC probability was used as the 

reaction probability. Reactions that were not associated with an EC number, reactions associated 

with EC numbers with zero probability, and reactions with a probability below 0.05 were all 

assigned a default probability of 5%.  

http://seed-viewer.theseed.org/
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In order to identify a set of likely reactions, a subset of reactions from the universal 

stoichiometric network was selected at random with likelihood proportional to the reaction 

probabilities. Starting with these reactions and using the previously defined biomass composition 

we solved the following optimization problem using mixed integer linear programming (MILP): 

         ∑ (  (              ))  
 

   
  

              

       

           

           

The solution identifies the least number of low probability reactions i not included in the 

initial subset that allow flux through the biomass reaction (vbiomass) larger than a small constant k. 

Zi is a binary variable indicating the presence or absence of every reaction not present in the 

initial reaction set in the solution. The first condition ensures that the solution is at steady state; S 

represents the network’s stoichiometric matrix and v is a vector containing all metabolic fluxes. 

The second condition sets upper bounds (ubi) to fluxes in v when reversible reactions are 

represented as pairs of forward and backward reactions. 

 A binary vector of the reactions carrying flux in the MILP solution was used in GLOBUS 

with a modified objective function:  

 (          )                                                                                             

                             

, where the additional term flikely-rxn had a value of 1 when genes were assigned to EC numbers 

associated to a reaction with non-zero flux and 0 otherwise. 
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4.6. Supplementary figures and tables 
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Supplementary figure 4.1. Conditional probabilities used in the GLOBUS fitness function. The 

context correlations used in GLOBUS (a-c) were first transformed into Z-scores[178] using the 

distribution of correlations for all pairs of candidate metabolic genes. Then we estimated the 

conditional probability that two genes are direct network neighbors given their context 

association Z-score. The greater the context correlation Z-score, the more likely the two genes 

are network neighbors. The conditional probabilities were estimated based on the iLL672 yeast 

metabolic model[154]. (a) The conditional probabilities for phylogenetic profiles, (b) The 

conditional probabilities for chromosomal gene clustering, (c) The conditional probabilities for 

mRNA co-expression. (d) As a sequence homology term in GLOBUS we used the conditional 

probability that a gene performs the assigned function, given the highest sequence identity to a 

Swiss-Prot[149] protein annotated to catalyze the target activity. The conditional probabilities for 

sequence homology were estimated using the well-curated yeast iLL672 metabolic model[154]. 
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Supplementary figure 4.2. Training GLOBUS parameters using different models. (a) 

Maximum likelihood values of the context weight coefficients derived using the iLL672[154] 

and iMM904[156] S. cerevisiae models and the iBsu1103 [157] model for B. subtilis. SEQ: 

sequence identity; PC: phylogenetic correlation; GC: gene clustering; EX: co-expression; ORT: 

Orthology; EC: EC co-occurrence; OUT: not in the network (b) The correlation of probabilities 

with values higher than 0.1 in S. aureus based on GLOBUS parameters obtained by training with 

the two different yeast models (Pearson’s r=0.94, median probability difference = 0.04, 

maximum probability difference = 0.33). (c) The correlation of probabilities with values higher 

than 0.1 in S. aureus based on GLOBUS parameters obtained by training with the yeast iLL672 

and the iBsu1103 metabolic models (Pearson’s r=0.96, median probability difference = 0.05, 

maximum probability difference = 0.35). 
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Supplementary figure 4.3. Comparison of the precision-recall relationships obtained using 

homology information established by BLAST and PSI-BLAST. Using PSI-BLAST, instead of 

regular BLAST, does not improve the performance significantly because additional sequences 

with low identity (detected by PSI-BLAST) only rarely have the target function. 
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Supplementary figure 4.4. Fractions of potential metabolic genes in S. cerevisiae (green) and B. 

subtilis (grey) are shown as a function of sequence identity to annotated enzymes in other 

species. Over half of metabolic genes have relatively small sequence identity (<40%) to known 

enzymes in both model organisms. 
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Supplementary figure 4.5. Contribution of individual context correlations to the GLOBUS 

performance. Different columns in the figure represent precision/recall values - across sequence 

identity bins - achieved by GLOBUS without using individual context correlations. The 

corresponding GLOBUS parameters were determined by simulated annealing optimizations 

performed without using each of the context correlations. The results show that at the same level 

of precision (70%) (a) and recall (90%) (b), there is a marked reduction in performance; such 

reduction is most apparent for cases with low sequence identity. 
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Supplementary figure 4.6. Potential utility of GLOBUS in refining manually curated metabolic 

models. (a) Annotations with non-zero GLOBUS probabilities that were not included in the older 

iYO844[158] B. subtilis model were subdivided into those included (black) and those that were 

not included (red) in the newer iBsu1103 model. Results show that, for different bins of 

sequence identity, higher GLOBUS probabilities correspond to higher likelihoods that 

annotations were included in the newer model. (b) Similar result is observed for yeast. 

Annotations with non-zero GLOBUS probabilities that were not included in the older 

iLL672[154] S. cerevisiae model were subdivided into those included (black) or not included 

(red) in the updated iMM904[156] model.  
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Supplementary figure 4.7. GLOBUS predictions for sps genes in B. subtilis. (a) Genomic 

positions of the sps genes, as well as gene mapping (dashed arrows) to the dTDP-L-rhamnose 

biosynthesis pathway. The expression of sps genes is controlled by the σ
K
 transcription 

factor[163]. (b) GLOBUS-derived probabilities for potential functions of spsI, spsJ, spsK, and 

spsL.  
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Supplementary figure 4.8. Substrate consumption at different spsI concentrations. Mass 

spectrometry intensities of α-D-glucose-1-phosphate (left panel) and dTTP (right panel) are 

shown as a function of the SpsI concentration. As negative control (n.c.), the protein free filtrate 

of 6.99 µM spsI solution was used. Error bars represent standard deviations from two 

independent assays. 

 

 

Supplementary figure 4.9. Product accumulation at different YkgB concentrations. Mass 

spectrometry intensities of 6-Phosphogluconic acid (left panel) and its relative intensity increase 

(right panel) comparing final and initial intensities are shown as a function of the YkgB 

concentration. As negative control (n.c.), the protein free filtrate of 232 µM YkgB solution was 

used. Error bars represent standard deviations from two independent assays. 
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Supplementary figure 4.10. Illustration of Gibbs sampler used to derive marginal probabilities, 

P(gi), in GLOBUS. A marginal probability for a gene assignment reflects the likelihood of the 

gene to catalyze the corresponding activity consistent with, i.e. integrated or summed over, all 

possible assignment of other genes in the network. Probabilities were calculated directly from the 

Gibbs chain counts. 

Supplementary table 4.1. Highly connected metabolites that were not used in establishing 

connections between metabolic activities (EC numbers). 

Metabolite Number of 

connected EC 

numbers 

Metabolite Number of 

connected EC 

numbers 

H2O 1224 Reduced acceptor 115 

H+ 703 AMP 111 

NADP+ 435 Pyruvate 109 

NADPH 433 S-Adenosyl-L-homocysteine 107 

NAD+ 422 Acetyl-CoA 103 

NADH 412 H2O2 102 

Oxygen 379 L-Glutamate 100 

ATP 375 2-Oxoglutarate 96 

Orthophosphate 306 UDP-glucose 76 

ADP 294 Acetate 73 

CO2 254 D-Glucose 56 

CoA 230 Carboxylate 48 

Pyrophosphate 185 Succinate 43 

NH3 183 Oxaloacetate 41 

UDP 150 Glycine 41 

S-Adenosyl-L-methionine 115   
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Chapter 5. 

 

RECONSTRUCTION AND FLUX BALANCE ANALYSIS OF THE Plasmodium falciparum 

METABOLIC NETWORK 

 

This chapter is based on “Plata, G., Hsiao, T., Olszewski, K., Llinás, M., Vitkup, D. 

Reconstruction and Flux-balance Analysis of the Plasmodium falciparum Metabolic 

Network. Mol. Syst. Biol. 6:408 (2010)” 

 

Genome-scale metabolic reconstructions can serve as important tools for hypothesis generation 

and high-throughput data integration. Here we present a metabolic network reconstruction and 

flux-balance analysis of Plasmodium falciparum, the primary agent of malaria. The 

compartmentalized metabolic network accounts for 1001 reactions and 616 metabolites. 

Enzyme-gene associations were established for 366 genes and 75% of all enzymatic reactions. 

Compared with other microbes, the P. falciparum metabolic network contains a relatively high 

number of essential genes, suggesting little redundancy of the parasite metabolism. The model 

was able to reproduce phenotypes of experimental gene knockout and drug inhibition assays with 

up to 90% accuracy. Moreover, using constraints based on gene expression data, the model 

predicted the direction of concentration changes for external metabolites with 70% accuracy. 

Using flux-balance analysis, we identified 40 enzymatic drug targets (i.e. in silico essential 

genes) with no or very low sequence identity to human proteins. To demonstrate that the model 

can be used to make clinically relevant predictions, we experimentally tested one of the 

identified drug targets, nicotinate mononucleotide adenylyltransferase, using a recently 

discovered small molecule inhibitor. 
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5.1. Introduction 

Malaria is an ancient disease which can be dated back to 2800 B.C. [189] and remains 

one of the most severe public health challenges worldwide. Currently, about half of the Earth’s 

population is at risk from this infectious disease according to the World Health Organization 

[190]. Malaria inflicts acute illness on hundreds of millions of people worldwide and leads to at 

least one million deaths annually [190, 191]. It ranks as a leading cause of death and disease in 

many developing countries, where the most affected groups are young children and pregnant 

women [190]. The disease is transmitted to humans by the female Anopheles mosquito and is 

caused by at least five species of Plasmodium parasites. The lifecycle of the parasite is highly 

complex and includes various hosts and tissue types. During a blood meal, sporozoites are 

transmitted from the mosquito to humans and initiate infection in the liver where they reproduce 

prolifically but are asymptomatic. In the next stage of infection the parasites are released from 

the liver cyst into the bloodstream in the form of merozoites, where they invade red blood cells 

and reproduce asexually [192]. The destruction of red blood cells coupled with the significant 

load imposed on the host metabolism is ultimately responsible for the major clinical symptoms 

of malaria, which are often fatal [193]. 

Although several anti-malarial drugs are currently available, most of them are losing 

efficacy due to acquired drug resistance in the most lethal causative agent, Plasmodium 

falciparum [194, 195]. The loss of drug efficiency in resistant strains poses a great threat to 

malaria control and has been linked to increases in worldwide malaria mortality [196]. There is 

an urgent need for new anti-malarial drugs coupled with better administration strategies. 

Understanding the molecular mechanisms and interactions of the parasite’s cellular components 
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is essential for identification of new drug targets, especially given the difficulties associated with 

in vivo drug testing [197]. 

Various systems biology approaches have been applied to improve our understanding of 

P. falciparum physiology and to facilitate drug development [198]. The sequencing of the P. 

falciparum genome has provided researchers with a complete collection of parasite proteins and 

likely regulatory interactions [199, 200]. Several large scale transcriptome [201-204], proteome 

[205-207] and metabolome [208] analyses have been conducted in order to dissect functional 

interactions and define essential biological pathways. In addition to experimental studies, several 

databases have been developed to integrate functional knowledge of the parasite and its 

metabolism. For example, PlasmoCyc is an integrated database that links genomic data, protein 

annotation, enzymatic reactions, and pathway information [209]; the Malaria Parasite Metabolic 

Pathway Database, on the other hand, is a manually curated resource which assembles annotated 

enzymes into likely metabolic pathways [210]. 

A stoichiometric representation of metabolism can be effectively used to study functional 

properties of biochemical networks using a growing number of computational methods [211]. 

For example, flux balance analysis (FBA) considers steady state distributions of metabolic fluxes 

satisfying a set of biophysical constrains, such as bounds and mass balance of fluxes [45]. Given 

the applied constraints, a likely distribution of fluxes in the network can be obtained by 

maximizing an appropriate objective function (e.g. biomass production) [78] or applying 

minimal perturbation principles [79, 80]. The analysis of flux-balanced genome-scale metabolic 

networks is useful not only for the discovery of essential genes and potential drug targets, but 

also as a tool to better understand species-specific biology [76, 171]. For example, among other 

applications, these models have been used to identify minimal media requirements for growth 
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[212], explore metabolic weaknesses in bacterial pathogens [213], integrate gene expression and 

other types of data [214], and investigate objective functions important under different growth 

conditions [215]. Given the complex life cycle of Plasmodium, a flux-balanced model of this 

organism is of direct relevance to the ongoing search to identify new therapeutic drug targets. 

In this study we reconstructed the genome-scale flux balanced metabolic network of P. 

falciparum and used it to perform a systems level analysis of the parasite’s metabolism. Based on 

in silico gene deletions we identified potential new anti-malarial drug targets with low sequence 

identity to human proteins. One of these targets, nicotinate mononucleotide adenylyltransferase, 

was experimentally tested in a growth inhibition assay using a recently discovered small 

molecule inhibitor. We also illustrate, using a previously published methodology, how the 

reconstructed metabolic model can be used to integrate flux analysis with expression data to 

more accurately simulate the physiology of this complex eukaryotic pathogen. 

5.2. Results 

5.2.1. Scale of the reconstructed flux-balanced metabolic network 

 The reconstructed flux-balanced model is based on gene-reaction associations reported in 

public domain databases as well as on a careful literature analysis. We used well-curated 

microbial metabolic models and enzyme databases to determine the stoichiometry of most 

reactions. To produce a functional reconstruction we also searched the literature for missing 

steps necessary for the model to produce a set of required biomass components (see Methods). 

The model accounts for 366 genes, corresponding to 7% of all genes identified in P. falciparum. 

Compared to 61 metabolic models of various organisms compiled by Feist et al. [216], our 

model ranks tenth in terms of the smallest number of genes. Not surprisingly, the other metabolic 



97 
 

 

models with small gene numbers include many parasitic/symbiotic species, such as Mycoplasma 

genitalium, Buchnera aphidicola, Haemophilus influenzae and Helicobacter pylori. The P. 

falciparum network also includes 616 metabolites and 1001 reactions, 657 of which are 

metabolic transformations (Table 5.1). In addition, there are 231 reactions corresponding to 

transport between different cellular compartments and 111 input–output exchange reactions that 

allow extracellular metabolites to enter and end products to be excreted from the network.  

Table 5.1. Characteristics of the reconstructed metabolic network of P. falciparum. 

Reactions 1001 Metabolites 616 

   Cytosolic reactions 503    Cytosolic metabolites 537  

   Mitochondrial reactions 47    Mitochondrial metabolites 83 

   Apicoplast reactions 105    Apicoplast metabolites 135 

   Transport reactions 231    Extracellular metabolites 159 

      Cytosolic transport reactions 130 Genes 366 

      Mitochondrial transport reactions 50   

      Apicoplast transport reactions 48   

   Exchange reactions 111   

 

The metabolic reconstruction includes four distinct compartments: parasite cytosol, 

mitochondria, apicoplast (a non-photosynthetic plastid), and the extracellular space (representing 

the host cell cytosol and host serum). The majority of all reactions (50%) occur in the cytosol. 

The apicoplast accounts for 10% of all reactions, such as the synthesis of isopentenyl 

diphosphate, fatty acids, and heme [217]. A special reaction is included in the model to account 

for the biomass components and essential metabolites needed for growth (Table S1). 

Supplementary file 1 provides a complete list of all network reactions and metabolite 

abbreviations. 

Excluding metabolite-exchange reactions, 74% of the reactions in the model are directly 

associated with P. falciparum genes, which compares well to other models of eukaryotes such as 
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the iND750 yeast model (70%) [218] and the iAC560 model for Leishmania major (63%) [212]. 

The remaining reactions include spontaneous transformations that can proceed without 

enzymatic catalysis and reactions required for the proper functioning of the metabolic model. 

Intracellular and inter-compartmental transport reactions, most of which are not currently 

associated with any gene, account for about 6% and 15% of all reactions in the model, 

respectively (Figure 5.1A). Most of the transporter proteins in Plasmodium spp. are currently 

uncharacterized. However, it is well-established that the parasite significantly modifies the 

permeability of the host cell membrane [219, 220] and several metabolic processes occur across 

different organelles. For instance, such metabolic pathways as heme biosynthesis and antioxidant 

defense have been shown to involve both host and parasite enzymes localized to multiple intra-

cellular compartments [221, 222]. Given the importance of metabolite exchange, many transport 

reactions were included in the model, although the identities of the corresponding genes remain 

unknown (Figure 5.1A). 
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Figure 5.1. Annotation of reactions in the genome-scale metabolic model of P. falciparum. 

A. Number of orphan (non-gene associated) reactions in P. falciparum grouped by metabolic 

processes. B. Reactions grouped by Enzyme Commission (EC) classifications. C. Reactions 

grouped by metabolic processes in P. falciparum and S. cerevisiae [218]. 

 

Transferases and hydrolases comprise the largest fraction of enzymatic reactions in the 

network (Fig. 5.1B). In terms of specific metabolic processes (Fig. 5.1C), most reactions in the 

network are related to lipid metabolism, followed by transport and exchange reactions. In 

comparison with S. cerevisiae, a free living eukaryote of similar genome size, the most 

significant metabolic difference is the fraction of reactions involved in amino acid metabolism 

(Fig. 5.1C). About 20% of the reactions in the iND750 yeast metabolic network [218] are 
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responsible for amino acid pathways; in contrast, this fraction is only 7% in P. falciparum. 

Amino acid biosynthesis pathways are absent in P. falciparum metabolism due to the unique 

ability of the parasite to catabolize the erythrocyte hemoglobin [223] and to scavenge free amino 

acids from the host serum (human stages) or hemolymph (mosquito stages). 

5.2.2. Analysis of in silico single and double gene deletions 

 We simulated gene deletions using flux balance analysis (FBA) of the reconstructed 

metabolic network. Even though sugars other than glucose do not support P. falciparum growth 

in culture [224], in performing the in silico deletions we initially allowed all exchange reactions 

to carry non-zero metabolic fluxes, thereby permitting the potential import and utilization of 

other hexoses. Purines, such as inosine and adenosine, which are not normally included for in 

vitro culture but can be imported in vivo [225], were also made available to the network. We note 

that genes identified as essential when all exchange reactions are allowed will also be essential 

under more specific (constrained) conditions. The phenotypic effects of in silico deletions were 

classified into four groups: lethal (L), growth reducing (GR, growth between 0% and 95% of the 

wild type network), slight growth reducing (SGR, growth between 95% and 100%), and with no 

effect (NE). About 15% of all single gene deletions (Table 5.2) were lethal, approximately 1% 

were growth reducing, and 3.5% were slightly growth reducing. 
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Table 5.2.Total number of single and non-trivial double deletion phenotypes.  

Predicted phenotype
a
 Single deletion 

(# genes) 
Single deletion 

(%) 
Double deletion  

(# non-trivial pairs) 
Double 

deletions (%) 

No Effect (NE) 295 80.60 43160 + 4974 (trivial GR,SGR) 99.85 

Lethal (L) 55 15.02 16 0.03 

Growth Reducing (GR) 3 0.82 48 0.10 

Slight Growth Reducing (SGR) 13 3.55 7 0.01 

TOTAL 366 100.0  48205 100.0 
 

a 
Single and double gene deletion predictions were classified into lethal, growth reducing (growth 

between 0% and 95% of wild type), slight growth reducing (growth between 95% and 100%), and no 

effect. 

 

Out of 366 genes in the P. falciparum metabolic network, 55 genes were predicted to be 

essential for growth (Supplementary table 5.2). To assess the accuracy of these predictions we 

compiled a list of experimentally validated gene-knockouts and phenotypes resulting from 

targeted inhibitions of enzymatic activities with drugs (Table 5.3). In the computational analysis 

we assumed that the drug treatments resulted in a complete inhibition of targeted enzymatic 

activities. In this way, the available drug phenotypes were simulated with computational 

deletions of the corresponding genes. In total, 14 metabolic gene knockouts and 25 drug 

inhibition phenotypes for genes were retrieved from the literature for P. falciparum and P. 

berghei, a murine malaria parasite commonly used in experimental studies [226, 227]. 

The FBA analysis was able to achieve 100% accuracy for predictions of both essential 

and non-essential gene knockouts (14 cases in total). In contrast, about 70% accuracy was 

achieved for phenotypes resulting from drug inhibitions of metabolic enzymes. Interestingly, all 

mispredicted drug phenotypes (8 cases) involved genes for which the computational analysis 

predicted a non-zero growth phenotype, while corresponding drugs were lethal to the parasite in 

experimental studies. In three cases inconsistencies between the FBA predictions and 
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experimental drug inhibitions can be explained by considering functions that are not explicitly 

represented in our model. These included the degradation of spontaneously forming toxic 

metabolites (e.g. methylglyoxal), and the synthesis of metabolites that are involved in the 

progression between the intraerythrocytic stages (e.g. sphingolipid-ceramide) [228]. The 

remaining discrepancies (5 cases) can be resolved by taking into account specific literature-based 

evidence (Table 5.3, green rows), i.e. by considering nutrient availabilities and directionality of 

exchange reactions. Interestingly, in one case the source of discrepancy between the model and 

experiments was clearly related to off-target drug effects. Specifically, the inhibitor of enoyl-

Acyl carrier reductase (FabI), triclosan, has been shown to kill P. falciparum in vitro and in vivo 

(Surolia and Surolia 2001) despite the fact that its presumed target, PfFabI, can be deleted with 

no apparent blood-stage phenotype [229-231]; this deletion phenotype is correctly predicted by 

our model. 

Table 5.3.  Literature support for essentiality predictions
a
.  

Gene Reaction 
EC 

number 
Sp Exp Pred Biological Process Reference 

PFL2510w Chitinase 3.2.1.14 Pber NLb NL Aminosugars metabolism [232] 

PFI0320w Arginase 3.5.3.1 Pber NLc NL 
Arginine and proline 

metabolism 
[208] 

PF14_0200* 
Pantothenate kinase 2.7.1.33 Pfal L L CoA biosynthesis [233] 

PF14_0354* 

PF13_0128 
Beta-hydroxyacyl-ACP 

dehydratase 

4.2.1.58 

Pber NLd NL Fatty acid synthesis [231] 4.2.1.60 

4.2.1.61 

PFF0730c 
Enoyl-acyl carrier reductase 
(FABI) 

1.3.1.9 Pber NLd NL Fatty acid synthesis  [229, 231]  

PFF1275c 
3-oxoacyl-acyl-carrier protein 
synthase I/II (FABB/F) 

2.3.1.41 Pber NLd NL Fatty acid synthesis [231] 

PF08_0095* Dihydropteroate synthetase 2.5.1.15 Pfal L L Folate biosynthesis [234] 

PFD0830w* 
Dihydrofolate reductase. 

Thymidylate synthase 

1.5.1.3 
Pfal L L 

Folate biosynthesis 

Pyrimidine metabolism 
[235] 

2.1.1.45 

PF13_0269 Glycerol kinase 2.7.1.30 Pfal NL NL Glycolysis [236] 

PF14_0425* Fructose-bisphosphate aldolase 4.1.2.13 Pfal NLe,q  NLc Glycolysis [237] 

PF13_0141* Lactate dehydrogenase 1.1.1.27 Pfal L Lm  Glycolysis [238] 
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PF13_0144* 

PF14_0641* 
1-deoxy-D-xylulose-5-
phosphate reductoisomerase 

1.1.1.267 Pfal L L Isoprenoids metabolism [239] 

PF14_0788 Adenylyl cyclase 4.6.1.1 Pber NL NL Isoprenoids metabolism [240] 

PF10_0322* 

Ornithine decarboxylase 4.1.1.17 

Pfal Lf Lf 
Methionine and polyamine 

metabolism 
[241-243] 

S-adenosylmethionine 

decarboxylase 
4.1.1.50 

PF11_0301* Spermidine synthase 2.5.1.16 Pfal 
Lg  

  

Lg 

  

Methionine and polyamine 

metabolism 
[244] 

PF10_0275* Protoporphyrinogen oxidase 1.3.3.4 Pfal L L Porphyrin metabolism [245] 

PF14_0381* 
-Amino-levulinic acid 

dehydratase
4.2.1.24 Pfal L L 

Porphyrin metabolism 
[245] 

  

PF10_0121* 
Hypoxanthine phosphoribosyl 

transferase 
2.4.2.8 Pfal L L Purine metabolism [246] 

PF13_0287* Adenylosuccinate synthase 6.3.4.4 Pfal L L 
Purine metabolism, 
Asparagine and aspartate 

metabolism 

[247] 

PFB0295w* Adenylosuccinate lyase 4.3.2.2 Pfal L L Purine metabolism [248] 

MAL13P1.301 Guanylyl cyclase 4.6.1.2 Pber NLh NL 
Purine metabolism 
Porphyrin metabolism 

[249] 

PFF0160c* Dihydroorotate dihydrogenase 2.4.2.8 Pfal L L Purine metabolism [250] 

PF10_0289* Adenosine deaminase 3.5.4.4 Pfal Li  Li 

Purine metabolism  

Methionine and polyamine 
metabolism 

[251] 

PFE0660c* 
Purine nucleoside 
phosphorylase 

2.4.2.1 Pfal Lj Lj 

Purine metabolism 

Methionine and polyamine 

metabolism 

[252] 

PF10_0154* 

Ribonucleoside reductase 1.17.4.1 Pfal L L 

Pyrimidine metabolism 

Purine metabolism 
Redox metabolism 

[253] PF14_0053* 

PF14_0352* 

PF10_0225 
Orotidine-monophosphate 
decarboxylase 

4.1.1.23 Pber L L Pyrimidine metabolism 
Leiden Malaria 
Research Group 

(unpublished) 

PF11_0410* Carbonic anhydrase 4.2.1.1 Pfal L L 
Pyrimidine metabolism 
Fatty acid synthesis 

Pyruvate metabolism 

[254] 

PF13_0044* Carbamoyl-phosphate synthase 6.3.5.5 Pfal L L 
Pyrimidine metabolism 

Glutamate metabolism 
[255] 

PF11_0282* 
Deoxyuridine 5’-triphosphate 
nucleotidohydrolase 

3.6.1.23 Pfal L NLn 

  

Pyrimidine metabolism 

  

[256] 

PF11_0145* 
Lactoylglutathione lyase 4.4.1.5 Pfal L NLo Pyruvate metabolism [257] 

PFF0230c* 

PF14_0368 Thioredoxin peroxidase 1.11.1.15 Pber NLk NL Redox metabolism [258, 259] 

PFI0925w 
Gamma-glutamylcysteine 

synthase 
6.3.2.2 Pber NLb,c  NL 

Redox metabolism 

Glutamate metabolism 
[260] 

PFI1170c 
Thioredoxin reductase 
(NADPH) 

1.8.1.9 Pfal L L 

Redox metabolism 

Pyrimidine metabolism 

Purine metabolism 

[261] 



104 
 

 

PFB0280w* 
3-phosphoshikimate 

1-carboxyvinyl transferase 
2.5.1.19 Pfal L L Shikimate biosynthesis [262] 

PFF1105c* Chorismate synthase 4.2.3.5 Pfal L L Shikimate biosynthesis [263] 

PFL1870c* Sphingomyelinase 3.1.4.12 Pfal L NLp 
Sphingomyelin and ceramide 

metabolism 
[228] 

PF11_0295* Farnesyl diphosphate synthase 
2.5.1.10 

Pfal L L Terpenoid metabolism [264] 
2.5.1.1 

PF11_0338 Aquaglyceroporin -- Pber NLc NL Transport [265] 

PFF1420w 
Phosphatidylcholine-sterol 

acyltransferase 
2.3.1.43 Pber NLl NL Utilization of phospholipids [266] 

a 
Genes are grouped and sorted by biological process. Yellow rows indicate cases for which the model is 

unable to reproduce the experimental phenotype. Green rows highlight cases for which predictions 

coincide with experiments after specific experimental conditions are included in the simulation. *Drug 

targets with experimental evidence, mostly as compiled by [209]. L: Lethal, NL: Non-Lethal. Pber: P. 

berghei, Pfal: P. falciparum.  
b 
reduced mosquito stage viability.  

c 
slightly reduced growth.  

d 
liver stage not viable.   

e 
reduced parasitemia.  

f 
lethal in the absence of putrescine.  

g 
lethal in the absence of spermidine.  

h 
mosquito stage not viable.  

i 
lethal in the absence of inosine and hypoxanthine.  

j 
lethal in the absence of hypoxanthine.  

k 
lower gametocyte production.  

l 
reduced liver stage viability.  

m 
lethal when pyruvate export is not allowed in the model.  

n 
this activity is required to maintain a low dUTP/dTTP ratio to prevent DNA damage. This is not 

reflected in the biomass function and cannot be predicted by FBA.  
o 

this activity is required for detoxification of methylglyoxal, which is forms spontaneously and must 

eventually converted to lactate and excreted. This cannot be predicted by FBA.  
p 

slight growth reducing, sphingomyelinase is required for progression from the trophozoite to schizont 

stage, this is not captured by our objective function. 
q
 incomplete inhibition 

 

For 15 metabolic genes identified in our analysis as essential, knockout experiments or 

drug inhibition assays in P. falciparum/P. berghei are already available in the literature (see 

Tables III, S2). The remaining predictions include 24 genes coding for proteins with relatively 

low sequence identity (20%-40%) to human transcripts (Supplementary fig. 5.1, see Methods), 

and 16 genes with no significant sequence identity to any human protein (BLAST E-value > 10
-

2
). This last group comprises six genes associated with isoprenoid metabolism, three genes 

involved in nucleotide metabolism, and genes related to CoA, shikimate, and folate biosynthesis 
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(Table 5.4). Nine of the genes with no homology to human proteins are homologous to plant 

proteins; this is consistent with the essential functions of apicoplast-associated genes in the 

Apicomplexa [267]. These forty enzymes are of immediate interest as potential drug targets, as 

low homology to human proteins suggests that side effects for drugs targeting these enzymes 

may be minimized or avoided. Interestingly, five of the 16 enzymes with no detectable homology 

correspond to enzymatic activities (EC numbers) that are unlikely to be present in human 

metabolism according to the KEGG [131], HumanCyc [268] and UniProt [17] databases. Among 

the predicted essential genes with low but significant sequence identity to human transcripts, 

only aminodeoxychorismate lyase/synthetase (2.6.1.85, 4.1.3.38, PFI1100w) is associated with 

EC numbers not reported in human metabolism. In addition to genes predicted as essential, 9 

internal metabolic reactions with no associated network genes (orphan reactions) were also 

predicted to be essential for growth. Four of these reactions are associated with the shikimate 

biosynthetic pathway; three with ubiquinone metabolism, one with nicotinamide, and one with 

porphyrin metabolism (Supplementary table 5.3). 

One metabolic pathway of significant interest in the parasite is the mitochondrial 

tricarboxylic acid (TCA) cycle. In most free-living microbes this pathway fully oxidizes 

available carbon sources to carbon dioxide, in the process generating high-energy phosphate 

bonds (ATP/GTP). Within the Plasmodium species, however, the nature and function of the TCA 

cycle remains unclear [269]. In the malaria parasites the sole pyruvate dehydrogenase complex, 

which normally provides the key link between glycolysis and TCA metabolism, localizes not to 

the mitochondrion but to the apicoplast. In that compartment it is likely to be used primarily to 

generate acetyl-CoA for lipogenesis [270]. Incorporating this fact into our model, we find that 

the only TCA cycle enzyme predicted to be essential is the 2-oxoglutarate dehydrogenase 
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complex. This enzyme converts 2-oxoglutarate into succinyl-CoA, which is required for heme 

biosynthesis. Intriguingly, metabolic labeling experiments indicate that TCA cycle of the parasite 

also reduces 2-oxoglutarate to malate, generating acetyl-CoA from citrate cleavage (Olszewski 

and Llinas, unpublished). A non-zero flux through this reaction is observed in our model when 

additional constraints are applied to mitochondrial transport reactions. 

Table 5.4. Predicted essential genes with no homologs in the human genome
a
.  

Gene name Enzyme name EC Biological Process 

MAL8P1_81 Phosphopantothenoylcysteine decarboxylase 4.1.1.36 CoA biosynthesis 

PF07_0018 Pantetheine-phosphate adenylyltransferase 2.7.7.3 CoA biosynthesis 

PFF1490w 
Methenyltetrahydrofolate cyclohydrolase 

Methylenetetrahydrofolate dehydrogenase (NADP+) 

3.5.4.9 

1.5.1.5 
Folate biosynthesis 

MAL13p1_186 1-deoxy-D-xylulose-5-phosphate synthase 2.2.1.7 Isoprenoid metabolism 

PF10_0221 
(E)-4-hydroxy-3-methylbut-2-enyl-diphosphate 

synthase 
1.17.7.1b Isoprenoid metabolism 

PFA0225w 4-hydroxy-3-methylbut-2-enyl diphosphate reductase 1.17.1.2b Isoprenoid metabolism 

PFA0340w 
2-C-methyl-D-erythritol 4-phosphate 

cytidylyltransferase 
2.7.7.60b Isoprenoid metabolism 

PFB0420w 
2-C-methyl-D-erythritol 2,4-cyclodiphosphate 

synthase 
4.6.1.12b Isoprenoid metabolism 

PFE0150c 
4-(cytidine 5'-diphospho)-2-C-methyl-D-erythritol 

kinase 
2.7.1.148b Isoprenoid metabolism 

PF13_0159 Nicotinate-nucleotide adenylyltransferase 2.7.7.18 
Nicotinate and nicotinamide 

metabolism  

PF14_0697 Dihydroorotase 3.5.2.3 Pyrimidine metabolism 

PFE0630c Orotate phosphoribosyltransferase 2.4.2.10 Pyrimidine metabolism 

MAL13P1_221 Aspartate carbamoyltransferase 2.1.3.2 
Pyrimidine metabolism, asparagine 

and aspartate metabolism 

MAL13P1_292 Riboflavin kinase 2.7.1.26 Riboflavin metabolism 

PF11_0059 Pantothenate transporter -- Transport 

PF11_0169 
Pyridoxine/pyridoxal 5-phosphate biosynthesis 

enzyme 
-- Vitamin B6 metabolism 

 

a
 In bold: nicotinate-nucleotide adenylyltransferase, which was selected for experimental validation. 

b
 Enzymatic activities not annotated in the human databases. 
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We also extended the computational analysis of essential Plasmodium genes to pairs of 

genes that are not essential on their own, but are lethal if deleted simultaneously, i.e. synthetic 

lethal enzyme pairs with non-trivial genetic interactions [271] (see Table 5.2). In total, deletion 

of 16 gene pairs gave rise to such synthetic lethality in the unconstrained model. The enzymes 

that were essential upon double deletions participate in glycolysis, metabolism of nucleotides, 

lipids, porphyrin, the pentose phosphate cycle, and transport of NO2 and phosphate 

(Supplementary table 5.4). 

The analysis of essential genes in the S. cerevisiae metabolic network iND750 [218] can 

be used to put the results of the P. falciparum in silico deletions into an appropriate context. To 

make the proper comparison, we only considered deletions of genes carrying non-zero metabolic 

fluxes in wild type models of both networks; the focus on non-zero fluxes is necessary to prevent 

the difference in network sizes (S. cerevisiae 750 genes/1266 reactions, P. falciparum 366 

genes/1001 reactions) from biasing the results. When both networks were allowed to 

simultaneously use all carbon sources the fraction of essential genes associated with non-zero 

fluxes in P. falciparum was 37%, while in S. cerevisiae it was 5% (Fisher’s exact test  P-value 

<10
-10

). The fraction of essential genes was also significantly higher in the parasite when single 

carbon sources were used in both models. For example, when glucose was used as the sole 

source of carbon, 50% of genes were essential in the parasite versus 26% in yeast (P-value =10
-

6
). To understand whether the significantly higher fraction of essential genes in P. falciparum 

arises exclusively from a smaller number of isoenzymes in that network (111 in P. falciparum 

versus 276 in S. cerevisiae) or if it is also related to the inherent differences in the networks’ 

architecture, we performed deletions of all isoenzymes associated with metabolic reactions, 

instead of individual gene deletions. As a result, when networks used all carbon sources, 39% of 
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the reactions with non-zero fluxes were essential in P. falciparum, compared to only 6% in S. 

cerevisiae (P-value <10
-10

). In a glucose minimal media, 62% of the reactions are essential in the 

parasite and 47% in yeast (P-value <10
-10

). These results demonstrate that a significantly smaller 

genetic robustness of the parasite’s network arises, at least in part, due to a paucity of alternative 

metabolic pathways [272]. The lower redundancy of the P. falciparum network is likely to be a 

consequence of the adaptation to the relatively homeostatic and nutrient-rich environments of the 

hosts in which it proliferates [200]. 

5.2.3 Resolution of disagreements between in silico predictions and experimental data 

 While the presented metabolic model achieves a high accuracy in predicting phenotypes 

of the experimental knockouts and drug inhibiton assays, it is the disagreement between the 

model and experiments that often leads to model improvement [51]. Thus, it is important to 

discuss the inconsistencies between modeling and experimental results which were corrected in 

the process of model construction. In four cases the disagreements between the predicted gene 

essentiality and experimental results reported in the literature were resolved through additional 

flux constraints. The adjustments included purine nucleoside phosphorylase (PFE0660c), 

adenosine deaminase (PF10_0289), ornithine decarboxylase (PF10_0322) and lactate 

dehydrogenase (PF13_0141/PF13_0144). The additional constraints applied to the network were 

based either on specific experimental conditions or known details of Plasmodium spp. 

physiology (Table III, Green rows). For example, lactate is believed to be the main byproduct of 

glucose metabolism in P. falciparum [273], and lactate dehydrogenase is an essential enzyme 

that regenerates NAD
+
 from NADH [274]. In contrast, in our initial model pyruvate was 

exported as the primary glycolysis byproduct and NAD
+
 was regenerated through the 

transformation of pyrroline-5-carboxylate to proline (EC: 1.5.1.2). Because there is no evidence 
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of extensive pyruvate export in Plasmodium, a constraint was added to the corresponding 

pyruvate exchange reaction. As a result, we observed reduction of pyruvate to lactate, followed 

by lactate export. In the adjusted model lactate dehydrogenase carried a non-zero flux and was 

correctly predicted to be essential for growth. In the other three cases, constraints on exchange 

fluxes were added to reproduce the composition of the media used in drug inhibition 

experiments. Specifically, purine nucleoside phosphorylase has been shown to be essential if 

hypoxanthine is not available in the environment [252], while adenosine deaminase is essential 

in the absence of both inosine and hypoxanthine [251]. When the fluxes through the inosine and 

hypoxantine exchange reactions were set to zero, the experimentally observed knockout 

phenotypes were reproduced. Similarly, ornithine decarboxylase was correctly predicted to be 

essential without putrescine in the growth media [241]. 

In two cases, the inability of our initial model to reproduce experimental results was due 

to reactions involving metabolic dead-ends; i.e. metabolites that are either only produced or only 

consumed in the network [275]. In the first case the model was not able to synthesize spermidine. 

The synthesis of spermidine from putrescine by spermidine synthase was accompanied by the 

production of 5-methylthioadenosine (MTA) [244], which was a metabolic dead end in the initial 

model. Consequently, the spermidine synthesis caused MTA to accumulate, violating the steady 

state assumption of the constraint-based approach. However, while it is known that in 

Plasmodium spp. MTA is first converted to 5-methylthioinosine by adenosine deaminase and 

then recycled into methionine and hypoxanthine [276], not all enzymes involved in these 

reactions have been fully characterized. We addressed this problem by including in the model the 

PfADA and PfPNP activities, responsible for the hypoxanthine synthesis from MTA [276], and 

an additional hypothetical reaction which converts the resulting byproduct, 5-methylthioribose-1-
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PO4, to methionine in order to represent the methionine salvage pathway. The second case was 

related to the folate biosynthesis pathway. In this pathway, the reaction catalyzed by 6-

pyruvoyltetrahydropterin synthase (4.2.3.12), in addition to the folate biosynthesis intermediate 

6-hydroxymethyl-7,8-dihydropterin, is known to produce a small amount of 6-pyruvoyl-5,6,7,8-

tetrahydropterin (6PTHP) [277]. Initially, both products were included in the model and, because 

6PTHP represented another metabolic dead end, the cell was not able to synthesize folate. We 

resolved this problem by including in the model separate reactions for each of the two alternative 

products. 

The total number of remaining dead end metabolites in the final model (266) is 

comparable to that of other recently published genome-scale metabolic networks; for example 

the iBsu1103 model for Bacillus subtilis (270 dead-end metabolites,[157]), the iAC560 model of 

L. major (261,[212]), or the iND750 S. cerevisiae model (194, [218]). The remaining dead-ends 

in the Plasmodium network include 109 metabolites that are consumed but are not currently 

produced or imported in the model, 80 metabolites that are produced but not consumed, and 79 

metabolites, associated with reversible reactions, that can be either exclusively consumed or 

produced. Because protein synthesis is not explicitly included in the metabolic model, a 

significant number (42) of the remaining dead end compounds correspond to tRNAs; this 

compares to 68 dead end tRNAs in the iND750 yeast network. Among the other functional 

categories associated with a large number of the metabolic dead ends are lipid metabolism 

(45%), transport reactions (15%), the metabolism of carbohydrates (5%), amino acids (8%), and 

nucleotides (5%). More precise measurements of the P. falciparum biomass composition, for 

example a detailed lipid composition of the parasite membrane [278, 279], can be used in the 

future to significantly shrink the pool of the remaining dead end metabolites. 
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5.2.4. Validation of the predicted drug target nicotinate nucleotide adenylyltransferase 

The most urgent motivation for flux-balance reconstruction of the pathogen metabolism 

is to facilitate drug development. To illustrate the potential of the model to make clinically 

relevant predictions, we experimentally tested a predicted target for which candidate drugs have 

been reported in other microbial species. The ideal drug target will be an essential enzyme with 

no homolog in the human genome and in a pathway not currently targeted by any 

pharmaceutical. Based on these criteria we selected for validation nicotinate mononucleotide 

adenylyltransferase (NMNAT, PlasmoDB ID PF13_0159, EC 2.7.7.18) (Table 5.4). This 

enzyme, a member of the plasmodial nicotinamide adenine dinucleotide (NAD) synthesis and 

recycling pathway, catalyzes the conversion of nicotinic acid mononucleotide to nicotinic acid 

adenine dinucleotide (Fig. 5.2A). NMNAT has recently been the focus of novel antimicrobial 

agent development due to structural and metabolic differences between the enzyme in microbial 

and human cells [280]. As NAD(P) is one of the most promiscuous redox molecules in 

metabolism, as well as a cofactor for important histone regulatory proteins such as sirtuins [281], 

inhibition of NAD(P) synthesis and recycling should have a profound impact on parasite 

metabolism. However, to the best of our knowledge, this pathway has not been previously 

targeted by pharmaceutical interventions in P. falciparum. 
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Figure 5.2. Small-molecule inhibition of the parasite nicotinate mononucleotide 

adenylyltransferase (NMNAT). A.  Schematic of the P. falciparum NAD(P) synthesis and 

recycling pathway determined from the genome sequence. Nicotinamide (NM) and nicotinic acid 

(NA) can be scavenged from the host.  Compound 1_03 is an inhibitor targeting NMNAT. B. 

Compound 1_03 causes growth arrest of intraerythrocytic P. falciparum. Cultures were 

resuspended in niacin-free medium containing 0 or 100 μM of compound 1_03 at early ring stage 

and observed for 66 hours (see Methods).  Untreated parasites undergo normal development and 

reinvasion, while drug-treated parasites arrest at the trophozoite (“troph”) stage and do not 

reinvade. Abbreviations: NM, nicotinamide; NA, nicotinic acid; NaMN, nicotinate 

mononucleotide; NaAD, nicotinate adenine dinucleotide; NAD(P)
+
, nicotinamide adenine 

dinucleotide (phosphate), reduced; NMase, nicotinamidase; NPRT, nicotinate 

phosphoribosyltransferase; NMNAT, nicotinate mononucleotide adenylyltransferase; NADS, 

NAD synthase; NADK, NAD kinase. 
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Recently, Sorci et al. used a combination of in silico structure modeling and enzyme 

inhibition assays to identify several classes of small molecules that inhibit bacterial (E. coli and 

B. subtilis) but not human NMNAT [282]. Several of these drug candidates were able to inhibit 

bacterial growth in culture. We tested two of the designed candidate compounds (1_03 and 

3_02), representing two different chemotypes, for their ability to inhibit P. falciparum growth 

using both the SYBR Green I fluorescence assay [283] to measure DNA synthesis and 

microscopic examination of morphological effects. The two compounds were tested at a range of 

concentrations for growth inhibitory effects in nicotinamide-free culture medium so as not to 

rescue any metabolic blocks induced by the drugs. Nicotinamide removal has been previously 

shown not to affect normal growth in culture [284], which we confirmed before running our 

growth assay experiments (data not shown). While the compound 3_02 did not significantly 

affect parasite’s growth at moderate concentrations (MIC50 > 100 μM), the compound 1_03 (N'-

[(E)-anthracen-9-ylmethylideneamino]-N-(4-bromophenyl)pentanediamide) exerted an 

inhibitory effect in a growth assay (MIC50 = 50 μM, Supplementary fig. 5.2) comparable to that 

previously observed for bacteria (MIC50 > 80 μM for E. coli, MIC50 = 10 μM for B. subtilis). At 

100 μM the compound 1_03 completely blocked host cell escape and reinvasion by arresting 

parasites in the trophozoite growth stage (Fig. 5.2B). Importantly, the human NMNAT isoforms 

are insensitive to the compound at least up to the concentrations used in our assay [282]. This 

suggests that the parasite NMNAT enzyme and, more generally, the NAD(P) synthesis pathway 

are indeed potentially effective and druggable targets. The experimental results also highlight the 

ability of our model to identify promising candidates for pharmaceutical intervention. 
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5.2.5. Prediction of metabolite concentration changes based on expression data 

Genome-scale metabolic networks can be used not only to predict the effects of gene 

deletions, but also as a tool for integration of diverse genomic and physiological data [76, 171]. 

For example, information on nutrient availability, uptake rates, and maximal rates of internal 

reactions can be used to further constrain the space of feasible metabolic fluxes. To illustrate the 

ability of the model to combine genomic data we investigated whether available gene expression 

datasets can be used to predict shifts in concentrations of external metabolites caused by the P. 

falciparum exchange fluxes at different developmental stages. Investigation of the exchange 

fluxes is essential for understanding perturbations caused by parasitic infections in the metabolic 

state of their host tissues, and, consequently, main mechanisms of pathogenesis. Because the 

flux-balance analysis operates in the space of the fluxes and not in the space of metabolic 

concentrations, the model cannot be directly used to predict absolute concentration changes. 

Nevertheless, it is possible to use the model to investigate the direction of concentration changes 

for external metabolites, following the simple logic that an increase in the uptake rate or decrease 

in the excretion (output) rate should lead to a drop in the concentration of the corresponding 

external metabolite; similarly, an uptake rate decrease or excretion rate increase should increase 

the metabolite concentrations. 

Although gene expression level does not perfectly correlate with the flux through the 

associated enzyme [285, 286], the recent study by Colin et al. [214] demonstrated that mRNA 

abundance data, if used as additional constraints on maximal reaction fluxes, can significantly 

improve stoichiometric model predictions. For instance, if the expression level of a particular 

enzyme is low, it is unlikely that the enzyme will be used by the metabolic network to carry a 

large flux. Consequently, it should be possible to use gene expression data to obtain a more 
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accurate view of the in vivo metabolic state. To test this, we used DNA microarray results 

collected from synchronized cultures of the P. falciparum 3D7 strain during the red blood cell 

phase of the parasite’s lifecycle [204, 208]. The expression data were collected at the ring, 

trophozoite, and schizont developmental stages (see Methods). Following Coljin et al., the 

maximum flux allowed through enzymes was constrained proportionally to the relative 

expression level of the corresponding genes [214]. 

We compared the accuracy of our predictions to the experimentally measured metabolic 

changes in Plasmodium-infected red blood cells [208]. In Figure 5.3 we show the predicted and 

experimentally measured changes, indicating either an increase or decrease in metabolic 

concentrations for the transition from the ring to trophozoite and from trophozoite to schizont 

stages. The predicted shifts in metabolic concentrations agree with the experimental results in 

70% of the measurements (Binomial P-value =9*10
-4

). In addition, we found a significant 

correlation between the magnitudes of the change in metabolite concentrations and the predicted 

flux values (Pearson’s correlation: 0.34, P-value =6*10
-3
, Spearman’s correlation: 0.25, P-value 

= 0.04). 
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Figure 5.3. Comparison between the predicted and experimentally measured shifts in 

metabolite concentrations in infected red blood cells. UP/DOWN indicates direction of 

experimentally measured changes in metabolic concentrations in infected versus uninfected cells. 

Blue color indicates agreement between experiment and predictions, while yellow indicates 

disagreement. In most cases (70%, P-value =9*10
-4

) the shifts in metabolic concentrations from 

one stage to the next can be predicted based on changes in the P. falciparum metabolic exchange 

fluxes. The in silico predictions of exchange fluxes were made based on the expression-

constrained flux-balance analysis [214]. Briefly, for genes with available mRNA expression data, 

the maximum flux through the associated metabolic reactions was constrained proportionally to 

their expression level; with the highest expression value corresponding to the maximum allowed 

flux. 

 

5.3. Discussion 

 The presented flux-balanced model can serve as a valuable tool for quantitative 

predictions of P. falciparum metabolic states under various growth conditions and perturbations. 
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The results of in silico gene deletions demonstrate that the model achieves high accuracy in 

reproducing available experimental measurements. In addition, our analysis suggests several 

dozen essential metabolic targets for therapeutic intervention. Although several studies which 

assemble and analyze plasmodial metabolic pathways have been performed previously [209, 

210, 287, 288], our contribution is important because the genome-scale model can be used to 

investigate and predict genetic perturbations from a network-level perspective. 

Interestingly, our results suggest a limited degree of robustness in the P. falciparum 

network, which should lead to a relatively high success rate for inhibitors of metabolic genes. It 

is possible that the small robustness of the reconstructed model, for example in comparison with 

the yeast metabolic network, is due primarily to unannotated P. falciparum genes without 

significant homology to known enzymes in other organisms. To investigate this possibility 

further we used the available collection of single metabolic gene knockouts/inhibitions in P. 

falciparum or P. berghei (Table 5.3) and all metabolic gene knockouts in S. cerevisiae [289]. 

We calculated the fraction of orthologs for essential metabolic knockouts in the parasite which 

are also essential in yeast, and, vice versa, the fraction of orthologs for essential metabolic 

knockouts in yeast which are essential in the parasite (see Supplementary table 5.5). 

Interestingly, while the majority of orthologs for essential metabolic genes in P. falciparum are 

not essential in S. cerevisiae, about half of the essential metabolic genes in yeast are also 

essential in the parasite (Supplementary table 5.5, Fisher’s exact test P=0.04). This result 

independently supports the conclusion of the flux balance simulations about the relatively small 

robustness of the P. falciparum network. 

 We anticipate several immediate extensions of our work. First, the presented network can 

be used for effective integration of multiple genomic data types. For example, known regulatory 
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interactions can be incorporated into the model [290]. Accurate measurements of gene 

expression [202], key protein-DNA regulatory interactions [291], and post-translational 

modifications [292] in the parasite will be especially important for modeling the dynamic 

behavior of the network under varying environmental conditions. Second, it will be important to 

model exchanges and interactions between the metabolic networks of the parasite and its hosts. 

The analysis of the combined parasite-host metabolic network should significantly improve 

understanding of the P. falciparum vulnerabilities. For example, several host cell enzymes are 

actively used by the parasite during its life cycle [276, 293]. Although we did not consider these 

human enzymes in our analysis, they can be easily included in future applications of the model. 

The available global flux-balanced metabolic human network [294], metabolic network 

specifically active in the liver [295], and well-curated models of human red blood cell 

metabolism [296-300] make such combined analyses possible. Third, it will be interesting to 

reconstruct stoichiometric metabolic networks for other clinically relevant Plasmodium species 

(e.g. P. vivax, P. malariae, P. ovale, and P. knowlesi) as well as the important model species P. 

berghei and P. yoelii. The comparative analysis of these networks may reveal important 

physiological and evolutionary differences between Plasmodium spp., and also help in the 

identification of common metabolic drug targets. 

 Taking into account the global health burden of malaria, it is essential to develop and 

implement new effective pharmaceuticals as quickly as possible. Systems biology approaches 

can be used to significantly facilitate drug identification and development [301, 302]. To date, 

we have only begun to see the application of such integrative methods in the context of malaria 

research (reviewed in [198]). We believe that the presented network represents an important step 

in this direction. The experimental validation of a candidate drug, compound 1_03, targeting the 
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parasite nicotinate mononucleotide adenylyltransferase illustrates the ability of the model to 

speed up development of novel anti-malaria targets and pharmaceuticals. Importantly, although 

the identified compound is available, it has not been previously tested against Plasmodium spp. 

While 1_03 inhibited parasite growth only at relatively high concentrations (MIC50 = 50 μM), 

these were comparable to the inhibitory concentrations for the bacteria against which the drug 

was initially developed [282]. The incomplete growth inhibition at lower compound 

concentrations could be explained by the incomplete drug inhibition. Our model predicts linear 

decrease in the P. falciparum biomass production as the level of NMNAT inhibition increases; 

for example, 90% inhibition results in 90% growth decrease. Since Sorci et al. initially screened 

for compounds that could selectively inhibit pure NMNAT enzyme, these compounds have not 

been optimized for cellular permeability, accumulation or other pharmacokinetic parameters, and 

thus should primarily serve as a structural basis for further malaria drug development. 

Future improvements to the reconstructed P. falciparum metabolic network, including adding 

experimental details for missing activities and precise metabolic measurements necessary to 

describe the growth-related objective function, will lead to a better understanding of parasite 

physiology. Ultimately, such models should significantly accelerate the identification of 

desperately needed new drug leads against this devastating disease. 

5.4. Methods 

5.4.1. Genome-scale metabolic reconstruction 

 The reconstruction process started with the identification of enzyme coding genes in the 

P. falciparum genome. We considered a variety of resources, including PlasmoDB [303], the 

Malaria Parasite Metabolic Pathway Database (MPMP) [287], PlasmoCyc [209], and the Kyoto 
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Encyclopedia of Genes and Genomes (KEGG) [131]. The identified enzymes were mapped to 

the corresponding metabolic reactions by consulting several well studied metabolic models, 

including the iAF1260 model for E. coli [304], the iND750 model for S. cerevisiae [218], the 

genome scale human metabolic network by Duarte et al. [294], and the KEGG database [131]. 

Based on this set of enzymatic activities and their stoichiometry, we used flux balance analysis to 

see if the network was able to produce a set of basic biomass components; e.g. aminoacids, 

lipids, nucleotides and cofactors. For each metabolite that the network was unable to synthesize 

we searched the literature for relevant publications concerning pathways and genes associated 

with the metabolite production or transport. Network enzymes were assigned to different cellular 

compartments based on experimental evidence, when available, and on computationally 

predicted localization information [217, 269, 305, 306]. Transport and exchange reactions 

reported in the literature or in databases such as PlasmoDB and MPMP were initially included in 

the model. We added additional transport reactions required for production of the biomass 

components. All metabolic and transport reactions were used to formulate a stoichiometric flux 

balance model [307]. The model was improved following an iterative procedure as previously 

described [51, 216]. 

The assembled network was manually inspected and compared to the Malaria Parasite 

Metabolic Pathway Database [210]. Metabolic network gaps [31] were identified and included in 

the assembled network model [308, 309]. The reactions for which no literature support is 

available and which are not essential for the biomass production were removed from the 

network. Additional adjustments related to reaction directionalities and metabolite availabilities 

were made following the computational analyses described in this work. 
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Because the P. falciparum biomass objective function cannot be completely established based on 

the available literature, in our calculations we used a modified version of the yeast objective 

function reported in the iND750 model [218]. The objective function modifications included the 

lipid composition, which was adjusted as reported for Plasmodium [279], and amino acid and 

nucleotide compositions adjusted based on the proteome and genome sequences weighted by 

available expression data [204]. In particular, the percent prevalence of each ribonucleotide and 

aminoacid across all open reading frames (ORFs) was calculated as the relative frequency of 

each monomer; the counts at each ORF were multiplied by the ORF’s expression level (when 

available). The percent prevalence of the dNTPs was derived from the genome A+T content of 

80.6%. These percentages were converted to mmol/gDW as described [212]. Systems Biology 

Research Tool [310] was used to perform flux balance analysis [307] of the network, including 

single and double in silico deletions of network enzymes. The reconstructed network was able to 

either synthesize or import all the biomass components presented in Supplementary Table 5.1. 

The assembled metabolic model is available in the Systems Biology Markup Language format 

from the BioModels database [311] with accession number MODEL1007060000. 

5.4.2. Parasite culture, growth, and drug inhibition assays 

 The cultures of P. falciparum were maintained and synchronized by standard methods 

[312, 313]. Briefly, red blood cells (RBCs), infected by P. falciparum (3D7 strain), were grown 

in the RPMI 1640 culture medium supplemented with sodium carbonate (2 mg/mL), 

hypoxanthine (100 μM), Albumax II (0.25%) and gentamycin (50 μg/mL) in a humidified 

incubator at 5% CO2, 6% O2 and 37° C. The growth synchronizations were carried out by 

incubating parasite-infected RBCs in phosphate-buffered saline (PBS) containing 5% w/v 
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sorbitol for 5 minutes at room temperature, washing once with sorbitol-free PBS, and 

resuspending in culture medium. 

 The compounds 1_03 and 3_02 were acquired from ChemDiv 

(http://chemdiv.emolecules.com; ChemDiv IDs 8003-6329 and 5350-0029, respectively) and 

resuspended at 100 mM in DMSO. Growth inhibition studies were carried out using the SYBR 

Green I fluorescence assay [283]. Briefly, synchronized parasite cultures (early ring stage, 1% 

parasitemia, 1% hematocrit, 100 μL total volume) were suspended in nicotinamide-free RPMI 

1640 containing 0.1% DMSO and differing concentrations of drug in 96-well plates.  After 72 

hour incubation the plates were frozen at -80° C overnight, then thawed and mixed with 100 μL 

lysis buffer (20 mM Tris-HCl, pH 7.5; 5 mM EDTA; 0.008% w/v saponin; 0.08% v/v Triton X-

100; 1 × SYBR Green I) per well, incubated 1 hour at room temperature and quantified using a 

BioTek SynergyMX plate reader (excitation 488 nm, emission 522 nm). The concentrations 0, 

0.1, 1, 5, 10, 50, 100 and 250 μM were tested in triplicate in two independent growth assays. 

 

5.4.3. Using expression-constrained network to predict shifts in external metabolic 

concentrations 

 In the expression-constrained flux analysis we used P. falciparum expression data [208] 

as described previously in Coljin et al. [214]. Specifically, for genes with available mRNA 

expression data, the maximum flux through the associated metabolic reactions was constrained 

proportionally to their expression level; with the highest expression value corresponding to the 

maximum possible metabolic flux. In order to obtain absolute expression values, rather than the 

ratios between the microarray intensities at a given time point and those of a pooled sample, we 

http://chemdiv.emolecules.com/
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multiplied each ratio with the average sum of the median intensity across the full 

intraerythrocytic developmental cycle [204].  

The ring, throphozoite, and schizont developmental stages in cultures were defined for 

hours 1-18, 19-30, and 31-48 after synchronization with D-sorbitol, respectively. In the analysis 

we used intracellular RBC metabolite concentrations data obtained by Olszewski et al. [208]. We 

compared the changes in metabolite abundances between infected and uninfected red blood cells, 

from one development stage to the next. For each metabolite the predicted concentration changes 

were considered to agree with experimental data, if the metabolite consumption in the network 

increased (or the metabolite production decreased) when the experimentally measured metabolite 

concentration also decreased, or alternatively, if consumption of the metabolite decreased (or 

production increased) when the metabolite concentration increased. 
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5.5 Supplementary figures and tables 
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Supplementary figure 5.1. Distribution of sequence identities to human transcripts for 

Plasmodium proteins predicted as essential for growth. 

 

Supplementary figure 5.2. Growth inhibition profile of compound 1_03 in in vitro cultures of 

P. falciparum. See Methods for experimental details. Error bars represent the standard deviation 

of the mean based on triplicate experiments. 
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Supplementary figure 5.3. The accuracy of the metabolite exchange predictions made using 

2000 trials with randomized expression data (the distribution in grey), and prediction based on 

sampling of 2000 alternative FBA optimal solutions (the distribution in cyan). The single 

prediction discussed in the paper (70% accuracy) is shown using a vertical black arrow. In the 

randomized trials expression values were randomly shuffled between parasite metabolic genes. 

Only in about 2% of the randomized trials the prediction accuracy was higher than the average 

accuracy obtained using the true (non-shuffled) expression values. Alternative optima were 

obtained using the artificial centering hit-and-run algorithm [314], implemented in the COBRA 

toolbox [127], with biomass fluxes fixed to their maximum value. The difference in the 

distributions is highly statistically significant (Mann-Whitney U P-value <10
-10

). 
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Supplementary table 5.1. Biomass components and cofactors which can be synthesized or 

imported by the reconstructed metabolic network of P. falciparum. Coefficients indicate 

mmol/gDW 

Amino acids  dGTP 4.97E-04 

Alanine 0.0885 dTTP 2.12E-03 

Arginine 0.0876 Cofactors  

Asparagine 0.4053 10-Formyltetrahydrofolate 2.23E-04 

Aspartate 0.1943 2-Octaprenyl-6-hydroxyphenol 2.23E-04 

Cysteine 0.0438 Coenzyme A 5.76E-04 

Glutamine 0.0879 Flavin adenine dinucleotide 2.23E-04 

Glutamate 0.2275 5,10-Methylenetetrahydrofolate 2.23E-04 

Glycine 0.1186 Nicotinamide adenine dinucleotide 1.83E-03 

Histidine 0.0690 Nicotinamide adenine dinucleotide phosphate 4.47E-04 

Isoleucine 0.2314 Protoheme 2.23E-04 

Leucine 0.2210 Pyridoxal 5-phosphate 2.23E-04 

Lysine 0.3325 Riboflavin 2.23E-04 

Methionine 0.0662 5,6,7,8-Tetrahydrofolate 2.23E-04 

Phenylalanine 0.1183 Thiamine diphosphate 2.23E-04 

Proline 0.0704 Polyamines  

Serine 0.1982 Putrescine 0.0350 

Threonine 0.1327 Spermidine 0.0070 

Tryptophan 0.0136 Lipids  

Tyrosine 0.1440 Phosphatidylethanolamine 2.88E-04 

Valine 0.1318 Phosphatidylcholine 5.43E-04 

Ribonucleotides  Cholesterol 1.55E-02 

ATP 0.1475 Others  

CTP 0.0320 S-Adenosyl-L-methionine 2.23E-04 

GTP 0.0456 Fe
2+ 7.11E-03 

UTP 0.1004 Fe
3+

 7.11E-03 

Deoxyribonucleotides  Ammonium 1.18E-02 
dATP 2.12E-03 SO4 3.95E-03 

dCTP 4.97E-04 Water 59.8100 
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Supplementary table 5.2. Single deletions displaying a phenotype in the unconstrained 

metabolic network of P. falciparum. L: Lethal, GR: Growth Reducing, SGR: Slight Growth 

Reducing 

 

Gene  Enzyme name EC Number Pred. 

MAL13P1_186 1-deoxy-D-xylulose-5-phosphate synthase 2.2.1.7 L 

MAL13P1_221 1-deoxy-D-xylulose-5-phosphate synthase 2.1.3.2 L 

MAL13P1_292 FAD synthetase, riboflavin kinase 2.7.7.2, 2.7.1.26 L 

MAL13P1_326 Ferrochelatase 4.99.1.1 L 

MAL8P1_81 Phosphopantothenoylcysteine decarboxylase 4.1.1.36 L 

PF07_0018 Pantetheine-phosphate adenylyltransferase 2.7.7.3 L 

PF08_0095 
2-amino-4-hydroxy-6-hydroxymethyldihydropteridine diphosphokinase, 
dihydropteroate synthase 

2.7.6.3, 2.5.1.15 L 

PF10_0121 Hypoxanthine phosphoribosyltransferase 2.4.2.8 L 

PF10_0155 Phosphopyruvate hydratase 4.2.1.11 L 

PF10_0221 (E)-4-hydroxy-3-methylbut-2-enyl-diphosphate synthase 1.17.7.1 L 

PF10_0225 Orotidine-5'-phosphate decarboxylase 4.1.1.23 L 

PF10_0275 Protoporphyrinogen oxidase 1.3.3.4 L 

PF10_0363 Pyruvate kinase 2.7.1.40 L 

PF11_0059 Pantothenate transporter -- L 

PF11_0169 Pyridoxine/pyridoxal 5-phosphate biosynthesis enzyme -- L 

PF11_0295 Geranyltranstransferase, dimethylallyltranstransferase 2.5.1.10, 2.5.1.1 L 

PF11_0410 Carbonate dehydratase 4.2.1.1 L 

PF11_0436 Coproporphyrinogen oxidase 1.3.3.3 L 

PF13_0044 
Carbamoyl-phosphate synthase (ammonia), carbamoyl-phosphate synthase 
(glutamine-hydrolysing) 

6.3.4.16, 6.3.5.5 L 

PF13_0140 Dihydrofolate synthase, tetrahydrofolate synthase 6.3.2.12, 6.3.2.17 L 

PF13_0159 Nicotinate-nucleotide adenylyltransferase 2.7.7.18 L 

PF13_0287 Adenylosuccinate synthase 6.3.4.4 L 

PF14_0415 Dephospho-CoA kinase 2.7.1.24 L 

PF14_0598 Glyceraldehyde-3-phosphate dehydrogenase (phosphorylating) 1.2.1.12 L 

PF14_0641 1-deoxy-D-xylulose-5-phosphate reductoisomerase 1.1.1.267 L 

PF14_0697 Dihydroorotase 3.5.2.3 L 

PFA0225w 4-hydroxy-3-methylbut-2-enyl diphosphate reductase 1.17.1.2 L 

PFA0340w 2-C-methyl-D-erythritol 4-phosphate cytidylyltransferase 2.7.7.60 L 

PFB0200c 
Aspartate transaminase, tyrosine transaminase, phenylalanine(histidine) 
transaminase 

2.6.1.1, 2.6.1.5, 
2.6.1.58 

L 

PFB0280w Shikimate kinase, 3-phosphoshikimate 1-carboxyvinyltransferase 2.7.1.71, 2.5.1.19 L 

PFB0295w Adenylosuccinate lyase 4.3.2.2 L 

PFB0420w Adenylate cyclase, 2-C-methyl-D-erythritol 2,4-cyclodiphosphate synthase 4.6.1.1, 4.6.1.12 L 

PFC0831w Triose-phosphate isomerase 5.3.1.1 L 

PFD0830w Thymidylate synthase, dihydrofolate reductase 2.1.1.45, 1.5.1.3 L 

PFE0150c 4-(cytidine 5'-diphospho)-2-C-methyl-D-erythritol kinase 2.7.1.148 L 
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PFE0410w Dihydroxyacetone phosphate transporter (apicoplast) -- L 

PFE0630c Orotate phosphoribosyltransferase 2.4.2.10 L 

PFE1510c Phosphoenolpyruvate transporter (apicoplast) -- L 

PFF0160c Dihydroorotate oxidase 1.3.3.1 L 

PFF0360w Uroporphyrinogen decarboxylase 4.1.1.37 L 

PFF0370w 3-octaprenyl-4-hydroxybenzoate carboxy-lyase 4.1.1.- L 

PFF0450c Iron transporter -- L 

PFF0530w Transketolase 2.2.1.1 L 

PFF1105c Chorismate synthase 4.2.3.5 L 

PFF1410c Nicotinate phosphoribosyltransferase 2.4.2.11 L 

PFF1490w 
Methylenetetrahydrofolate dehydrogenase (NADP+), 
methenyltetrahydrofolate cyclohydrolase 

1.5.1.5, 3.5.4.9 L 

PFI1090w Methionine adenosyltransferase 2.5.1.6 L 

PFI1100w Aminodeoxychorismate synthase, aminodeoxychorismate lyase 2.6.1.85, 4.1.3.38 L 

PFI1105w Phosphoglycerate kinase 2.7.2.3 L 

PFI1170c Thioredoxin-disulfide reductase 1.8.1.9 L 

PFI1195c Thiamine diphosphokinase 2.7.6.2 L 

PFI1310w NAD+ synthase (glutamine-hydrolysing) 6.3.5.1 L 

PFI1420w Guanylate kinase 2.7.4.8 L 

PFL2210w 5-aminolevulinate synthase 2.3.1.37 L 

PFL2465c dTMP kinase 2.7.4.9 L 

PF14_0378 Triose-phosphate isomerase 5.3.1.1 GR 

PF14_0425 Fructose-bisphosphate aldolase 4.1.2.13 GR 

PFL0960w Ribulose-phosphate 3-epimerase 5.1.3.1 GR 

MAL13P1_206  Phosphate transporter (citoplasm) -- SGR 

MAL13P1_82 CDP-diacylglycerol-inositol 3-phosphatidyltransferase 2.7.8.11 SGR 

MAL13P1_86 Choline-phosphate cytidylyltransferase 2.7.7.15 SGR 

PF10_0122 Phosphoglucomutase 5.4.2.2 SGR 

PF13_0259 dCTP deaminase 3.5.4.13 SGR 

PF14_0097 phosphatidate cytidylyltransferase 2.7.7.41 SGR 

PF14_0341 Glucose-6-phosphate isomerase 5.3.1.9 SGR 

PF14_0511 6-phosphogluconolactonase, glucose-6-phosphate dehydrogenase 3.1.1.31, 1.1.1.49 SGR 

PF14_0520 phosphogluconate dehydrogenase (decarboxylating) 1.1.1.44 SGR 

PFE0660c Purine-nucleoside phosphorylase 2.4.2.1 SGR 

PFF1215w Sphingomyelin synthase 2.7.8.27 SGR 

PFF1375c Ethanolaminephosphotransferase, diacylglycerol cholinephosphotransferase 2.7.8.1, 2.7.8.2 SGR 

PFL1870c Sphingomyelin phosphodiesterase 3.1.4.12 SGR 
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Suppelementary table 5.3. Single deletions of orphan metabolic activities predicted to be lethal 

in the unconstrained metabolic network of P. falciparum 

Reaction Name Enzyme EC Number Biological Process 

R_NADK NAD+ kinase 2.7.1.23 Nicotinate and nicotinamide metabolism 

R_UPP3S_ap Uroporphyrinogen-III synthase 4.2.1.75 Porphyrin metabolism 

R_DDPA 3-deoxy-7-phosphoheptulonate synthase 2.5.1.54 Shikimate biosynthesis 

R_DHQS 3-dehydroquinate synthase 4.2.3.4 Shikimate biosynthesis 

R_DHQTi 3-dehydroquinate dehydratase 4.2.1.10 Shikimate biosynthesis 

R_SHK3Dr Shikimate dehydrogenase 1.1.1.25 Shikimate biosynthesis 

R_CHRPL Chorismate lyase 4.1.3.40 Ubiquinone metabolism 

R_OPHBDC_mt  3-octaprenyl-4-hydroxybenzoate carboxy-lyase 4.1.1.- Ubiquinone metabolism 

R_OPHHX_mt  2-octaprenylphenol hydroxylase 1.14.13.- Ubiquinone metabolism 

 

 

Supplementary table 5.4. Double deletions predicted to be lethal in the unconstrained metabolic 

network of P. falciparum. *Isoenzyme pairs 

Pair Gene Name Enzyme Name 
EC 

Number 
Biological Process 

1* 
PF11_0036 Phosphopantothenate-cysteine ligase 6.3.2.5 CoA biosynthesis 

PFD0610w Phosphopantothenate-cysteine ligase 6.3.2.5 CoA biosynthesis 

2* 
PF11_0208 Phosphoglycerate mutase 5.4.2.1 Glycolysis 

PFD0660w Phosphoglycerate mutase 5.4.2.1 Glycolysis 

3 
PF14_0378 Triose-phosphate isomerase 5.3.1.1 

Glycolysis, isoprenoid 
metabolism 

PFL0960w Ribulose-phosphate 3-epimerase 5.1.3.1 Pentose phosphate cycle 

4 
PF10_0122 Phosphoglucomutase 5.4.2.2 

Glycolysis,  pentose 
phosphate cycle 

PFE0730c Ribose-5-phosphate isomerase 5.3.1.6 Pentose phosphate cycle 

5* 
PF13_0143 Ribose-phosphate diphosphokinase 2.7.6.1 Pentose phosphate cycle 

PF11_0157 Ribose-phosphate diphosphokinase 2.7.6.1 Pentose phosphate cycle 

6 
PFE0660c Purine-nucleoside phosphorylase 2.4.2.1 

Purine, methionine and 
polyamine metabolism 

PFE0730c Ribose-5-phosphate isomerase 5.3.1.6 Pentose phosphate cycle 

7* 
PF10_0086 Adenylate kinase 2.7.4.3 Purine metabolism 

PFD0755c Adenylate kinase 2.7.4.3 Purine metabolism 

8* 

PF14_0541  Inorganic diphosphatase 3.6.1.1 
Purine, terpenoid 
metabolism 

PFC0710w Inorganic diphosphatase 3.6.1.1 
Purine, terpenoid 
metabolism 

9 MAL13P1_206 Phosphate transporter -- Transport 
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PFL0305c 5'-nucleotidase 3.1.3.5 Purine metabolism 

10* 

PF13_0349 Nucleoside-diphosphate kinase 2.7.4.6 
Pyrimidine, purine, 
dolichol metabolism 

PFF0275c Nucleoside-diphosphate kinase 2.7.4.6 
Pyrimidine, purine, 
dolichol metabolism 

11 
MAL13P1_82 CDP-diacylglycerol-inositol 3-phosphatidyltransferase 2.7.8.11 

Inositol phosphate 
metabolism 

PF14_0100 CTP synthase 6.3.4.2 Pyrimidine metabolism 

12 
MAL13P1_82 CDP-diacylglycerol-inositol 3-phosphatidyltransferase 2.7.8.11 

Inositol phosphate 
metabolism 

MAL13P1_206 Phosphate transporter -- Transport 

13 
PF14_0097 Phosphatidate cytidylyltransferase 2.7.7.41 

Phosphatidylethanolamin
e, phosphatidylserine 
metabolism 

PF14_0100 CTP synthase 6.3.4.2 Pyrimidine metabolism 

14 

MAL13P1_206 Phosphate transporter -- Transport (Pi) 

PF14_0097 Phosphatidate cytidylyltransferase 2.7.7.41 

Phosphatidylethanolamin
e, phosphatidylserine 
Metabolism 

15 

PFC0725c NO2 transporter -- Transport  

PFI0735c NADH dehydrogenase (ubiquinone) 1.6.5.3 
Mitochondrial electron 
flow 

16 
PF10_0334 Succinate dehydrogenase (ubiquinone) 1.3.5.1 

Mitochondrial electron 
flow 

PFC0725c NO2 transporter -- Transport  

 

Supplementary table 5.5. Essentiality in S. cerevisiae of the orthologs for essential and non-

essential Plasmodium metabolic genes. While all of the orthologs for essential metabolic genes 

in yeast are also essential in Plasmodium, only about half of the orthologs for Plasmodium 

essential metabolic genes are essential in yeast. Fisher’s exact test P-value =0.04. 

 

 Yeast essential Yeast non-essential Total 

Plasmodium essential 6 4 10 

Plasmodium non-essential 0 5 5 

Total 6 9 15 
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Chapter 6.  

 

THE RATE OF THE MOLECULAR CLOCK AND THE COST OF GRATUITOUS 

PROTEIN SYNTHESIS 

This chapter is based on “Plata, G., Gottesman, M., Vitkup, D. The Rate of the Molecular 

Clock and the Cost of Gratuitous Protein Synthesis. Genome Biol. (9):R98, (2010)”  

 

The nature of the protein molecular clock, the protein-specific rate of amino acid substitutions, is 

among the central questions of molecular evolution. Protein expression level is the dominant 

determinant of the clock rate in a number of organisms. It has been suggested that highly 

expressed proteins evolve slowly in all species mainly to maintain robustness to translation 

errors that generate toxic misfolded proteins. Here we investigate this hypothesis experimentally 

by comparing the growth rate of E. coli expressing wild type and misfolding-prone variants of 

the LacZ protein. We show that the cost of toxic protein misfolding is small compared to other 

costs associated with protein synthesis. Complementary computational analyses demonstrate that 

there is also a relatively weaker, but statistically significant, selection for increasing solubility 

and polarity in highly expressed E. coli proteins. Although we cannot rule out the possibility that 

selection against misfolding toxicity significantly affects the protein clock in species other than 

E. coli, our results suggest that it is unlikely to be the dominant and universal factor determining 

the clock rate in all organisms. We find that in this bacterium other costs associated with protein 

synthesis are likely to play an important role. Interestingly, our experiments also suggest 

significant costs associated with volume effects, such as jamming of the cellular environment 

with unnecessary proteins. 
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6.1. Introduction 

Once the first protein sequences became available, their comparison led to the conclusion 

that the number of accumulated substitutions between orthologs was mainly a function of the 

evolutionary time elapsed since the last common ancestor of corresponding species [65, 315]. 

Consequently, orthologous proteins accumulate substitutions at approximately constant rate over 

long evolutionary intervals. This observation suggests that one can use available protein 

sequences as a molecular clock to estimate divergence times between different species [316]. 

Further studies revealed that while the pace of the molecular clock is similar for orthologous 

proteins in different lineages, it varies by several orders of magnitude across non-orthologous 

proteins [317, 318]. 

 For several decades the dominant hypothesis explaining the large variability of the 

molecular clock rate between non-orthologous proteins was based on the concept of functional 

protein density: the higher the fraction of protein residues directly involved in its function, the 

slower the protein molecular clock [319, 320]. It was not until high-throughput genomics data 

became widely available that multiple molecular and genetic variables were used to investigate 

the dominant factors influencing the molecular clock rates of different proteins. Surprisingly, 

such features as gene essentiality [321-324], the number of protein-protein interactions [72, 325], 

and specific functional roles [70, 326], have been shown to have, on average, either non-

significant, or significant but relatively weak correlations with protein evolutionary rates. On the 

other hand, quantities directly related to gene expression, such as codon bias, mRNA expression, 

and protein abundance, showed the strongest correlation with the rate of protein evolution [73, 

327]. For example, expression alone explains about a third of the variance in the substitution 

rates in several microbial species [73, 326, 328] and about a quarter of the variance in C. elegans 
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[329]. In these and many other organisms highly expressed genes accept significantly less 

synonymous and non-synonymous (amino acid changing) substitutions than genes with with low 

expression levels [330]. 

 Considering the major role played by expression in setting the rate of amino acid 

substitutions, it is important to understand the main molecular mechanisms of this effect [71]. A 

popular theory by Drummond et al. [328, 331, 332] suggests that highly expressed proteins may 

evolve slowly in all organisms, from microbes to human [331], due to the selection against 

toxicity associated with protein misfolding. The logic behind this interesting hypothesis is that a 

significant fraction (>10%) of cellular proteins may contain translation errors [333, 334] that 

could cause cytotoxic protein misfolding. If misfolded proteins indeed incur substantial toxicity 

costs, greater pressure to avoid misfolding will affect highly expressed genes since they generate 

relatively more misfolded proteins [328]. Consequently, adaptive pressure will maintain 

sequences of highly expressed proteins robust to translation errors, which will in turn slow the 

amino acid substitution rate, i.e. the protein molecular clock. The misfolding toxicity hypothesis 

was supported by the results of computer simulations [331], but to the best of our knowledge, it 

has never been tested experimentaly. 

 In this study we specifically investigated whether the toxicity of misfolded proteins or 

other costs associated with protein synthesis make a dominant contribution to cellular fitness 

(growth rate), and consequently constrain the molecular clock in E. coli. To test this, we used 

wild type (WT) and misfolding-prone variants of the E. coli -galactosidase gene, lacZ. We also 

computationally analyzed the contribution of other related factors, such as protein stability and 

solubility. 
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6.2. Results 

The native biological function of the LacZ protein is to cleave lactose for use as a source 

of carbon and energy [335]; in the absence of lactose,  -galactosidase does not participate in the 

E. coli carbon metabolism. Therefore, we used lacZ expression in a lactose-free medium to 

measure the cost of gratuitous protein expression [336, 337]. To compare that expression cost to 

the cost of potentially toxic protein misfolding, we used site-directed mutagenesis to engineer 

several destabilizing single-residue substitutions into lacZ. Single amino acid substitutions 

should serve as a good model for translational errors because only rarely, in about 10% of the 

proteins that contain translation errors, two or more residues will be simultaneously 

mistranslated in the same protein. We expressed the misfolding-prone mutants at the same level 

as the wild type protein. Because the misfolded LacZ proteins are both potentially toxic and also 

devoid of biological function, the comparison of the growth rates of bacteria carrying the WT 

and each of the destabilized mutants allowed us to evaluate the additional fitness cost specifically 

arising from misfolding toxicity. 

6.2.1. Destabilizing mutations in lacZ yield aggregated and partialy soluble proteins 

Amino acid substitutions in protein cores are significantly more destabilizing than 

substitutions on protein surfaces [338, 339]. Therefore, we selected five buried residues encoding 

non-polar amino acids which could be mutated to polar residues with single nucleotide 

substitutions while maintaining a similar level of codon preference (Table 6.1). We used the 

DPX server [340] to identify buried residues of the LacZ protein based on its crystal structure 

(PDB code: 1dp0). We then applied the I-mutant_2.0 algorithm [341] to confirm that the selected 

substitutions would be indeed destabilizing. Using site-directed mutagenesis the five selected 
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substitutions were introduced separately into plasmids containing lacZ under transcriptional 

control of the IPTG-inducible lac promoter [342]. We then used a -galactosidase assay [343] to 

experimentally confirm reductions in the catalytic activity of LacZ in all of the generated 

mutants (see Table 6.1). 

Table 6.1. Characteristics of destabilizing mutations engineered into E. coli -galactosidase. 

In the table ∆∆G values represent destabilizing effects predicted by the I-mutant2.0 server [341]. 

The experimentally determined enzymatic activities of the mutants (in percentages) are shown in 

the table relative to WT. 

 

Mutant V567D F758S I141N G353D A880E 

Predicted ∆∆G  

kcal/mol 
-2.6 -2.9 -2.4 -1.6 -0.6 

Relative protein activity  

(%) 
31 4 17 2 61 

Codon Substitution 

(WT/Mutant) 
GTC/GAC TTT/TCT ATT/AAT GGC/GAC GCG/GAG 

Codon preference % 

 (WT/Mutant) 
13.5/53.9 29.0/32.4 33.5/17.3 42.8/53.9 32.3/24.7 

Found in inclusion bodies 

(see Figure 1A) 
No Yes Yes Yes No 

 

 To determine whether the destabilized proteins tended to aggregate, we separated soluble 

proteins and proteins in inclusion bodies (see Methods) and analyzed them by SDS-PAGE (Fig. 

6.1A). The three mutants with the lowest catalytic activity (F758S, I141N and G353D) were 

found in inclusion bodies (Table 6.1), the remaining two mutants (V567D and A880E) and WT 

proteins were found mainly in the soluble protein fraction. Next, by inspecting total cell extracts 

at different time points after IPTG induction, we confirmed that the total amount of protein 

synthesized in each mutant strain was similar to WT. As shown in Figure 6.1B similar amounts 

of LacZ are produced in WT and either soluble (V567D) or insoluble (F758S) mutants. 
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Quantitative analysis of the Coomasie stained bands also did not reveal any significant difference 

between the LacZ synthesis rates in WT and mutant strains (Fig. 6.1C). Finally, because 

expression of misfolded proteins is expected to generate a heat shock response [344, 345], we 

used western blots to monitor the amount of the GroEL heat shock protein in induced and un-

induced cells carrying WT and mutant lacZ (Fig. 6.1D). In cells carrying WT lacZ, the 

concentration of GroEL increased when IPTG was added. However, in both the V567D and 

F758S mutants, the levels of GroEL in either induced or uninduced cells were equal or higher 

than that in induced WT cells. 

 

Figure 6.1. Expression of destabilizing mutants and WT LacZ. (A) SDS-PAGE of soluble 

and insoluble fractions of cells expressing WT LacZ and five destabilizing mutants induced with 

10 M IPTG. (B) Total -galactosidase at different times after IPTG induction. The LacZ band 

is indicated by the black arrow. (C) Relative synthesis rate of -galactosidase. P-values were 

obtained using a t-test of the linear regression slopes based on quantification of the gel images. 

(D) GroEL western blots in cells exprerssing WT and LacZ mutants. S: Soluble fraction, I: 

Insoluble fraction.-: No IPTG, +: 20 M IPTG, ∆: Heat shock (1h shift from 37 to 42°C). 

Time after IPTG (min)                         60                                     90                                    180 
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 Overall, the results described in this section demonstrate that: 1) all engineered mutants 

have significantly reduced catalytic activities, 2) soluble and insoluble mutants are expressed at 

the same level as WT, and 3) the mutants induce a heat shock response, and in some cases 

aggregate in inclusion bodies. 

6.2.2. Misfolded proteins are no more toxic than WT proteins 

 The synthesis of WT or mutant -galactosidase was initially induced by adding 10 M 

IPTG. Using WT LacZ activity as a reference [346], we estimated that about 30,000 molecules 

of -galactosidase were present in each bacterial cell at this induction level. This approximately 

corresponds to half of the protein molecules expressed by a fully induced WT lacZ operon [343]. 

Cells expressing WT LacZ grew approximately 13% slower on glycerol as the sole carbon 

source compared to uninduced cells (Fig. 6.2A). If misfolded proteins indeed impose a 

significant extra cost on the bacterium, then similarly expressed mutant strains with destabilizing 

substitutions should lead to a more pronounced growth decrease compared to the one observed 

with WT LacZ. However, as shown in Fig. 6.2A, the mutant strains grew as well as cells 

expresing WT LacZ, and, despite inclusion body formation, two of the mutants even grew 

significantly faster (see Discussion).  

To further explore the potential toxicity of the destabilized proteins we focused on two 

mutants (F758S and V567D). These mutants are examples of a completely aggregated and a 

soluble but destabilized LacZ protein, respectively. By varying the concentration of IPTG we 

monitored the growth of cells with different levels of expressed LacZ proteins (Fig. 6.2B). 

Importantly, no additional growth decrease was observed in the mutant strains compared to the 

WT at all IPTG induction levels. When no IPTG was added, resulting in a low expression level 
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from the un-induced promoter, we also observed the same growth rate reduction in all constructs 

relative to cells carrying an empty pBR322 plasmid (Fig. 6.2B). 

 

NO IPTG WT V567D F758S I141N G353D A880E

0.80

0.85

0.90

0.95

1.00

*

G
ro

w
th

 r
a
te

 r
e
la

ti
v
e
 t

o
 u

n
in

d
u
c
e
d
 c

e
lls

Strain

(a) (b)
**

*

0.0 2.5 5.0 7.5 10.0 12.5 15.0
0.6

0.7

0.8

0.9

1.0

 Empty plasmid

 WT

 V567D

 F758S

G
ro

w
th

 r
a
te

 r
e
la

ti
v
e
 t

o
 u

n
in

d
u
c
e
d
 c

e
lls

IPTG(M)

NO IPTG WT V567D F758S
0.75

0.80

0.85

0.90

0.95

1.00

1.05

G
ro

w
th

 r
a
te

 r
e
la

ti
v
e
 t

o
 u

n
in

d
u
c
e
d
 c

e
lls

 Acetate

 Glycerol

Strain

(c)

 

Figure 6.2. Growth rate comparisons between WT and misfolding-prone LacZ. (A) Growth 

rates of cells expressing WT LacZ relative to uninduced cells and cells expressing each of the 

five destabilizing mutants (10 M IPTG). Mann-Whitney U P-value *:0.02,**:7.6*10
-4

. (B) 

Growth rates of cells expressing WT LacZ and two mutants at different induction (IPTG) levels, 

the growth rate of cells carrying an empty plasmid is also shown for comparison. (C) Growth 

rates of cells expressing LacZ and two destabilizing mutants on acetate and glycerol as the main 

carbon source (expression in both cases was induced with 10 M ITPG). Error bars represent the 

standard error of the mean (SEM) based on triplicate experiments. 
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 We investigated the possibility that the toxicity of misfolded proteins was more 

pronounced on a relatively poor carbon source by measuring the growth of E. coli cells 

expressing V567D, F758S, and WT on acetate. Although the overall growth rate on acetate was 

only about 60% of that on glycerol, we again did not observe any additional fitness (growth) 

decrease due to the destabilizing mutations (Fig. 6.2C). This experiment confirmed that the 

observed results are not specific to a particular carbon source. 

6.2.3. Nucleotide level selection, protein solubility, and stability in E. coli 

 Nucleotide sequences of highly expressed genes are significantly constrained by selection 

for amino acid codons corresponding to abundant tRNAs [347-349]. A recent experimental 

analysis by Kudla et al. [350] suggests that non-optimal codons can directly influence E. coli 

growth (fitness). Using 154 variants of Green Fluorescent Protein (GFP) with multiple random 

synonymous substitutions, these authors found a significant positive correlation between codon 

optimality and bacterial growth rate. An important role played by the nucleotide-level selection 

in evolution of E. coli proteins is also supported by a high correlation between the rates of non-

synonymous (Ka) and synonymous (Ks) substitutions (Fig. 6.3B, Spearman’s rank correlation 

r=0.66, P-value<10
-10

). In addition, the partial correlation between Ka and mRNA expression, 

controlling for Ks, is small (r=-0.14, P-value=7*10
-9

), whereas the partial correlation between Ks 

and expression, controlling for Ka, is significantly higher (r=-0.38, P-value<10
-10

). 



140 
 

 

0.1 1 10 100

1E-3

0.01

0.1

1

K
a

Expression level

(a)

0.01 0.1 1 10 100

1E-3

0.01

0.1

1

(b)

Ks

K
a

0.1 1 10 100

0

20

40

60

80

100

120

140

Expression level

S
o

lu
b

ili
ty

 (
%

)

0.1 1 10 100
0.0

0.1

0.2

0.3

0.4

0.5

Expression level

F
ra

c
ti
o
n

 o
f 

c
h

a
rg

e
d

 a
m

in
o
a

c
id

s

(d)(c)

 

Figure 6.3. Correlation of E. coli mRNA expression with Ka, protein solubility, and the 

fraction of charged residues. (A) Correlation between expression and the rate of non-

synonymous substitutions (Ka) (Spearman’s r=-0.45, P-value<10
-10

). (B) Correlation between Ka 

and the rate of synonymous substitutions (Ks) (r=0.66, P-value<10
-10

). (C) Correlation between 

expression and protein solubility measured in vitro [351] (r=0.27, P-value< 10
-10

). (D) 

Correlation between expression and the fraction of charged residues (r=0.28, P-value<10
-10

). The 

red lines on each panel represent a 200-point moving average of the data. 

 

Although selection for optimal codons at the nucleotide level should significantly affect 

the rates of both synonymous and non-synonymous substitutions [349], there are additional 

constraints specifically acting on non-synonymous sites (see [71, 352]). Many of these additional 

constraints affect the propensity of proteins to misfold and aggregate. For example, it has been 
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reported that highly expressed E. coli proteins are more soluble than proteins with lower 

expression [353-355]. It is likely that the observed increase in solubility is necessary to avoid 

protein aggregation and non-functional binding [356] mediated by non-specific hydrophobic 

interactions. Using the genome-wide protein solubility data for E. coli proteins obtained by Niwa 

et al [351] we indeed observed a significant correlation between solubility and expression (Fig. 

6.3C; Spearman’s r= 0.27, P-value<10
-10

). Importantly, the observed selection for solubility does 

not explain the correlation between the protein evolutionary rate and expression (Fig. 6.3A, r=-

0.45, P-value<10
-10

); the partial correlation between Ka and expression, controlling either for 

solubility or for the fraction of charged residues, is still significant, r=-0.42 and -0.41 

respectively (P-value<10
-10

). 

The positive correlation between solubility and expression is in agreement with an 

increase in the fraction of charged residues (Fig. 6.3D, r=0.28, P-value<10
-10

) and a 

simultaneous decrease in the fraction of hydrophobic residues (r=-0.16, P-value<10
-10

) in highly 

expressed E. coli proteins. We observed similar results by analyzing E. coli protein duplicates 

(paralogs) with different expression levels. By directly comparing duplicates expressed at 

different levels, many confounding factors, such as differences in folding topology or protein 

secondary structure, are removed. The analysis of 370 E. coli paralogs (see Methods) 

demonstrated a decrease in the fraction of hydrophobic residues (paired Wilcoxon signed rank 

test, P-value=7*10
-4

) and a simultaneous increase in the fraction of charged residues (P-

value=7*10
-6

) in the duplicates with higher expression levels.  

The analysis of 602 E. coli protein structures currently available in PDB (see Methods,) 

confirmed a significant increase in the fraction of solvent-exposed charged residues in highly 

expressed proteins (r=0.18, P-value=6*10
-6

). While such an increase may lead to higher protein 
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stabilities [357], a proposed consequence of selection for translational robustness [331], we did 

not detect strong correlations between mRNA expression and other structural features usually 

associated with increased protein stability [328, 331]. For example, we did not observe a 

significant increase in the fraction of buried hydrophobic residues (r=0.06, P-value=0.13) [358-

360] or an increase in the average number of contacts per residue (contact density) in highly 

expressed E. coli proteins (r=0.02, P-value=0.96). Neither did we find a decrease in the fraction 

of residues in loops or unstructured protein regions (r=0.07, P-value=0.06) [361]. Our analysis of 

experimentally determined E. coli protein stabilities assembled in the ProTherm database [362] 

also failed to reveal any significant correlation between protein stability, measured either by 

protein melting temperature (r=-0.14, P-value=0.46) or folding free energy (∆G, r=-0.08 P-

value=0.70), and mRNA expression level (Fig. 6.4A, B). We also did not detect significant 

changes in the contact order, a structural measure strongly associated with folding speed [363, 

364], in highly expressed bacterial proteins (r=-0.01, P-value=0.8). 

Overall, the computational analysis described above suggests that, at least based on the 

currently available datasets, an increase in folding speed and/or protein stability for highly 

expressed bacterial proteins are unlikely to play a major role in constraining the protein 

molecular clock in E. coli. 
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Figure 6.4. Relationship between protein stability and mRNA expression. The 

experimentally measured stability data were obtained from the ProTherm database [362], the 

expression data for E. coli was obtained from the study of Lu et al. [365] (A) Correlation 

between mRNA expression and melting temperature for 28 proteins (r=-0.14, P-value=0.45). (B) 

Correlation between mRNA expression and folding free energy for 23 proteins (r=-0.08, P-

value=0.70). The dashed red line represents the linear regression line between each feature and 

the natural logarithm of the expression values. 

 

6.3. Discussion 

The results presented here demonstrate that, at least in E. coli, the cost associated with the 

gratuitous expression of a protein is significantly higher than the additional toxicity cost incurred 

by destabilization or misfolding of the same amount of protein; by “gratuitous” we imply here 

that the protein has no effect on fitness through its biological function. It is important to 

emphasize that our growth measurements are not sensitive enough to detect small fitness effects, 

for example decreases in the growth rate on the order of 1% or less, and consequently we cannot 

rule out additional costs specifically related to misfolding toxicity[366]. In fact, a detailed study 



144 
 

 

by Lindner et al. [367] using time-lapse microscopy, showed that the presence of protein 

aggregates in E. coli has an effect on growth rate at the level of individual cells. Nevertheless, 

our experiments do show that the misfolding toxicity cost is significantly smaller than other costs 

associated with protein expression. 

We believe that the main expression costs specifically in this bacterium are related to 

translational efficiency and jamming of the cell’s cytoplasm with useless proteins. Importantly, 

expression costs associated with amino acid waste, or the energy required for gratuitous 

expression were recently shown by Stoebel et al. [368] to play a relatively minor role. On the 

other hand both gratuitous protein expression and suboptimal codons can significantly slow 

bacterial growth, for instance, by reducing the pool of free ribosomes in the cell [342, 350]. This 

effect will preferentially affect highly expressed genes bound by a relatively larger number of 

ribosomes. A gene with non-optimal codons will slow the rate of translation (speed of ribosomal 

motion) and thus titrate more ribosomes. A reduced pool of free ribosomes will necessarily slow 

expression of all bacterial genes and thus decrease the rate of biomass synthesis [369]. 

Interestingly, we observed that bacteria expressing two of the mutants (F758S and 

G353D) grew significantly faster than cells expressing native LacZ protein (Figure 6.2A), 

although still not as fast as uninduced E. coli. This intriguing result demonstrates that titration of 

ribosomes cannot be the only explanation for the costs associated with gratuitous protein 

synthesis. The F758S and G353D proteins had the lowest catalytic activities of all constructs 

(Table 6.1) and both mutants, as well as I141N, were found mostly in inclusion bodies. It is 

likely that the localization of the LacZ proteins to inclusion bodies prevents jamming of the 

cytoplasm and relieves effects associated with non-functional binding. It was previously shown 

that an asymmetric partition of inclusion bodies during cell division may result in a cell 
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rejuvenation phenotype [367]. We would like to emphasize that this result does not support the 

misfolding toxicity hypothesis, as these mutants grew faster than the strain expressing WT LacZ. 

Based on the growth rates of mutants primarily localized to inclusion bodies (V567D, F758S, 

I141N; average growth decrease 6.7%) and the proteins remaining in the cytoplasm (WT, 

V567D, A880E; average growth decrease, 14%), one can conclude that effects of jamming and 

translational efficiency make approximately similar contributions to fitness. 

An important separate question in the context of the mistranslation-induced misfolding 

hypothesis is whether phenotypic (transcriptional or translational) mutations can cause enough 

protein misfolding to be significantly cytotoxic. Although suboptimal codons are expected to 

substantially increase the translational error rate [348], no correlation was observed between 

codon optimization and the fraction of properly folded GFP by Kudla et al.[350]. Even if 

relatively rare, phenotypic mutations can be still significantly damaging if they occur in 

functionally and structurally important sties. This may explain a well-established correlation 

between codon optimization and evolutionary conservation of corresponding protein sites [370-

372]. This correlation is not necessarily a consequence of selection against mistranslation 

induced toxicity, and again may be primarily related to the loss of functional proteins and the 

cost of additional protein synthesis necessary to compensate for the misfolding. In fact, it has 

been reported that essential bacterial proteins have lower aggregation propensities than those 

predicted for non-essential proteins [355]. 

 While our study demonstrates that misfolding toxicity is unlikely to be a universally 

dominant factor connecting expression and the protein molecular clock in all species, we cannot 

rule out the possibility that toxicity may play an important role in other species. We note, 

however, that in higher organisms the correlations between mRNA expression and the protein 
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molecular clock are generally much weaker than in some microbes. For example, Liao et al. 

[373] demonstrated that expression plays a relatively minor role in constraining the molecular 

clock in mammalian species. Also, by comparing evolutionary rate of separate and fused protein 

domains in human and Arabidopsis, Wolf et al. [374] found a comparable contribution from 

expression and structural-functional constraints. 

 A number of elegant experimental studies have demonstrated cytotoxic effect of several 

misfolded or marginally stable proteins in higher organisms [375, 376]. For instance, several 

hundred mutations in the SOD1 protein were shown to result in aggregates associated with 

amyotrophic lateral sclerosis (ALS) in humans [377]; also, non-natural peptides have been used 

to induce cytotoxic aggregates of GFP in C. elegans [378]. Although these studies directly 

demonstrate the importance of misfolding and aggregation for some specific proteins, the extent 

to which these effects dominate the molecular clock for all proteins in these and other species 

needs to be investigated and again compared to other contributing factors. 

6.4. Conclusions 

 Our experimental results suggest that selection against toxic protein misfolding is 

unlikely to be the universal and dominant factor determining protein molecular clock in all 

species. We demonstrate that, at least in E. coli, other factors associated with gratuitous protein 

synthesis, such as translational efficiency and possibly jamming of the cytoplasm, are likely to be 

the primary constraints. Our computational analyses also suggest a relatively weaker, but 

statistically significant, selection for increasing solubility and polarity in highly expressed E. coli 

proteins. 
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6.6. Materials and methods 

6.6.1. Strains and mutant generation 

 Escherichia coli K12 strain GP4 (W3102,  XA 21Z, lacI
q
) was used in all experiments. 

lacZ was expressed from the IPTG inducible Lac promoter in plasmid PIV18 [342]; PIV18 is a 

pBR322 derivative that carries a mutation in the Shine Dalgarno sequence of the lacZ transcript 

which increases translation efficiency. Site directed mutagenesis was carried out using 

Stratagene's QuikChange Lightning kit (Stratagene, Cedar Creek, TX). pBR322 was used as the 

empty plasmid control. 

6.6.2. Growth Curve Analysis 

 For each construct, a sweep of colonies was grown overnight on LB liquid media 

supplemented with 100g/mL ampicillin. Overnight cultures were diluted by a 1:100 factor and 

grown on M9 minimal media suplemented with 0.5% casaminoacids, 0.25g/mL thiamine, 100 

g/mL ampicillin and either 0.4% glycerol or acetate as carbon sources. 300 L of cells with an 

OD600 of 0.5 were transfered to flasks containing 5.5 mL of prewarmed media suplemented 

with the appropiate amount of IPTG. Two hours after induction, OD600 was measured every 45 

minutes. Growth rate was determined as the regression line slope of time and the logarithm of 

OD600. 

6.6.3. SDS-PAGE and western blot 

 The equivalent of 200 L of cells at OD600 of 0.7 was collected by centrifugation and 

lysed using Novagen's BugBuster (primary amine-free) Protein Extraction Reagent (Novagen, 
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Merck, Darmstadt, Germany). Soluble proteins were retrieved after centrifugation of the lysed 

cells and aggregated proteins were then harvested following instructions for inclusion body 

purification described in the BugBuster reagent manual. Both fractions were saved in a 50 L 

volume including 10 L 4X SDS loading buffer, boiled, and electrophoresed on a 10% 

SDS  polyacrylamide gel. Gels were stained with coomassie blue and scanned for analysis. For 

the analysis of total protein, cells were lysed in BugBuster reagent containing rLysozyme and 

boiled after addition of 4X SDS loading buffer. Bands were quantified using the ImageJ program 

[379]. 

 Protein samples separated by SDS-PAGE as described above were blotted overnight onto 

a nitrocellulose membrane and incubated with Anti-GroEL antibody produced in rabbit 1:10 000 

(Sigma Aldrich, St. Louis, MO). Blots were blocked with 5 % non-fat dry milk, incubated with 

1:3000 anti-rabbit horseradish peroxidase conjugate antibody and visualized with Amersham's 

ECL Plus Western Blotting Reagent (GE Healthcare, Munich, Germany).  

6.6.4. Structural analysis of E. coli proteins 

 In the analysis we used 602 E. coli protein structures currently available in PDB [380]. 

To prevent sampling biases, we filtered available PDB entries so that no two protein structures 

used in the calculations, had sequence identity higher than 90%; similar results were obtained 

without filtering. We defined buried residues as those with a solvent accessible area smaller than 

16% [381, 382]. Solvent accessibility was calculated by the DSSP [383] program. The fraction 

of protein residues in loops was also calculated using DSSP. Two non-adjacent protein residues 

were considered to be in contact if any two of their non-hydrogen atoms were closer than 4.5 Å 

[384]. The protein contact density was defined as the average number of non-adjacent contacts 
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per residue. Contact order was calculated as (L·N)
-1
·Σ∆Sij; where N is the total number of 

contacts, L is the total number of residues in the protein and ∆Sij, which is summed over all 

contacts, is the number of aminoacids separating contacting residues[364]. In vitro solubility data 

for E. coli proteins was obtained directly from the study of Niwa et al. [351] 

6.6.5. Correlation of the synonymous (Ks) and non-synonymous (Ka) substitution rates with 

expression 

 Orthologous ORFs and protein sequences from E. coli and Salmonella enterica were used 

to calculate Ks and Ka values. The E. coli - Salmonella orthologs were determined as bi-

directional best hits using protein BLAST [18]. Ka and Ks values were calculated using the 

Maximum Likelihood method implemented in the PAML package [385]. The mRNA expression 

data reported by Lu et al. [365] was used to calculate the correlations. For the analysis of 

duplicated genes we defined duplicates as pairs of E. coli proteins having more than 40% 

sequence identity that could be aligned for at least 80% of their total length using BLAST. In the 

analysis of duplicates we used expression data from 466 experiments in the Many Microbes 

Microarrays Database [386]. We selected for the analysis only the pairs for which one paralog 

had higher expression values in more than 80% of the reported experiments. 
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Chapter 7. 

 

GENETIC ROBUSTNESS AND FUNCTIONAL EVOLUTION OF GENE 

DUPLICATES 

 

Gene duplications are a major source of evolutionary innovations. Understanding the functional 

divergence of duplicates and their role in genetic robustness is an important challenge in biology. 

Previously, analyses of genetic robustness were primarily focused on duplicates essentiality and 

epistasis in several laboratory conditions. In this study we use several quantitative datasets to 

understand compensatory interactions between S. cerevisiae duplicates that are likely to be 

relevant in natural biological populations. Our study suggests that duplicates acquire new 

functional roles substantially faster than has been anticipated, possibly from the moment of 

duplication. Due to their high functional load, very close duplicates are unlikely to provide 

substantial backup in the context of long term evolution. Interestingly, for gene pairs that survive 

an initial period of high duplicate loss, the overall functional load is reduced. At intermediate 

divergence distances the quantitative decrease in fitness due to removal of one duplicate 

becomes smaller. At these distances, yeast duplicates display more balanced functional loads and 

their transcriptional control becomes significantly more complex. In the context of growth 

phenotypes relevant in natural populations, yeast duplicates diverged beyond 70% sequence 

identity are not likely to provide substantial compensation for their paralogs. 

7.1 Introduction 

Survival of biological systems crucially depends on robustness to harmful genetic 

mutations, i.e. genetic robustness, and to changes in environmental conditions [387-389]. Two 

distinct mechanisms of genetic robustness have been previously discussed. First, alternative 

signaling and metabolic pathways provide an important mechanism for re-routing in many 
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molecular networks [390, 391]. Second, a major role in genetic robustness is attributed to gene 

duplicates [387, 392]. Gene duplications are frequent in evolution and range in size from small-

scale (SSD) to whole-genome events (WGD) [393, 394]. While in about 90% of the cases one 

duplicate is eventually lost in evolution [392], duplicated genes can, at least partially, back-up 

each other's function. Importantly, functional compensation by duplicates plays a significant role 

in buffering deleterious human mutations [395]. 

 Genetic robustness due to gene duplicates is inherently tied to their functional 

divergence. Duplicates that acquire distinct molecular functions are naturally unable to 

compensate for one another. In addition, even if molecular function is conserved, incomplete 

compensation between duplicates is possible due to different expression patterns or dosage 

effects. Gene duplications are the major source of new genes [396] and several conceptual 

models of duplicates’ evolution have been proposed [397, 398]. In the neofunctionalization 

model one duplicate gains new functions, i.e. functions not associated with the ancestral gene, 

while the other duplicate retains the ancestral functions [396, 399, 400]. In contrast, in the 

subfunctionalization model both duplicates become indispensable and are retained in evolution 

by partitioning the ancestral gene functions [401, 402]. Both these models imply an eventual loss 

of the ability of duplicates to fully substitute for each other. It is also likely that a significant 

fraction of duplicates are fixed and retained in genomes due to selective advantages, such as 

dosage effects or condition-specific expression patterns, present from the moment of duplication 

[403, 404]. In cases of fixation due to a selective advantage, full compensation between 

duplicates is unlikely. 

Even though full compensation between duplicates is not expected in the long term, the 

ability of duplicates to buffer deleterious mutations of their paralogs has been now demonstrated 
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by several independent approaches. These include a lower than expected fraction of essential 

genes with close duplicates [387], a paucity of pairwise epistatic interactions involving 

duplicated genes [405], and an excess of aggravating genetic interactions between paralogs [406, 

407]. The contribution of duplicates to robustness has been primarily considered in the context of 

qualitative growth phenotypes either in nutrient rich or in a small number of laboratory 

conditions [387, 408, 409]. Although popular in experiments, these conditions are unlikely to 

approximate well a natural milieu of living systems which are constantly bombarded by a diverse 

array of environmental stresses and stimuli. Perhaps more importantly, even if there is a strong 

compensatory interaction between a pair of duplicates, an evolutionary relevant decrease in 

fitness can still persist – due to an incomplete buffering – after a damaging mutation in one of the 

duplicates [366]. In the context of long-term evolution, there may not be much difference 

between mutations leading to the lethal phenotype and mutations associated with a fitness 

decrease substantially larger than the inverse of the effective population size [410, 411]. Given 

that typical population sizes of free-living microbial species are quite large (>10
6
-10

8
) [412], 

even a small fitness decrease can be effectively lethal for these organisms. Consequently, 

quantitative analyses of growth phenotypes, preferably in multiple environmental conditions, are 

necessary to understand the extent to which compensation between duplicates plays an important 

role in natural biological populations. Here we perform such an analysis and show that in the 

context of natural populations, genetic buffering mediated by duplicates is likely to be rare and, 

surprisingly, it is not a monotonic function of duplicates’ divergence.  

7.2. Materials and methods 

 Gene and protein sequences for Saccharomyces cerevisiae, S. paradoxus, S. bayanus, S. 

castelli, S. mikatae, S. kudriavzevii and S. kluyveri were obtained from the Saccharomyces 
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Genome Database (SGD; http://downloads.yeastgenome.org/) and the study by Kellis et al. 

[413]. Pairs of gene duplicates were identified by sequence homology between proteins within 

each genome using BLASTP [18]. Only duplicates that were bi-directional best hits and could be 

aligned by more than 80% of each ORF’s sequence length were considered in our analysis [414]. 

Following previous studies [387], we excluded ribosomal genes from the analysis due to their 

high expression, dominant impact on growth, and strong codon adaptation bias. Evolutionary 

distances between duplicated genes were estimated using the method of Yang and Nielsen [415] 

implemented in the PAML package [385]; the use of other methods, such as maximum 

likelihood, to estimate Ka and Ks did not significantly change the observed patterns 

(Supplementary fig. 7.1A). 

We used the data obtained by Hillenmeyer et al. [416] to measure the fitness contribution 

of duplicates across multiple environmental conditions and chemical perturbations. Using a P-

value cutoff of 0.01, we obtained the number of experimental conditions for which a growth 

defect was observed for every single gene deletion mutant. We also analyzed quantitative growth 

measurements for double and single deletion yeast strains obtained from De Luna et al. [417] 

and Costanzo et al. [418]. Gene essentiality data was obtained from the study of Giaever et al. 

[289].  

To functionally characterize duplicated genes, Gene Ontology [419] annotations were 

collected from SGD and EC annotations from the Comprehensive Yeast Genome Database 

(CYGD)[420]. Transcription factor binding motifs used in our work were compiled from Kafri et 

al. [421] and the high-confidence predictions in Kellis et al. [413]. We used protein localization 

data from Huh et al. [422], Codon Adaptation Index (CAI) calculations based on the dataset by 

Lu et al. [365], and the annotation of protein complexes in CYGD. 

http://downloads.yeastgenome.org/


155 
 

 

7.3. Results 

 Hillenmeyer et al. [416] quantified growth phenotypes of single-gene yeast deletion 

strains in a large collection of environmental conditions. The assembled dataset contains 

approximately 5.5 million phenotypes of heterozygous and homozygous mutants in about 400 

conditions. The sampled conditions represent 27 different environmental stresses and hundreds 

of perturbations with diverse chemical compounds. Environmental stresses comprised different 

growth media, media lacking specific vitamins or amino acids, as well as different pH and 

temperature regimes. This comprehensive collection of phenotypes allowed us to investigate in 

detail the diversification of duplicates’ functions and their contribution to genetic robustness in 

multiple conditions.  

7.3.1. Compensation patterns based on quantitative fitness data 

We first investigated how the average number of sensitive conditions, i.e. conditions with 

a significant growth decrease due to deletion of one duplicate, depends on sequence divergence 

(Ka) between the duplicated genes (Fig. 7.1A, B). We considered the fraction of different 

conditions with a growth phenotype as a quantitative measure of compensation capacity for 

duplicates at various divergence distances. For very close duplicates the average number of 

sensitive conditions is not significantly different from that of a random pair of yeast singletons 

(Fig. 7.1B red line). Importantly, this result does not suggest that random gene pairs and close 

duplicates are equivalent in terms of similarity of their molecular function. As we demonstrate 

below, the observed pattern is likely due to a higher overall functional load of close duplicates; 

here and throughout the paper we use the term functional load of a gene to characterize the 

average fitness decrease – across considered conditions – due to deletion of the gene. 
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Interestingly, the number of sensitive conditions initially drops as duplicates diverge, 

decreasing about 30% at the distances corresponding to Ka ≈ 0.1 (Ks ≈ 1, see Supplementary 

fig. 7.2A, B). As duplicates diverge further, the average number of sensitive conditions increases 

again, reaching the average for a random pair of yeast singletons at Ka ≈ 0.25. The trend shown 

in Figure 7.1B is not sensitive to the P-value cutoff used to determine the significance of the 

growth decrease observed in mutant strains (Supplementary fig. 7.3). A similar trend was also 

observed for the average growth decrease, measured either by log-ratios or Z-scores across all 

tested conditions (Supplementary fig. 7.4A, B). Bin-free analyses of the data (Supplementary 

fig. 7.1B, C, 7.2B) also revealed a smaller fitness cost due to the loss of duplicates at 

intermediate distances (Ka ≈ 0.1). 

Because most actively growing wild-type yeast populations are diploid [423], we mainly 

focused our analysis on heterozygous mutant strains. The patterns of functional compensation for 

heterozygous and homozygous mutants are similar when multiple-drug resistance genes, as 

defined by Hillenmeyer et al. [416], are not considered (Supplementary fig. 7.4C). The trends 

also remain similar when only environmental perturbations are analyzed in the homozygous 

experiments (Supplementary fig. 7.4D). We also checked that the observed compensation 

patterns due to closest duplicates are not significantly influenced by additional, i.e. more 

diverged, paralogs (Supplementary fig. 7.4E). This lack of significant compensation by 

diverged duplicates results in an approximately linear relationship between the number of 

sensitive conditions per yeast protein family and the family size (Supplementary fig. 7.5). 

Finally, the observed compensation patterns were not affected by removal of gene pairs with a 

high Codon Adaptation Index (CAI, Supplementary fig. 7.6A), suggesting that the observed 
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trend cannot be explained by expression-based constraints on the rate of duplicate sequence 

evolution (Ka) [73]. 
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Figure 7.1. Compensation patterns between yeast duplicates as a function of their 

evolutionary divergence, Ka, the number of non-synonymous substitutions per site. A. Scatter 

plot of the fraction of sensitive conditions, i.e. conditions with detectable growth phenotypes 

resulting from deletion of one duplicate gene, versus Ka. Each dot in the figure represents a pair 

of yeast duplicates. B. The average fraction of sensitive conditions per duplicate pair. The P-

value was calculated using the Mann Whitney U test. The red lines in A and B indicate the 

average fraction of sensitive conditions for a random pair of yeast singletons. C. The average 

fraction of essential duplicates, i.e. duplicates with a lethal phenotype upon deletion, as a 

function of Ka. The red line indicates the fraction of essential yeast singletons. Gene essentiality 

data were obtained from the Saccharomyces Genome Deletion Project [289]. D. Fraction of 

conditions with a significant growth decrease for deletion of yeast duplicates arising from small-

scale (SSD, blue) and whole-genome duplications (WGD, black). The duplicates were classified 
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as SSD or WGD based on the study by Kellis et al. [394] The red line shows the average fraction 

of sensitive conditions for a random pair of yeast singletons. In the figures, error bars represent 

the standard error of the mean (SEM). 

 

It is interesting to compare the ability of duplicates to buffer mutations leading to any 

detectable growth decrease beyond a given fitness threshold (Fig. 7.1B) and their role in 

protecting against the no-growth phenotype, i.e. the likelihood to observe essential genes in 

duplicate pairs. In Figure 7.1C, using data from the study by Giaever et al. [289], we show the 

fraction of essential duplicates as a function of their divergence. In agreement with previous 

studies [387, 408, 409] we found that the fraction of essential genes remains low and 

approximately constant for close duplicates, and increases substantially only at divergence 

distances corresponding to Ka > 0.4. Notably, this pattern is qualitatively different from the 

compensation for quantitative growth phenotypes (Fig. 7.1B), demonstrating the aforementioned 

impact of using quantitative phenotypes to assess the evolutionarily relevant consequences of 

mutations. Also in contrast to patterns obtained in studies based on essential genes [408], we 

observed similar compensation profiles for gene pairs originating from small-scale and genome-

wide duplications (Fig. 7.1D). Because all WGD duplicates have the same age, this result 

suggests that the ability of duplicates to buffer each-other’s function across multiple conditions 

depends more strongly on their sequence divergence than on the time since duplication. 

7.3.2. Correlates of functional compensation  

It is likely that the observed decrease in the number of sensitive conditions at 

intermediate divergence distances (Ka ≈ 0.1) is due to a decrease of the functional load carried at 

these distances by the union of duplicate genes. To explore this possibility we considered the 

quantitative fitness data from DeLuna et al. [417] and the synthetic genetic array (SGA) data 
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from Costanzo et al. [418]. In these studies the authors performed quantitative growth 

measurements of yeast strains with individual and simultaneous deletions of duplicates. Using 

the single deletion phenotypes from the DeLuna et al. (Fig. 7.2A) and Costanzo et al. studies 

(Fig. 7.2B), we observed fitness profiles similar to the one obtained based on the data from 

Hillenmeyer et al. (Fig. 7.1B) as a function of Ka, with smaller phenotypic effects at 

intermediate distances. Interestingly, the overall functional importance of duplicate pairs, 

measured by the phenotype of double deletions, indeed substantially decreases with their 

divergence (Fig. 7.2C, D). This result suggests that while close duplicates are more likely to 

have similar functions, their higher functional load makes complete compensation less likely. 

Because the overall functional load of duplicates remains approximately constant for Ka > 0.1, 

the higher fraction of detectable growth phenotypes at these distances is likely due to a decreased 

ability for functional compensation as duplicates diverge. Indeed, compensation between 

duplicates quantified by the presence of aggravating interactions between duplicate pairs 

decreases as a function of sequence divergence (Fig. 7.2E, F) (see [407]). 
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Figure 7.2. Growth phenotypes for individual and simultaneous deletion of duplicates as a 

function of their sequence divergence (Ka). The results in the first column (A, C, E) are based 

on the competition experiments by DeLuna et al. [417], and in the second column (B, D, F) on 

the synthetic genetic arrays (SGA) by Costanzo et al. [418]. A, B. Fractions of single duplicate 

deletions with a significant growth decrease. C, D. Fractions of simultaneous (double) duplicate 

deletions with a significant growth decrease. Due to different measurement sensitivities of the 

two studies, different cutoffs were used to determine a significant growth decrease: 1% for 



161 
 

 

DeLuna et al. (A, C) and 10% for Costanzo et al. (B, D); the presented results are not sensitive to 

the exact cutoff values (see Supplementary fig.7.6). P-values were obtained using Fisher’s exact 

test. E, F. Fraction of paralogs with a significant negative epistatic interaction from the studies of 

DeLuna et al. and Costanzo et al., respectively. In the figures error bars represent the SEM. 

 

Besides a smaller overall functional load, it is possible that duplicates at intermediate 

distances have other properties that favor genetic robustness. To explore this possibility, for each 

duplicate pair we looked at the gene with the largest and the gene with the smallest number of 

sensitive conditions (Fig. 7.3A). Notably, while the duplicate with more conditions (Fig. 7.3A, 

black) follows the average trend for all duplicates (Figure 7.1B), the duplicate with fewer 

conditions (Fig. 7.3A, red) shows a steady gain in the number of conditions as a function of Ka. 

Consequently, the functional load of close duplicates, measured by the number of sensitive 

conditions, is very different, and this difference becomes significantly smaller as the genes 

diverge (Fig. 3B. Pearson’s r=-0.64, P-value=7*10
-4

, see also Supplementary Fig. 72C). Close 

duplicates with the larger number of sensitive conditions also show a higher evolutionary 

constraint, evaluated by the normalized ratio of non-synonymous to synonymous substitutions 

per nucleotide site, Ka/Ks (Wilcoxon Signed Rank test P-value=7*10
-3

, Fig. 7.2C). This result 

agrees with previous reports of asymmetric evolution of duplicates in the context of co-

expression, genetic interaction and protein-protein interaction networks [405, 424, 425]. The 

observed asymmetry in the functional load between close duplicates can make buffering 

difficult. For example, if the less sensitive duplicate is expressed only under very specific 

environmental conditions. 
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Figure 7.3. Differences in the number of sensitive conditions between duplicates. A. The 

average fraction of sensitive conditions for the duplicates with the higher and lower number of 

sensitive conditions in each pair; Ka values represent sequence divergence between duplicates. 

The P-value is for the Mann Whitney U test. B. The relative difference in the number of sensitive 

conditions between duplicates as a function of their initial divergence; Ka values represent 

sequence divergence between duplicates. The relative difference was calculated as the absolute 

difference in the number of sensitive conditions between duplicates normalized to the total 

number of sensitive conditions for the pair (Spearman’s r=-0.60, P-value=2*10
-3
; Pearson’s r=-

0.64, P-value=7*10
-4

). C. The average Ka/Ks ratio for the paralogs with the largest (more 

sensitive) and smallest (less sensitive) number of conditions with a significant growth decrease. 

Ka/Ks ratios were calculated relative to orthologous sequences in S. bayanus. Only duplicates 

with Ka<0.15 to each other were considered. The P-value is for the Wilcoxon signed rank test. 
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 To further explore the mechanism behind the observed back-up patterns, we analyzed the 

functional diversification of yeast duplicates as a function of their sequence divergence (Ka). 

First, for genes encoding metabolic enzymes we calculated the fraction of gene pairs with 

conserved Enzyme Commission (EC) numbers (Fig. 7.4A); the conservation of EC numbers 

indicates that corresponding proteins catalyze identical biochemical reactions. Second, we 

calculated the fraction of shared Gene Ontology (GO) terms describing protein molecular 

function (MF) for all duplicates (Fig. 7.4B). Both measures showed that the molecular function 

of yeast duplicates typically starts to substantially diverge only at about Ka > 0.4. The timing of 

this divergence approximately coincides with a significant increase in the fraction of essential 

duplicates (Fig. 7.1C). On the other hand, the significant changes in the number of quantitative 

growth phenotypes are observed when the molecular function of duplicates is usually still 

conserved. 

 A complementary analysis of transcription factor binding sites suggests that gene 

regulation plays an important role in establishing the observed compensation patterns. It was 

previously demonstrated that duplicated yeast genes have, on average, a higher number of cis-

regulatory motifs than singleton genes [426]. Using a comprehensive dataset of about 150 known 

and predicted DNA binding motifs in yeast [413, 421], we found that the average number of 

different motifs regulating a duplicate pair increases significantly at Ka ≈ 0.1 (Fig. 7.4D, red, 

Mann-Whitney U test, P-value=0.06). At this divergence distance, the average number of 

different motifs per duplicate pair is more than twice the number of motifs for a pair of yeast 

singletons (Fig. 7.4D, red line). The number of regulatory motifs increases both for the duplicate 

with the highest and the duplicate with the smallest number of sensitive conditions 

(Supplementary fig. 7.8A, B). The increase in complexity of the duplicates regulation at Ka ≈ 
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0.1 is also confirmed by a significant increase (Mann-Whitney U test, P-value=1*10
-3

) at these 

distances of the number of transcription factor mutants [427] affecting duplicate gene expression 

(Fig. 7.4D, black). 

 While the total number of DNA motifs regulating duplicates initially increases with 

divergence, the fraction of shared motifs (Supplementary fig. 7.9A, se also [428]), the overlap 

in GO terms describing biological processes (Fig. 7.4C), and the overlap in cellular localization 

observed in fluorescence-tagging experiments [422] decrease (Supplementary fig. 7.8B). Such a 

pattern suggests that the increase in regulatory complexity allows duplicates to specialize for 

different biological processes while mostly preserving common molecular functions. The ability 

of duplicates with partially diverged regulatory regions to compensate for each other through 

expression changes of the intact gene was previously described by Kafri et al [421, 429]. Also, 

the recent study by DeLuna et al. [430] showed that upon deletion of one duplicate, expression 

changes of the remaining paralog are often need-based, i.e. they happen primarily when the 

corresponding function is required. Such regulatory back-up circuits should, at least in some 

cases, enable functional compensation between homologs with different expression patterns in 

wild type. Notably, based on the data from recent study by Springer et al. [431], who measured 

the expression changes of yeast genes when one of two genomic copies was deleted in diploid 

cells, we observed a significant dosage response only for genes forming recently duplicated pairs 

(Ka < 0.15, Fig. 7.4E). This suggests that genes with close duplicates are most responsive to 

dosage effects. 
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Figure 7.4. Diversification of duplicates function and regulation. A. Fraction of metabolic 

duplicates sharing the same Enzyme Commission (EC) numbers; conservation of EC numbers 

indicates catalysis of identical biochemical reactions. B. Fraction of Gene Ontology (GO) 

Molecular Function (MF) terms shared between duplicates. C. Fraction of GO Biological 
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Process (BP) terms shared between duplicates. In figures B and C we considered only GO terms 

with a distance of 3 or more to the corresponding GO root hierarchy term. D. In red, the average 

number of different transcription factor binding motifs per duplicate pair. Transcription factor 

(TF) binding motifs were compiled from the studies of Kafri et al. [421] and Kellis et al. [413]. 

In black, the average number of transcription factor deletions in S. cerevisiae that significantly 

affect the expression of duplicate genes. The data were obtained from the study by Hu et al. 

(2007). For comparison we also show the average number of motifs and TF mutants affecting 

expression for random pairs of yeast singletons (horizontal red and black lines); the P-values 

were calculated using the Mann Whitney U test. E. The average dosage compensation 

(responsiveness) of duplicates as a function of sequence divergence (Ka). The data for the 

average expression responsiveness was obtained from the work of Springer et al. [431]. In that 

study responsiveness was measured in diploid yeast strains as the Log2 ratio (perturbed vs. 

normal) of expression changes for the remaining gene copy following deletion of the equivalent 

gene copy on a sister chromosome. The P-value was calculated using the Mann-Whitney U test. 

In all figures error bars represent the SEM. 

 

  Finally, the patterns of diversification and functional compensation described above 

should correlate with the process of duplicate loss in evolution. We investigated the retention of 

yeast duplicates using the complete genomic sequences of seven species: S. cerevisiae, S. 

paradoxus, S. bayanus, S. castelli, S. mikatae, S. kudriavzevii and S. kluyveri. We calculated the 

number of remaining duplicates as a function of their evolutionary divergence (Fig. 7.5, see also 

Supplementary fig. 7.10A for the corresponding relationships in individual yeast species). This 

analysis suggests that a relatively brief initial period of high duplicate loss [392] is followed by a 

long evolutionary period (Ka > 0.1) during which the average loss rate decreases more than 

tenfold (red in Fig. 7.5). Interestingly, the loss rate significantly decreases approximately at the 

divergence distance when duplicates become more similar in terms of their functional load (Fig. 

7.2B) and when their regulatory complexity significantly increases (Fig. 7.5D). It is likely that 

the duplicates surviving the initial loss stage develop independent functionalities and are 

preserved for long times in the genomes of yeast species. 



167 
 

 

0.0 0.1 0.2 0.3 0.4 0.5 0.6

6

8

10

20

40

60

80

100

N
u
m

b
e
r 

o
f 

re
m

a
in

in
g
 d

u
p
lic

a
te

s
 

a
v
e
ra

g
e
d
 o

v
e
r 

7
 y

e
a
s
t 

s
p
e
c
ie

s

Ka

 Ka < 0.1

 Ka > 0.1

 

Figure 7.5. The average number of duplicates retained in the genomes of yeast species as a 

function of the duplicates divergence Ka, the number of non-synonymous substitutions per 

site. The number of remaining duplicates was averaged over the genomes of seven yeast species: 

S. cerevisiae, S. paradoxus, S. bayanus, S. castelli, S. mikatae, S. kudriavzevii and S. kluyveri. 

See also Supplementary figure 7.10 for the number of remaining duplicates in the individual 

species, and for the number of remaining duplicates as a function of Ks. The rate of duplicate 

loss in evolution is more than 10 times lower for the distances shown in red (Ka>0.1) compared 

to the distances in black (Ka<0.1). In the figure error bars represent the SEM. 

 

7.4. Discussion 

 In the present study we analyzed genetic robustness due to duplicates in the context of 

quantitative growth phenotypes and sensitivities to gene deletions in multiple environmental 

conditions. Such robustness is important for understanding the buffering of deleterious mutations 

in large natural biological populations. Our results demonstrate that, contrary to commonly held 

view, close gene duplicates are unlikely to provide a high level of back-up in the context of long 

term evolution. Consequently, it is unlikely that many duplicates are fixed in natural populations 

specifically due to selection for robustness. 
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 Our analysis also suggests that duplicate redundancies described in genomics databases, 

and frequently observed in laboratory experiments, should be considered with caution, at least 

with respect to their functions in natural biological populations. To investigate this point further, 

we analyzed a set, compiled by Kafri et al. [432], of 112 yeast duplicates reported to be at least 

partially redundant in research publications. These duplicates have been described as redundant 

based on their functional overlap and compensatory interactions observed in small-scale 

experimental studies. Interestingly, based on the number of conditions with quantitative growth 

phenotypes from the study by Hillenmeyer et al. [416], and the quantitative growth 

measurements by Costanzo et al. [418], the duplicates annotated as redundant are not 

significantly different from all other yeast duplicates (Mann Whitney U P=0.13 and 0.35 

respectively, Supplementary fig. 7.11). This demonstrates that, although many yeast duplicates 

indeed may show functional overlap in some laboratory conditions, their compensation 

properties will probably be significantly less important in long term evolution due to the ability 

of purifying selection to efficiently prune mutations causing even a small fitness decrease. 

It is likely that several different factors contribute to the relative paucity of functional 

compensation between paralogs at small divergence distances. A significant fraction of 

duplications are likely to be fixed due to dosage effects [403], and functional compensation 

between such duplicates in the context of long term evolution is unlikely. For example, the lack 

of significant compensation between histone pairs, HTA1-HTA2 and HHT1-HHT2, is likely to 

be a consequence of their role in maintaining proper histone levels in yeast cells. Gene dosage 

may explain the inability of some duplicates to backup each other, but it is unlikely to be the 

only explanation. As we demonstrated, even when all duplicate pairs with a high CAI 
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(Supplementary fig. 7.6A) or forming known protein complexes (Supplementary fig. 7.6B) 

were removed from the analysis, the pattern of functional compensation remained similar. 

Close duplicates are also less likely to compensate for each other probably due to the 

aforementioned dichotomy in their functional loads (Fig. 7.3A, B). Indeed, many close 

duplicates can be classified, based on their activity and breadth of expression, into a major and a 

minor functional isoforms. For example, glyceraldehyde-3-phosphate dehydrogenase TDH1 is 

active under various stress conditions, while its isoenzyme TDH2 is used primarily during 

exponential growth [433]. Similarly, the ubiquitin conjugating enzyme UBC4 is expressed 

during exponential growth, while its duplicate UBC5 is active during stationary phase [434]. The 

difference in functional load for close yeast duplicates is also consistent with the asymmetric 

partition of functions, interactions, and gene expression, observed between close duplicates in 

other organisms, for example Arabidopsis and Human [425, 435, 436]. This suggests that 

duplicate-dependent compensation in the context of long term evolution may be limited in other 

species as well. 

 Our analysis suggests that a typical lifecycle of gene duplicates in yeast consists of 

several distinct evolutionary stages [397, 398]. In the first stage (at duplicate distances 

corresponding to Ka < 0.05), duplicates tend to have high overall functional loads and significant 

asymmetry in the number of sensitive conditions; both of these factors make complete 

compensation unlikely. The high functional load of close duplicates suggests that adaptive 

selection plays an important role in their fixation. In the second stage (0.05 < Ka < 0.25), as 

duplicates diverge further, their overall functional load usually decreases. This may happen, for 

example, due to relaxation of the environmental conditions which facilitated the original 

duplicate fixation. The vast majority of duplicates, likely the paralogs with relatively smaller 
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functional loads (Fig. 7.2C), are lost at this stage (Fig. 7.5). Gene pairs which survive the period 

of high duplicate loss display more balanced functional loads and complex regulation; these gene 

pairs are usually retained for long evolutionary times in yeast genomes (Fig. 7.5). Surviving 

duplicates can provide at least partial compensation at intermediate divergence distances and also 

serve as an important source of new protein functions. In the third stage (Ka > 0.3 or ~70% 

sequence identity), the lifecycle of duplicates is completed when their functional roles diverge, 

and their quantitative compensation properties become indistinguishable from those of random 

pairs of yeast singletons.  
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7.5 Supplementary figures 
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Supplementary figure 7.1. Fraction of conditions with a significant growth decrease for yeast 

duplicate deletions as a function of their divergence; Ka. A. The number of non-synonymous 

substitutions per site, was calculated using the Maximum Likelihood method implemented in the 

PAML package [385]. The error bars represent the standard error of the mean (SEM). P-value is 

for the Mann Whitney U test. B. The moving average of the data in Fig. 1A using a window size 

of Ka=0.05. The red line in panels A-C shows the average fraction of sensitive conditions for a 

random pair of yeast singletons. C. Linear versus quadratic polynomial model comparison for a 

bin-free fit of the number of sensitive conditions as a function of Ka. The quadratic model is 

significantly more likely to fit the data, F-test p-value: 0.05.  
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Supplementary figure 7.2. A. Fraction of conditions with a significant growth decrease as a 

function of Ks, the number of synonymous substitutions per site between duplicates. The error 

bars represent the SEM. B. The sliding window average of the Ks data, using a window size of 

Ks=0.5. The red line in A and B shows the average fraction of sensitive conditions for a random 

pair of yeast singletons. C. The relative difference in the number of sensitive conditions between 

duplicates as a function of their initial divergence (Ks). The relative difference was calculated as 

the absolute difference in the number of sensitive conditions between duplicates normalized to 

the total number of sensitive conditions for the pair (Spearman’s r=-0.71, P-value=0.002; 

Pearson’s r=-0.73, P-value=0.001). 
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Supplementary figure 7.3. Fraction of conditions with a significant growth decrease for yeast 

duplicate deletions. In the figures different P-value cutoffs were used to determine whether 

deletion mutants have significant growth phenotypes: A. P-value=0.1, B. P-value=0.01, C. P-

value=10
-3

, D. P-value=10
-4

, E. P-value=10
-5

and F. P-value=10
-6

. The error bars represent the 

SEM. 
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Supplementary figure 7.4. A. The average Log2-ratios across multiple environmental 

conditions of the wild type growth rates relative to the growth rates of duplicate deletion strains. 

In the figure larger Log2-ratios correspond to lower growth rates of duplicate deletions compared 

to the wild type. B. The average Z-scores across multiple environmental conditions of the wild 

type growth rates relative to the growth rates of duplicate deletion strains. C. Fraction of 

conditions with a significant growth decrease for homozygous and heterozygous diploid yeast 

strains, when multi-drug resistance (MDR) genes, as defined by Hillenmeyer et al. [416], are 

removed from the analysis. D. Fraction of conditions with a significant growth decrease for 

homozygous yeast deletion strains when only 27 environmental perturbations were considered, 

i.e. perturbations with chemical compounds were not used in the analysis. E. Fraction of 

conditions with a significant growth decrease when only duplicates without additional (i.e. more 

diverged) paralogs in the yeast genome are considered (Left) or when only duplicates with 

several paralogs are considered (Right).The error bars represent the SEM. 
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Supplementary figure 7.5. The average fraction of unique conditions with a significant growth 

decrease, based on Hillenmeyer et al. [416], per yeast protein family as a function of the family 

size, i.e. the number of genes in the family. The error bars represent the SEM, the straight lines 

represent the linear fits to the data for homozygous (black) and heterozygous (red) deletion 

experiments. 
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Supplementary figure 7.6. The fraction of conditions with a significant growth phenotype for 

duplicate deletions. A. Excluding pairs with a high Codon Adaptation Index (CAI). High CAI 

values usually indicate high expression levels of the corresponding genes. In the figure, yeast 

duplicate pairs for which at least one gene has CAI>0.3 were removed from the analysis. The 

CAI values for yeast duplicates were obtained from the study by Lu et al. [365]. B. Excluding 

gene pairs that participate in known protein complexes. The information about protein 

complexes was obtained from the Comprehensive Yeast Genome database [420]. The error bars 

represent the SEM. 
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Supplementary figure 7.7. The fraction of single duplicate deletions with a growth decrease 

below different thresholds. The presented results are based (A) on the competition experiments 

by DeLuna et al. [417], and (B) on the synthetic genetic arrays by Costanzo et al. [418].  

0.0 0.1 0.2 0.3 0.4 0.5

1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0

N
u
m

b
e
r 

o
f 

tr
a

n
s
c
ri
p

ti
o

n
 f
a

c
to

r 
b

in
d
in

g
 m

o
ti
fs

Ka

A

0.0 0.1 0.2 0.3 0.4 0.5 0.6

1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0

Ka

B

 

Supplementary figure 7.8. The average number of known and predicted transcription factor 

binding motifs for yeast duplicates with the largest (A) the smallest (B) number of sensitive 

conditions in each pair. The transcription factor binding motifs (150 in total) were obtained from 

the studies of Kafri et al. [421] and Kellis et al. [413].  
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Supplementary figure 7.9. A. The fraction of DNA binding motifs shared between yeast 

duplicates. The number of shared motifs between each duplicate pair was normalized by the total 

number of unique motifs for the pair. The DNA binding motifs (150 in total) were obtained from 

the studies by Kafri et al. [421] and Kellis et al. [413]. The red line shows the fraction of motifs 

shared by a random pair of yeast singletons. B. The overlap in cellular localization between yeast 

duplicates. The fraction of shared cellular locations was calculated for each pair as the number of 

shared locations normalized by the total number of different locations for the pair. The figure is 

based on the data from Huh et al. [422]. The error bars represent the SEM. 
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Supplementary figure 7.10. A. The number of duplicates retained in the genomes of seven 

yeast species (S. cerevisiae, S. paradoxus, S. bayanus, S. castelli, S. mikatae, S. kudriavzevii and 

S. kluyveri.) as a function of the duplicate divergence Ka, the number of non-synonymous 

substitutions per site. B. The average number of duplicates retained in the genomes of seven 

yeast species as a function of the divergence between duplicates (Ks). The number of the 

remaining duplicates was averaged over the genomes of seven yeast species: S. cerevisiae, S. 

paradoxus, S. bayanus, S. castelli, S. mikatae, S. kudriavzevii and S. kluyveri. The error bars 

represent the SEM. 
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Supplementary figure 7.11. Compensation patterns for yeast duplicates described in research 

literature as redundant, at least partially, and all other yeast duplicates (red). The set of 112 

redundant duplicates was compiled by Kafri et al. [432] based on literature analysis. The error 

bars represent the SEM. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



181 
 

 

Chapter 8. 

 

 CONCLUSIONS 

 

In this dissertation we have introduced comparative systems biology as a means to 

explore the long term patterns of phenotypic evolution of bacteria. Flux analysis of hundreds of 

microbial metabolic networks shows that different phenotypes change at different rates but 

following a well-defined exponential decay-like trend. Our results are in excellent agreement 

with experimental data and provide a framework to explore several ecological and evolutionary 

questions. Comparison of species’ predicted phenotypic properties can complement gene and 

genome-based bacterial taxonomy pointing out potential interesting associations between 

microorganisms. These tools can also be used to measure and understand phenotypic diversity 

and evolutionary processes of different subsets of bacteria. 

Our comparative analysis is good at identifying global trends, but specific phenotypic 

predictions are limited by the accuracy of the underlying network models. We presented a 

flexible probabilistic framework (GLOBUS) for metabolic annotations and demonstrated its 

potential use as an aid in stoichiometric model reconstructions. GLOBUS can integrate multiple 

sources of evidence including sequence, structure, and context based functional descriptors; 

moreover, we showed that flux information from a universal mass-balanced metabolic network 

can provide a global context that significantly improves annotation accuracy. The probabilistic 

approach allows a direct ranking of annotations based on their quality, and tracing of GLOBUS 

results to specific sources of evidence. 

The significance of building high-quality metabolic reconstructions is demonstrated by 

our Plasmodium falciparum genome-scale metabolic model. Careful review of available 
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literature and reconciliation of model predictions with experimental evidence, allowed us to 

reproduce many known features of malarial metabolism, including most known gene-knockout 

phenotypes. This effort led to the identification and further validation of a novel candidate drug 

target for this important pathogen. We also demonstrated the ability of the network to integrate 

several sources of high-throughput data –including transcriptomics and metabolomics– which 

will be important features of metabolic reconstructions as these datasets continue to expand. 

Going back to the level of sequence evolution, we experimentally demonstrated that the 

cost associated with the expression of misfolded proteins in E. coli is mainly a consequence of 

gratuitous protein synthesis and not misfolded protein toxicity. This result calls into question the 

universality of a recent hypothesis about why highly expressed proteins evolve slowly [331] 

Complementary computational analyses showed that translational efficiency, or the selection for 

optimal codons in E. coli, is one important determinant of the lower evolutionary rate of 

abundant proteins.  

The above result highlights the importance of even mild fitness differences for sequence 

evolution in species with large population sizes. On the same vein, we found that the ability of 

duplicated yeast genes to compensate for the loss of their paralogs is very limited in the context 

of natural populations. Our results show a tradeoff between the functional load of duplicated 

gene pairs and their sequence similarity. This way, functional compensation between paralogs 

was only observed at intermediate divergence distances, with close duplicates being as likely as 

random singletons to fully buffer for mutations of their paralogs. Our work points out important 

differences in the patterns of duplicated gene buffering when it is considered from the point of 

view of genetic interactions, as has typically been the case, and when it is looked at from the 

point of view of population genetics. 
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