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# ABSTRACT <br> Image Understanding Algorithms on Fine-Grained Tree-Structured SIMD Machines 

Hussein A. H. Ibrahim

An important goal for researchers in computer vision is the construction vision systems that interpret image data in real time. Such systems typically require a large amount of computation for processing raw image data at the lowest level, and for sophisticated decision making at the highest level Recent advances in VLSI circuitry have led to several proposals for parallel architectures for computer vision systems. In this thesis. we demonstrate that fine-graned tree-structured SDMD machines, which have favorable characteristics for efficient VLSI implementation, can be used for the rapid execution of a wide range of amage understanding tasks We also identify the limitations of these architectures and propose methods to amehorate these difficulties The NON-VON supercomputer, currently being constructed at Columbia Uinversity, is an example of such an architecture

The major contribution of this thesis is the development and analysis of several parallel image understanding algorithms for the class of architectures under consideration The algorithms developed in this research have been selected to span different levels of computer vision tasks They include image correlation, histogramming, connected component labeling, the computation of geometric properties, set operations, the Hough transform method for detecting object boundaries, and the correspondence problem in moving light display applications The algorithms incorporate novel approaches to reduce the effects of communication bottleneck usually assoclated with tree architectures
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## Chapter 1

## Introduction

The field of image understanding, also referred to as computer vision or image analysis, has developed quickly during the last decade, with growing applications in various fields Industrial production, medicine, space exploration, robotics, and the discovery of natural resources are but a few examples of such areas. An important goal for researchers in this field is to construct computer-based vision systems that receive an image or a sequence of images from a sensory device and output an interpretation of this input in real time. Input images with reasonable resolution contain large quantities of data, and conventional von Neumann machines require an excessive amount of time to sequentially process the fetched data Image understanding applications, however, usually involve computations that can be performed simultaneously on many or all of the Image elements Consequently, parallel computers are highly desirable for fast execution of image understanding tasks

A computer implementation of a complete vision system not only requires the performance of many computations on large structured arrays of raw image data at the lowest level, but also sophisticated decision making at the highest level With recent advances in very large scale integrated (VLSI) circuitry, it is feasible now to embed a number of processing and memory elements within a single chip in a cost-effective
manner. This has led to a surge in research aimed at developing new computer organizations that meet the large computational and decision requirements of image analysis tasks by exploiting the new technology Various kinds of special parallel machines for computer vision have been proposed and some have been implemented; examples are described in [Duff 76], [Krus 76], [Dyer 81], [Kush 83], [Pott 83], and [Reev 84]

The organization of some of the proposed machines is based on a very large number of very small processing elements (PE's). Throughout this thesis, we will refer to such machines as fine-grained or highly parallel machines In such machines, different schemes are used to interconnect the PE's For example, the PE's can be connected together in the form of a two-dimensional mesh, or they can be placed at the nodes of a binary troe If all the PE's simultaneously execute the same instruction on their own data, the machine is sald to be executing in single instruction stream, multiple data stream (SDMD) mode [Flyn 72] On the other hand. if the PE's execute different instruction streams concurrently on different data streams, then the machine is said to be executing in multiple instruction stream, multiple data stream (MDD) mode

In this thesis, we investigate how fine-grained tree-structured SLMD computer architectures, which have favorable characteristics for efficient ILSI implementation, can be used for the rapid execution of a wide range of vision tasks We also discuss certain limitations of these
architectures as vision machines and propose methods to ameliorate these dificulties The NON.VON supercomputer, currently being constructed at Columbia Universityl, is a representative example of this class of architectures

Several parallel image understanding algorithms, spanning different levels of vision algorithms, have been developed and implemented on a functional simulator of the NON-VON machine. Some of these algorithms have also been tested on a machine instruction-level simulator of NON-VON The design, implementation and time analysis of these algorithms are discussed in this thesis, as are issues related to image representation and image $1 / O$ NON-VON's performance for the developed algorithms is also compared with that of other highly parallel vision machines.

In the rest of this chapter, we first discuss the nature of image understanding tasks and the manner in which they affect the design of the proposed architectures. In Section 12, we outline the central issues related to the construction of such highly parallel machines, and describe the motivations for this research In Section 13, we state the major contributions of this work and outline the organization of subsequent chapters

[^0]
### 1.1. Levels of Computer Vision Tasks

Computer vision tasks may be divided into three characteristic classes low-level vision, intermediate-level vision, and high-level vision. Low-level image processing deals with the raw image data received from the sensory devices and usually produces an output of the same size as the input Low-level vision processing is sometimes referred to in the literature as signal level processing, since input image data may be viewed as a signal to be processed. Examples of low-level vision tasks include image restoration, noise removal, gathering certain statistics about the image, image enhancement, and simple feature extraction such as edge detection [Ball 82] Since such tasks usually involve the execution of the same sequence of instructions repeatedly on all of the image data, they are well suited for fast execution on machines of SMD architecture Most special hardware systems proposed for image understanding tasks are of this type

Intermediate-level vision tasks are usually concerned with aggregating image features obtained from low-level vision tasks and transforming the image into some symbolic representation, such as labeled graphs of relations between image features Examples of such tasks include the Hough transform method for detecting object boundaries described by parametric curves, and interpreting the shape of three-dimensional objects from two-dimensional images Intermediate-level vision tasks may be
viewed as the interface between low-level processing and processing of the symbolic image representations on the high-level There are some open research questions regarding tasks on this level Examples of such problems include the choice of the best sets of features to be extracted by low-level procedures for the task at hand, and the manner in which they are represented for use in high-level vision tasks

High-level vision tasks accept a symbolic representation of an image and classify image features and segments into known classes They also match these symbolic representations to known symbolic structures for the final interpretation of the image Techniques used in these tasks are similar to those used in the fields of artificial intelligence and pattern recognition High-level vision tasks usually involve multiple operations that can be executed independently For example, the same image segment can be analyzed using different techniques Architectures suited for these kinds of tasks are usually of the MDD class

In Chapter 2, we overview some of the architectures that have been proposed to implement these tasks, and discuss the advantages and disadvantages of these different architectures

### 1.2. Motivations For This Research

There are several motivations for this research. First, tree-structured machines have favorable characteristics for efficient VLSI implementation, such as area-efficient layout, simple interconnection scheme, and a bounded number of $1 / O$ ports per chip. Thus, tree machines are easy to construct and expand. The reader is referred to [Ibra 83] for a detalled discussion of this aspect of tree machines.

Second, NON-VON's hardware, with its support for the fast global broadcast of instructions and data to all PE's, is well-suited for the rapid execution of a wide range of vision tasks, especially low-level SMD vision taskis A detalled discussion of this aspect of NON-VON's architecture is prosented in Chapter 2

Third . NON-VON has some special hardware features that have been designed to support large scale data processing, and which have proven useful in vision tasks to ameliorate some of the problems related to the communication bottleneck generally associated with tree architectures We will describe these features in Chapter 3

The fourth motivation is based on the fine granularity of the NONVO.V PE's, which is well suited to image analysis tasks involving large amounts of data

Furthermore, the hierarchical nature of the NON-VON tree allows the efficient implementation of existing hierarchical and multi-resolution algorithms for amage analysis. Algorithms based on the aggregation of values computed at a number of image points can be executed very quickly by virtue of the herarchical nature of the machine.

NON-VON's architecture also supports the concurrent mampulation of massive amounts of symbolic data, which is useful in high-level vision tasks Relational image databases can be handled very efficiently on the .VO.V-VON machine The implementation of such systems is discussed in [Shaw 8:2] Rapid execution of expert systems on tree machines is also discussed in [Stol 82] The efficient use of image databases and of expert vision Eystems for high-level vision, are interesting research questions that are however beyond the scope of this thesis

### 1.3. Contributions of This Research and Organization of Subsequent Chapters

The major contribution of this thesis is the development and analysis of parallel algorithms for several image understanding tasks on highly parallel tree-structured SDD machines. The image analysis applications considered in this thesis have been selected to span different levels of computer vision applications These algorithms incorporate novel approaches to exploit the machine's tree organization and to reduce the effects of communication bottleneck usually associated with tree
architectures

Issues that affect the design and time analysis of these algorithms are also addressed in this dissertation. Image representation in tree machines is one such issue. We describe how hierarchical data structures can be modified to represent images in the NON-VON tree. Fast image $1 / O$ is an important factor for efficient implementation of vision algorithms. In this thesis, we propose different methods to perform I/O efficiently in tree machines

More specifically, we have developed and analyzed parallel algorithms for last image correlation, and for quasi-parallel connected component labeling A fast, distributed, space-efficient algorithm has been developed to implement the Hough transform method for detecting object toundaries We have also developed a parallel algorithm that quickly onumerates possible solutions for the correspondence problem in moving light display applications Other fast algorithms have been developed, including image histogramming, set operations, and the computation of the geometric properties of objects
. OON-VON's performance for different image algorithms is analyzed and compared with that of other highly parallel image understanding architectures Two simulators have been used to simulate the image algorithms A functional simulator has been implemented on a VAX

11/i50 augmented with a Grinnell image processor, and using the programming language $C$ We have used this simulator to test all of the algoritims described in this thesis. A Lisp-based machine instruction-level simulator that has been developed for the NON-VON machine is used to execute some of the image algorithms Based on simulation results, NON-VON's performance is compared with that of other highly parallel architectures for image analysis systems, and many algorithms are shown to execute faster on NON-VON than on other highly parallel machines We have also identified the limitations of tree machines in the rapid execution of certain image analysis tasks, and have proposed special modifications to the NON-VON architecture for the rapid execution of these tasks

In what follows, we outline the organization of the remaining chapters In the following chapter, a number of special parallel architectures for image understanding are reviewed, with an emphasis on their basic architectural features and the vision applications for which they are best suited The NON-VON architecture is described in Chapter 3, and is compared with other proposed hierarchical architectures for vision $A$ parallel programming language, based on PASCAL, is also described in Chapter 3 This language, referred to as N-PASCAL, is used to describe the developed algorithms throughout the thesis

In Chapter 4, we introduce certain hierarchical data structures for
image processing, and demonstrate how they can be used to represent images in the NON-VON tree We also discuss in Chapter 4 the initialization procedures for the NON-VON tree, along with various issues related to image I/O

Four groups of algorithms are presented in this thesis:

1. Signal level processing algorithms.
2. Geometric algorithms.
3. Aggregation algorithms

4 High-level algorithms
Examples of these groups are presented in Chapters 5 through 8 , respecturely The first two groups represent low-level vision tasks, while the third and fourth groups represent intermediate- and high-level vision tasks respectively Time analysis results are presented for each algorithm and NON-VON's performance is compared with that of other architectures Simulation results, obtained by implementing the image understanding algorithms on the functional simulator and on the NONVON instruction-level simulator, are also presented and analyzed Chapter 9 includes the conclusion of this thesis and outline possible directions for further research

## Chapter 2 <br> Parallel Image Processing Architectures: An Overview

In this chapter, we describe several of the parallel architectures that have been proposed for computer vision, with an emphasis on the match between their underlying architectural features and various image analysis tasks Advantages and disadvantages of the surveyed machines as vision machines are also discussed These architectures may be classified into lour categories based on the scheme used to interconnect the processing elements

1 Mesh-connected architectures
2 Pipelined architectures
3 Multiprocessor Architectures
4 Hierarchical architectures
We will focus on the last of these architectural lamilies, and will show in more detal the motivation behind it

### 2.1. Mesh-Connected Architectures

Cellular logic arrays, proposed by Unger [Unge 58], [Unge 59] for use as parallel image processors, form the basis for many later architectural proposals in this category. In cellular logic arrays, also referred to as two-dımensional arrays or parallel array processors, an image is divided into a regular two-dimensional array of cells, with a PE assigned to each cell. Physically adjacent PE's can communicate with each other, and each PE has some local storage and some hardware to manipulate its contents. The PE's execute in SLMD mode with instructions broadcast by the host computer. Figure $2-1$ shows the organization of a two dimensional cellular array.


Figure 2-1: A Two-Dimensional Cellular Array
(Adapted from [Rose 83])
Loading and unloading of images are usually performed alongside the
perimeter of the array. All the data paths within a single $P E$ are typically one bit wide, for this reason, such machines are also referred to as bifary array processors [Reev 84]. With recent advances in VLSI, machines containing as many as 16 K one-bit PE's (organized in a $128 \times 128$ array) have been constructed

The fundamental advantage of this family of architectures is that it maps the physical adjacency of image elements directly into hardware, thus making access to neighborhood information very rapid. Many lowlevel image operations, such as image filtering and local image feature detection, can be executed very rapidly in parallel on this architecture. Operations involving the gathering of statistics about the whole image are not as fast as local operations They execute in a time proportional to the array diameter (that is, to the square root of the number of PE's)

ULSI implementation of such machines involves designing chips with a number of PE's interconnected together in the form of a rectangular grid The PE's on the perimeter of the grid communicate with other chips through I/O ports With VLSI device dimensions scaling down, an increasing number of PE's can be embedded on one chip. However, the number of pins required for inter-chip communication increases in proportion to the square root of the number of PE's per chip. Thus, the number of PE's to be embedded on one chip is limited by the number of pins allowed by the technology One way of dealing with this problem
involves time-multiplexing the use of I/O ports between several PE's on the perimeter of the chip [Weem 84]. This, however, reduces the speed of inter-chip communication.

Examples of operational machines in this architectural family include CLIP4 [Duff 76] which is a $96 \times 96$ PE LSI machine, the MPP [Pott 83] with an array of $128 \times 128$ PE's, and the ICL DAP [Mark 80], containing an array of $64 \times 64 \mathrm{PE}$ s. A further discussion of cellular logic arrays can be found in [Rose 83] and [Reev 84].

### 2.2. Pipelined Architectures

Other parallel machines proposed for image understanding make use of pipelining as a way of introducing parallelism into the system


Figure 2-2: Organization of Pipelined Architectures (Adapted from [Reev 84])

Figure 22 depicts the basic organization of this family of architectures

Image data is passed to the first stage of the pipeline from the scanning device, or from a buffer memivy. The function of each stage is specified by the host computer through the instruction bus

Machines of this type are most efficient in real-time low-level image processing applications where the image data source is connected to the machine directly, and generates data at the speed of a simple pipeline step Such architectures can be fully utilized when the image processing tasks have a number of steps equal to the number of the pipeline stages The architecture has its limitations, though, and when dealing with more than one image at a time, or when performing operations such as geometric corrections, due to the limited interconnection scheme of the pipeline

An example of this family of architectures is the Cytocomputer [Ster 83]. which is used in biomedical image processing. The Cytocomputer has 80 binary stages in one pipeline and 25 grey level stages in a second pipeline, each stage operates on a three by three window in the image Binary stages are capable of implementing all possible logical operations on the nine elements by means of a look-up table memory in each stage. This makes such operations extremely fast in these stages. The gray level stages can perform 8-bit arithmetic operations on their window operands

### 2.3. Multiprocessor Architectures

Members of this category of architectures make use of a high-bandwidth interconnection network for communication between an independent set of PE's


Figure 2-3: An MIMD Architecture (Adapted from [Reev 84])

The processors in such architectures can typically execute different programs (MDMD mode), or the same program (SDMD mode) at any point in time Communication among the PE's is affected by sending messages through the interconnection network or through a shared memory, as shown in Figure 23

Parallel machines of this type are mostly efficient in executing high-level image understanding tasks, in which the image is no longer represented as a large array of data, but rather in the form of a symbolic description
of objects For example, different processors may be assigned different alyorithms for the analysis of the same image object. Because of the complexity of the interconnection network required to connect the PE's, machines of this type can not embody more than few thousand processors. The distribution of tasks between independent processors and the synchronization of different PE's present added complications

Examples of this class of architectures include PASM [Sieg 81] and Z.MOB [Kush 82] The proposed architecture of PASM comprises 1024 PE's interconnected together by means of a permutation network The machine also contains a number of control units that enable the machine to execute as an independent set of SMD machines ZMOB, on the other hand. consists of 256 identical PE's, connected to each other and to a VAX $11 / 780$ host computer by $a$ high-speed bus The PE's communicate with each other and with the host machine by means of mossages transferred through the bus The reader is referred to [Kush 82] and [Sieg 81] for a description of the implementation of some image tasks on these two machines

### 2.4. Hierarchical Architectures

A fourth architectural approach is suggested by the vision systems of humans and higher animals The human visual system processes pictorial information through a series of layers, each containing a large set of parallel receptors and processors Input information to the visual system
is recelved by a large parallel set of sensory receptors, the rods and cones, in the retina. The retina behaves in many ways like a mesh of PE's. This raw information is then transformed into gradients, and contours are enhanced by two other parallel sets of processor layers in the retina [Uhr 80]. The transformed information is then carried by the optic nerve to the higher portions of the visual system. Information reaching the higher portions is compressed in size by a factor of about 100, and it is then processed and transformed by several layers of parallel processors

These observations have generated proposals for hierarchical architectures for image understanding systems. Such architectures are often referred to in the literature as bierarchical, cone, or pyramid machines In hierarchical architectures, processing takes place in a series of levels, as shown in Figure 24 At the lowest level is the raw pictorial information input to the system by a sensory device $\mathbf{A}$ set of transformations is first performed on this input; their output is then pither stored on the same level or passed to the next level in the hierarchy. This process contınues for several layers in the hierarchy. Data may also flow top-down in the hierarchy of layers, or laterally within any layer

Hierarchical architectures are well suited to the fast execution of multiresolution feature (color, texture, edge, etc) algorithms. In addition,


First Level

Figure 2-4: A Hierarchically Organized Architecture (Adapted from [Uhr 84])
many algorithms that use hierarchical data structures, such as quadtrees, [Klin i6], can be implemented efficiently on hierarchical machines Glotial feature information, such as bit counting, can be rapidly accumulated at the top of the hierarchical structure

A number of special hierarchical parallel machines have been proposed for image processing tasks ([Hans 78], [Uhr 78], [Dyer 81], [Tani 83a]) The pyramid machine proposed by Dyer [Dyer 81] is a representative example of this class of architectures The organization of a pyramid machine is shown in Figure 25 PE's in each layer are organized as two dimensional arrays, with each $P E$ capable of communicating with its immediately adjacent PE's Each PE also communicates with four PE's in the layer below it, and with one $P E$ in the layer above it. Pyramid


Figure 2-5: Organization of the Pyramid Machine (From (Tani 83al)
machines are difficult to build because of the complexity of their wiring, and only a few projects for building a $16 \times 16$ base pyramid machines are under way ([Tani 83a] and [Scha 84])

The NON-VON supercomputer [Shaw 82] is another example of a hierarchical machine Its architecture includes a large number of small PE's that form the nodes of a complete binary tree NON-VON has been designed to support the massively parallel manipulation of data records stored in its PE's This aspect of the NON-VON machine makes It attractive for vision applications that involve a large amount of data. Furthermore, hierarchical data structures proposed for image analysis, including multi-resolution pyramids and quadtrees, can be effectively used
to represent images on NON-VON Also, the binary image tree data structure proposed by Kowloon [Know 80] as a variant of quadtrees, can be mapped directly onto the NON-VON machine to represent binary images in a manner to be described in Chapter 4

The present version of the NON-VON architecture differs from other proposed pyramid machines in that it does not implement in hardware the mesh connections at each level Thus, local operations execute faster on mesh-connected and pyramid machines Careful design of the algorithms can speed up these operations considerably, as will be described later The architecture of NON-VON is described in the following chapter, and the differences between its architecture and other proposed pyramid machines are presented

## Chapter 3 The NON-VON Supercomputer Architecture

The name NON-VON is used to describe a family of massively parallel tree-structured machines intended to support large scale data manipulation [Shaw 84] The architectures of all the NON-VON family members include a tree-structured primary processing subsystem (PPS) based on custom VLSI circuits, along with a secondary processing subsystem (SPS) based on a bank of intelligent disk drives. Figure 3-1 shows the top-level organization of the NON.VON architecture.

The PPS is configured as a binary tree of small processing elements (SPE's) Each SPE comprises a small RAM (up to 256 bytes), a modest amount of processing logic, and an $1 / O$ switch that supports various modes of communication within the tree, as will be described in Section 32

The SPS is based on a number of rotating storage devices. Associated with each disk head in the SPS is a separate sense amplifier and a small amount of logic capable of dynamically examining the data passing


Figure 2-1: Top Level Organization of NON-VON (From [Hill 83])
beneath it [Shaw 82]. This organization supports parallel transfer of data between the PPS and SPS, which is necessary to keep I/O from becoming a bottleneck

NON-VON 1 and NON-VON 3, the first two members of the NONVON family, include a single special control processor (CP) at the root of the tree The CP is responsible for coordinating different activities within the PPS It is capable of broadcasting instructions to be executed
simultaneously by all active PE's. This, NON-VON 1 and NON-VON 3 function for the most part as $\subseteq \Omega M D$ machines, with all SPE's simultaneously executing the same instruction (The single exception involves transfers between the SPS and the PPS, which will not be discussed in this dissertation.) We will call the algorithms that use this mode of execution SLMD algorithms.

The first member of the NON-VON family, NON-VON 1, contains chips with only one $P E$, and is being constructed primarily to evaluate certain electrical, timing, and layout area characteristics. The chip has already been tested and has been proven functional. A modified version of the chip with eight PE's has been designed for use in NON-VON 3. The modified chip, partial prototype of which has recently been fabricated, has less area per PE , and the instruction set has been made more fowerful by generalizing register-to-register data transfers and adding more arithmetic processing power

The design of the NON-VON 3 PE is briefly described in the following section. All algorithms developed in this thesis are based on the VON-VON 3 architecture and instruction set Appendix A contains a listing of all such instructions. It is expected that the time required to execute a NON-VON 3 instruction in all PE's in a tree of 15 levels $(32 \mathrm{~K}$ PE's) is approximately 250 nsec We will use this number throughout this thesis to compute the execution time for the developed algorithms

The emerging design for NON-VON 4 [Shaw84a] would include a number of large processing elements (i.PE's) connected to all nodes above a certain tree level Each LPE would include an off-the-shelf 32-bit microprocessor, a reasonable amount of memory (between 256 K bytes and one megabyte), and some special hardware to interface with the rest of the machine $A$ high-bandwidth multi-stage interconnection network would be used to interconnect the set of LPE's. The LPE's would be capable of executing their own programs, or of functioning as CP's for the subtrees they root Thus, NON-VON 4 would have the capability of executing in MLD and "multiple-SIMD" (MSDMD) modes. The LPE network should significantly improve the bandwidth of communication involving the top of the tree

In the following sections, we describe the design of the $S P E$ in the NON-VON 3 machine and the various communication modes supported by both the NON-VON 1 and NON-VON 3 machines We also introduce the N-PASCAL programming language, which will be used to describe the vision algorithms developed on the NON.VON machine

### 3.1. The Small Processing Element Design

Figure 3-2 depicts the main functional blocks of the NON-VON 3 PE. They are the eight-bit arithmetic logical unit (ALU); an array of five byte registers, called A8, B8, C8, IO8, and LMAR; an array of five onebit registers, called. Al, B1, C1, IO1, and EN1; a 64 word $\times 9$-bit
random access memory (RAM); and two special combinational networks, called the I/O switch and the RESOLVE carcuit [Shaw 84b] A PE executes the instructions broadcast by the CP as long as its enable bit. ENl, is set. If the enable bit is reset, the PE is disabled and only an ENABLE instruction will activate it again

Two internal buses, called the $A$ bus and the $I O$ bus, run through the data path Both are capable of transferring either one- or eight-bit data. depending on the instruction being executed. The $A$ bus is used to transfer data between the registers, the RAM, and the I/O switch. The IO bus is required to support inter-PE communication, as will be seen in the following section it connects the dual-port registers IO and $\mathbf{A}$, the I/O switch, and the ALU

The $A \mathcal{A}$ comprises an eight-bit comparator that compares the contents of the $A 8$ register with one of the other eight-bit registers, and sets Al and Bl to indicate the result. If A 8 is compared with $\mathrm{B8}$, for example Al is set iff A 8 is equal to $\mathrm{B8}$, and Bl is set iff A 8 is less than $\mathrm{B8}$. Eight-bit addition, subtraction, and logical operations are also supported by the ALU In the case of addition and subtraction, Cl is used to hold the carry output One-bit logical operations are also supported by a special one-bit logical function unit The RAM allows access to one \& or 1-bit location per instruction cycle, and the DMAR register is used to store the memory address used in RAM operations.


Figure 3-2: NON-VON 3 Block Diagram of the
Small Processing Element (From [Shaw 84b|)

### 3.2. Communication in NON-VON

Inter-PE communication in NON-VON is supported by the I/O switch. which is a matrix of pass transistors that routes data between the two internal buses and the $1 / \mathrm{O}$ ports. The NON-VON $1 / \mathrm{O}$ switch supports the following three modes of communication

1 Global bus communication, supporting both broadcast by the CP to all PE's in the PPS as required for SDMD execution, and data transfers from a single selected PE to the CP No concurrency is acheved when data is transferred from one PE to another through
the $C P$ using the global communication instructions An instruction called RESOLVE can be used to disable all but a single PE chosen from a specified set of PE's. This is an example of a hardware multiple match resolution scheme, in the terminology of the literature of associative processors. The $C P$, upon executing a RESOLVE instruction, is able to determine whether executing the instruction has resulted in any PE being enabled. The REPORT instruction transfers data from the single chosen $P E$ to the CP using global bus communication.
2. Tree communication, supporting data transfers among PE's that are physically adjacent within the PPS tree. Instructions support data transfers to the parent ( $P$ ), left chuld (LC), and right child (RC) PE's. Full concurrency is achieved in this mode, since all nodes can communicate with their physical tree neighbors in parallel.

3 Linear communication in which the whole tree is reconfigured to act as a linear array of PE's This mode of communication supports data transfers to the left neighbor (LN) or right neighbor (RN) PE's in the linear array Linear communication is useful for applications that require a predefined total ordering of data. Figure 3-3 shows how the linear logical sequence is mapped onto the tree-structured physical topology of the PPS by inorder enumeration [Knut i3] The faths needed to transfer data concurrently between linear neighbors in the tree concurrently are shown in Figure 3-3 Two phases are required to complete the linear communication cycle Cote that every other element in the inorder sequence is a leaf node In the first phase, data is transferred along the arrows originating from the leaf PE's, while in the second phase, data pasies along the black arrows terminating at the leaf PE's

The original NON.VON architecture which was not intended to efficiently support computer vision applications, differs from other proposed highly parallel hierarchical image understanding architectures (for example. (Tani 83|) in that it does not employ any extra physical links to perform mesh neighbor commumication This has certain advantages from a hardware point of view, as it results in a fixed


Figure 8-3: Inorder Embedding of the Linear Array (From [Shaw 82])
number of pins per integrated circuit chip. independent of the number of PE : on that chip This makes it possible to increase the size of the tree as chip dimensions scale down by simply embedding more PE's on the chip Increasing the machine size involves only removing the old $P E$ chips and plugging in the new ones On the other hand, the lack of mesh connections slows many local operations in which the output value at an image poant depends on its own image value and that of neighbor points
$A$ vision-oriented variant of the NON-VON 3 machine that includes mesh connections to supplement the current tree-structured architecture is now in the early stages of design Alternative algorithms exploiting these
hardware modifications will be discussed later in this thesis

NON-VON's other special hardware features, including its ability to be configured logically as a linear array, its fast global instruction broadcast and its hardware multiple match resolution scheme, have proven useful in the vision algorithms we have developed to overcome some of the problems related to the communication bottleneck generally associated with tree architectures.

### 3.3. N-PASCAL : An Overview

In this section we introduce a PASCAL-based parallel language called N-P.ASCAL, which will be used to describe the NON-VON vision algorithms presented in this thesis. This language is closely related to a PASC.AL-based parallel language, NV-PASCAL, that has been designed to be used on SDMD architectures [Baco 82]. The principal idea behind the design of N-PASCAL has been to create features that make full use of the machine's parallel capabilities while retaining all of the high-level constructs of PASCAL
$\therefore$ PPASCAL is based on standard PASCAL as described in [Jens 74]. One new data type and two extra constructs have been added to standard PASCAL. The new data type is referred to as the vector-var (for vector variable), and the two new constructs are the parallel assigament and WHERE statements. In addition, built-in functions allow
the programmer to explicitly make use of the NON-VON tree communication instructions We now briefly describe the N-PASCAL constructs that have been used to describe image understanding algorithms presented in this thesis

The new data type vector-var is used to express the parallelism in the language Vector variables reside in the PPS and are associatively addressed. whereas standard PASCAL variables reside in the CP and are sequentially addressed In the following sections, variables that are defined to be of type vector_var are referred to as vector variables, while scalar variables refer to those that are stored in the CP In the MV-PASCAL procedures described in this thesis, we will use italics to refer to scalar variables and capital letters to refer to vector variables Small bold letters will be used to refer to the reserved keywords of the language

There are two types of statements in N-PASCAL sequential and parallel The sequential statements are those of standard PASCAL, while the parallel statements are those that operate on vector variables The assignment statement can be either sequential or parallel. The sequential assignment statement is the assignment statement encountered in standard PASCAL The parallel assignment statement is the one that refers to a variable that is defined as a vector variable The parallel assignment statement is executed concurrently in all active PE's in the machine. For
example, upon execution of the following segment of an NV-PASCAL program
vector var
COLNTER integer,
begin
COUNTER $=0$;
the vector variable COUNTER stored in all PE's is initialized to zero

The WHERE statement is a form of parallel conditional statement that operates only on vector variables. The form of the WHERE statement is as follows

WHERE <conditional expression> DO <statement>
| ELSEWHERE <statement>|;

It is used to first select only those PE's with vector variables that satisfy the boolean expression. The statement following the DO is then executed in only those PE's. If the optional ELSEWHERE clause is included, the statement following the ELSEWHERE keyword is executed in the subset of the PE's that falled to satisfy the original conditional expression. An example of the WHERE statement follows
vector var
COUNTER, VALUE integer,
begin
where COUNTER $>50$ do VALUE $=100$ elsewhere VALUE $=0$,

The vector variable COUNTER is tested in all PE's and in those PE's whose COCNTER value exceeds 50 , the vector variable VALUE is set to


#### Abstract

100 In all PE's whose COUNTER value is less than or equal to 50 , the variable VALUE is set equal to zero An important point to remember is that the WHERE statement in general executes both the statement following the DO and the statement following the ELSEWHERE (the exception being the case in which all or none of the PE's satisiy the condition)


Bult-in functions based on the NON-VON instruction set are employed to implement operations that use the tree communication modes of the machine, which are described in Section 3.2. Function names that start with ' $N$ _' correspond to NON-VON machine instructions, and their parameters correspond to the arguments of these instructions

## Chapter 4

## Image Representation


#### Abstract

In this chapter, we examine certain data structures for representing images on parallel tree-structured machines. This subject is of prime importance, as it greatly affects the design of image algorithms. Methods used for image input and output are also affected by the choice of data structure. The choice of a data structure for a set of problems can even Influence the design of a machine architecture for efficiently solving those problems For example, mesh-connected architectures map into hardware the two-dimensional array data structure used most commonly to represent images on sequential machines. Similarly, the hierarchical nature of the NON-VON architecture affects the choice of data structures dest to represent images on it.


An overview of data structures used to represent images on sequential machines is presented in Section 41, with an emphasis on hierarchical data structures. We then demonstrate how two of these hierarchical data structures can be modified to represent images on binary trees. A procedure for initializing the NON-VON tree is presented in Section 4.2 Algorithms and issues related to the loading and unloading of images in
tree machines are also discussed in that section We then describe procedures used to build the data structures employed in the algorithms describěd in this thesis

### 4.1. Image Data Structures: An Overview

Storing raw pictorial data requires a large amount of memory About $512 \times 512$ bytes are needed for example, to store a single black and white television frame Two-dimensional arrays are commonly used for storing images, where every element in the array represents a corresponding area in the image space. These small areas are referred to as pixels Pixels can take different shapes, producing different tessellations Most commonly they are squares, but they can also be rectangles, triangles, or hexagonals The value of the array elements can represent the intensity of the image at the corresponding pixels or other values such as the spectral components of color pixels Mesh-connected architectures use this data structure to represent images, with each PE being assigned a pixel, or a block of pixels in the case where there are fewer PE's than there are pixels in the image Other data structures used to represent images include chain codes, graphs, and relational databases See $[$ Tani 80b] for further discussion of these data structures.

Hierarchical data structures can be mapped naturally onto tree machines They are often used in image understanding tasks because they allow many algorithms to be expressed in forms suitable for divide-

> and-conquer techniques They also support certain techniques for data compaction and image transmission [Know 80] Hierarchical data structures include multi-resolution pyramids, regular decompositions, and quadtrees [Tani 80b]

In what follows, we present two of these hierarchical data structures, namely multi-resolution pyramids and a modified version of quadtrees called binary image trees, and show how they are used to represent images on NON-VON

### 4.1.1. Multi-Resolution Pyramids on NON-VON

A multi-resolution pyramid can be defined as a sequence $\{I(\mathrm{~L}), I(\mathrm{~L}-1)$, $I(0)\}$ of images, each represented as a two dimensional array, where $I(\mathrm{~L})$ is the original image, and $I(\mathrm{~m}-1)$ is a version of $I(\mathrm{~m})$ at half the resolution (This is the same definition Tanimoto used in [Tani 80b].) The term "image resolution" refers to the number of pixels used to describe the image. For example, if $(\boldsymbol{m})$ represents a version of the image with resolution $64 \times 64$, then $I(m-1)$ represents the same image at resolution $32 \times 32$. Figure $4-1$ shows an image and its multi-resolution pyramid representation The pyramid provides reduced resolution versions of the image. If more than one operation ts to be performed on the image then each operation should use only the resolution required for this operation. The extra amount of memory required to store the pyramid representation is $1 / 3$ that of the amount of memory used to


Figure 4-1: An Image and its Multi-Resolution Pyramid Representation (From [Tani 75])
store the original image

Multi-resolution pyramids can also be defined in terms of trees rather than arrays In this case, they are referred to as pyramid trees A
multi-resolution pyramid is defined in terms of quartic (4-ary) trees as follows. The leal nodes ray: nrit the pixels of the image at its highest resolution (the base of the pyramid), and the nodes of an internal level of the tree represent the pixels of a reduced resolution version of the image Thus, going from one level in the tree to the level above it results in an Image with one-fourth the resolution. Note that the four child nodes of a parent node represent a $2 \times 2$ region in the image

An image at a specific level can be computed from the image at the level below it in the pyramid tree in different ways. Typically, a parent node is set equal to the average value of its four children. This averaging process can be viewed as a kind of low-pass filtering of the image followed by resampling Hence, images with lower resolution retain the gross features of the image For binary images, the averaging process is dofined to result in the binary value 1 only if three or more of the children have the binary value 1 , and to result in 0 otherwise

In the NON -VON tree, the leaf level is used to store the original Image, whereas the internal levels are used to represent the image at coarser resolutions Since $N O N-V O N$ is a binary tree, the resolution reduction from one level in the tree to the level above it is only a factor of two, and hence two NON-VON levels are used to effect the same reduction as one level in the multi-resolution pyramid. We use this image representation whenever we deal with gray-scale images. In

Section 42 , we show in detall how this can be done

### 4.1.2. Binary Image Trees on NON-VON

Binary image trees are a variant of quadtrees, which were proposed by Knowlton [Know 80] as an encoding scheme for compactly transmitting gray-scale and binary images Quadtree data structures are similar in many aspects to multi-resolution pyramids. A good way to visualize the quadtree is by assuming that the image is a square whose dimensions are a power of 2 The quadtree data structure is bult by subdividing the whole image into four square quadrants with dimensions that are half that of the image This process is repeated recursively for each quadrant $n$ times, until the single pixel level is reached, as shown in Figure 4-2 The root of the quadtree corresponds to the whole image, the leaves correspond to the single pixels, and the nodes of the tree correspond to quadrants of the square represented by their parent node. If the four children of a node share the same value, they are all deleted and the father's value represents them all.

Quadtrees are used mainly to encode binary images, and the nodes in a quadtree are interpreted differently from the nodes in a multi-resolution pyramid tree. In the case of binary images, nodes of the quadtree can take one of three values If the node's children are all black, then the node is black If they are all white, then the node is white. The node will take the value gray if its children do not have the same value, or if


Figure 4-2: A Picture and its Quadtree (From [Same 82])
they all have the value gray All subtrees rooted with either a white or a black node may thus be omitted, significantly reducing the amount of memory required to store the picture on a sequential machine

Binary image trees are a variant of quadtrees in which the whole image is subdivided into two halves. This process of subdividing into two
halves is repeated recursively until the single pixel level is reached Figure 4-3 illustrates the binary image tree data structure Note that the shape of the subdivisions changes from level to level in the binary image tree Specifically, it is either a square or a rectangle with the width equal to twice the length We will refer to these subdivisions as rectangles throughout the rest of this thesis.


Figure 4-3: Binary Image Tree Rectangle Arrangement The shape of the rectangles at any level can be determined by testing to see if the level number is odd or even. Going from one level to the next level down the tree increases the resolution by only a factor of two,
while in quadtrees the resolition is increased by a factor of four

Binary image trees are mapped naturally onto binary tree machines On NON-VON, the leal processors are used to store image information at the single pixel level, while non-leaf PE's correspond to rectangles of size larger than the pixel size. A record associated with each PE is used to store information about the location, size, contents, and adjacency relation of the part of the image it represents. A flag associated with each PE indicates whether the rectangle represented by that $P E$ is part of the Ginary image tree An algorithm for building the binary image tree and storing the rectangle information is described later in this chapter. We will use binary image trees whenever we are dealing with binary images.

### 4.2. Initialization and Image Loading

Image processing algorithms on NON-VON use information that is stored initially in each PE Each PE corresponds to a rectangle in the original image $O n$ the leaf PE level, each rectangle corresponds to a single pixel in the two-dimensional array that represents the original image. The location of each rectangle is indicated by specifying the coordinates of its upper left-most corner pixel. The horizontal direction is referred to as the $x$-direction, while the vertical direction is referred to as the $y$-direction The origin of the coordinate system $(0,0)$ is the upper left-most pixel in the image, and the values of the coordinates increase to the right in the $r$-direction, and down in the $y$-direction, as shown in

Figure 4-3

In addition to the $x$-address and $y$-address, each $P E$ stores the width ( $x$-side), and the height ( $\boldsymbol{y}$-side) of the rectangle it represents. For a $256 \times 256$ image, four bytes are needed to store the location and size information. The root level is labeled the 0 -th level, while the leal level is the $n$-th level. Other information is also stored in each $P E$, and will be described later


Figure 4-4: Coordinate System for Binary Image Trees
The N-PASCAL algorithm for initializing the NON-VON tree follows
manner. This has led to a surge in research aimed at developing new computer organizations that meet the large computational and decision requirements of image analysis tasks by exploiting the new technology Various kinds of special parallel machines for computer vision have been proposed and some have been implemented; examples are described in [Duff 76], [Krus 76], [Dyer 81], [Kush 83], [Pott 83], and [Reev 84]

The organization of some of the proposed machines is based on a very large number of very small processing elements (PE's). Throughout this thesis, we will refer to such machines as fine-grained or highly parallel machines In such machines, different schemes are used to interconnect the PE's For example, the PE's can be connected together in the form of a twodimensional mesh, or they can be placed at the nodes of a binary tree If all the PE's simultaneously execute the same instruction on their own data, the machine is said to be executing in single instruction stream, multiple data stream (SDMD) mode [Flyn 72]. On the other hand, if the PE's execute different instruction streams concurrently on different data streams, then the machine is said to be executing in multiple instruction stream, multiple data stream (MDD) mode.

In this thesis, we investigate how fine-grained tree-structured SMDD computer architectures, which have favorable characteristics for efficient ILSI implementation, can be used for the rapid execution of a wide range of vision tasks We also discuss certain limitations of these
procedures described in this thesis. Some of these variables are used in the initialization procedure. The rest are used in other procedure definitions. */
program vision_algorithms();
vector var
XSDE $\bar{D}, Y S D E, X A D D, Y A D D$ integer;
GRAY_VALUE, TREE, COMP_LABEL: integer;
FQUAD char;
BINARY: boolean;
/* The following procedure marks leaf PE's by setting the variable LEAF equal to 1 in all leaf PE's and 0 elsewhere. */

```
Procedure mark_leaf(var LEAF: boolean);
vector var
    TEMP boolean;
begin
```

/* 1 Intialize TEMP to the value 0 in all PE's. On executing a 'receive from left child" instruction (RECV1 LC), all leaf PE's receive a logical 1 All other PE's receive whatever is sent by their left children This procedure thus serves to mark all leaf PE's. The N_RECV1 is a primitive function that corresponds to the NON-VON instruction RECV1. On executing this function each PE receives the value of its left child boolean variable TEMP into its own variable LEAF. */

```
    TE\IP = Palse.
    N _RECVI(LC, TEMP, LEAF).
end,
```

Procedure tree_init(no_levels [NTEGER),
var
lev_count, $x, y$ integer:
vector var
$\mathrm{K} A \overline{D D} 1 . Y A D D 1$ integer.
LE. HF . N boolean.
begin
/* 1 The initialization algorithm starts by initializing the size information It starts at the leaf level by storing the value 1 in each PE width and length variables (XSDE YSDE) The function mark_leaf(L) sets the boolean variable $L$ to 1 only in leal PE's. The boolean variable N is used to mark the level up the tree next to the current level. It is set equal to 0 only in current level PE's, and to 1 elsewhere. A level counter lev_count is intialized to 0 "/

```
lev_count \(=0\),
\(x \equiv 1, y=1\),
\(\mathrm{N}=\) true,
mark_leaf(LEAF).
where LEAF = true do
    begin
        XSDE \(=1\),
        YSDE \(=1\),
        \(\mathrm{N}=\) false ,
    end,
```

/* 2 Enable PE's on the next level up the tree N_RECV1(LC, N, N) sets the variable N equal to 0 only in PE's whose chaldren have the N variable set to 0 The size variables are then computed on that level If the level number is equal to no _levels, then the size initialization is complete and the algorithm starts address initialization, otherwise the size intialization continues */

```
while lev_count < no_levels do
    begin
        \(\therefore\) _RECV1(LC. N, N);
        if \(\overline{l e v}\) count \(\bmod 2=1\) then
            \(x=x\) *2
            else \(y=y^{*} 2\).
        where \(\mathrm{N}=\) false do
                begin
                    XSDE \(=x\).
                    YSDE \(=y\);
            end.
        lev_count \(=\) lev_count +1 .
    end
```

/* 3 At this point only the root PE has its N variable set to 0 Set
the variables XADD and YADD in the parent PE equal to 0 */

```
where \(\mathrm{N}=\) false do
    begin
        \(\mathrm{XADD}=0\);
        \(Y A D D=0 ;\)
    end;
```

/* 4. For address information, left children always have the address of their parents. This step computes the right child address of each enabled parent and stores the computed values in the variables XADD1 and YADD1 Left children are then enabled. Read the address of their parent and store it as their own address. The same is repeated for right children. except that they read their address from the variables XADD1, and YADD1 */

```
    while lev_count > 0 do
    begin
        If lev_count mod \(2=0\) then
            begin
                    \(\mathrm{XADDI}=\mathrm{XADD}\)
                YADD1 \(=\) YADD + YSDE div 2;
            end
        else
            begin
                    XADD1 \(=\mathrm{XADD}+\mathrm{XSDE}\) div 2;
                    YADD1 \(=\) YADD
            end.
        \(\cdots\) SEND8(LC, XADD. XADD),
        \(\mathrm{N}^{-}\)SEND\&(LC, YADD, YADD).
        \(\mathrm{N}^{-}\)SEND (RC, XADDI, XADD),
        N_SEND\&(RC, YADDI, YADD),
        lev_count \(=\) lev_count -1 .
    end;
end
```

The initialization algorithm takes time proportional to the number of levels in the tree (ig levels in the case of a $512 \times 512$ image). The

NON-VON 3 code for this procedure is presented in Appendix B It takes $18 \mu \mathrm{sec}$ to initialize one level at 4 Mhz ( 68 NON-VON 3 instructions) Intializing a tree with 15 levels thus requires 027 msec

### 4.2.1. Loading the Image

In tree machines, loading and unloading the tree through the root can be a bottleneck for algorithms with extensive I/O operations. To overcome this, a real NON-VON system would load and unload image data in parallel through $1 / O$ devices connected to all $P E$ 's at some intermediate level in the PPS tree Loading an image point through the root only involves first broadcasting its $x$ - and $y$-coordinates and enabling the PE with the same values for $x$ and $y$ on the leaf level. The image point value is then broadcast and stored in the enabled PE The N . PASCAL procedure for this loading procedure follows

Procedure tree_load1(x_side, y_side integer); var
i. $j$ integer;
begin
/* 1 The function read file(file-name) returns the next integer value in the file "file-name" The procedure arguments are the lengths of the image sides */

> for $i=0$ to $x \_$side-1 do for $j=0$ to $y$ side- 1 do where ((XADD $=i)$ and (YADD $=j))$ do GRAY_VALLE $=$ read_file(image);

The NON-VON 3 code for this loading procedure is included in Appendix B Seven NON-VON 3 instructions, requiring about $20 \mu \mathrm{sec}$ of execution time at 4 Mhz , are used to load one image point Loading an $128 \times 128$ image through the root thus takes about 32 msec using this procedure

Instead of broadcasting the data byte by byte and isolating a single destination leaf PE at a time, blocks of image data can be broadcast and stored in the PE's in an intermediate level. These PE's then load the blocks of data in parallel into the leaf PE's in their subtrees. Next we describe the N-PASCAL procedure to perform this operation along with an analysis of the time required for its execution

```
Procedure tree_load2(x_side, y-side integer);
```

var
i. j, k. nl integer,
vector var
LEA $\bar{F}, N$ boolean;
Nil, Yo, TEMP integer;
begin
/* 1 The leaf PE's are marked, and so are the PE's on the intermediate level. We assume a block size of 16 bytes */
$\mathrm{N}=$ false,
mark_leal(LEAF),
where ( $(X S D E=4$ ) and (YSDE $=4)$ ) do $N=$ true;
/* 2 Loop to load the blocks in intermediate level PE's starting at RAM location 16 /

```
\(i=0\);
while \(i<x\) side-1 do
    begin
        \(j=0\),
        while \(j<y\) _side-1 do
                begin
                    where ( \((\mathrm{XADD}=i\) ) and (YADD \(=j\) ) and ( \(N=\) true \()\) )
                        do for \(k=1\) to 16
                        do \(\mathrm{N}_{1}\) BROADCAST8(read _file(ımage), RAM(15+k)),
                \(j=j+\overline{4}\)
            end
        \(i=i+4\)
    end,
```

/* 3 Now load the blocks in parallel into the leaf PE's. The addresses of the PE's relative to the address of the root of the subtree are stored in Xl and Yl */

$$
\begin{aligned}
& X 1=X A D D \bmod 4 \\
& Y 1=Y A D D \bmod 4 \\
& n 1=16 .
\end{aligned}
$$

/ Loop untal the first block element reaches the leaf PE's */

```
for k=1 to 4 do
        begin
            where N = true do N READRAM8(n1, TEMP);
            \because_RECV8(P, TEMP, TEMP),
            n!=n1+1.
        end.
    /* Now loop to load the elements */
    Por i= 0 to 3 do
        for j=0 to 3 do
            begin
            where ((i = Xl) and ( j = Y1)) do
                    GRAY VALUE = TEMP.
            if n1< < }2\mathrm{ then
                    where N = true do N_READRAM8(n1, TEMP);
                    N_RECli(P, TEMP, TEMP),
                    n1=n1 + 1,
```

end,
end;

In the above algorithm, Step 2 is similar to the first loading procedure It takes about $2 \mu \mathrm{sec}$ to load the first byte, but the next 15 bytes in the block are loaded at the rate of 4 bytes per $\mu \mathrm{sec}$. Thus, it takes about 6 $\mu \mathrm{sec}$ to load a block of 16 bytes, and about 6.14 msec to load a $128 \times 128$ gray-scale image Step 3 requires about 10 NON-VON 3 instructions to load one byte of the block into a leaf PE. Thus, about 004 msec is needed to perform this step, which is very small compared with the time required to execute Step 3.

It should be noted that increasing the block size reduces the time required to perform the first step of the second loading procedure For example. a block size of 32 requires $10 \mu \mathrm{sec}$ to be loaded into the intermediate level, and hence 512 msec are required to load a $128 \times 128$ gray-scole image Increasing the block size also increases the time required to load the blocks in the subtrees Using the numbers cited above the time to load an image of size $A$ using block size $S$ can be computed by the following expression

$$
\text { loading time }=(A / S)(2+S / 4)+25 S \mu \mathrm{sec}
$$

The value of $S$ that minimizes this expression is equal to $0.9 \mathrm{~A}^{1 / 2}$. Thus, a block size of about 115 bytes results in the minimum loading time for an image of size $128 \times 128$. If the size of the available memory in each

PE is less than this number, then using as much memory as we can for this loading procedure results in the minimum loading time The NONVON 3 code for this procedure is presented in Appendix B

The time required to load images could be reduced significantly through parallel loading of the subtrees rooted by the PE's at some intermediate level If the I/O devices are connected to the intermediate level. containing 64 PE's, then the above described procedures would be executed in parallel in the 64 subtrees, and the time of execution would be reduced approximately by a factor of 64 . If more than one image are to be stored in the tree, then the address and size information stored in each PE will be common to these images Other image information has to be duplicated for each loaded image

Tatle 41 provides a summary of the execution times for different NON-1ON I/O procedures and for some existing parallel image processing machines

### 4.2.2. Building the Binary Image Tree

In this subsection, we describe the procedure for constructing the binary image tree representation of a binary image stored in the leat PE's The vector character variable FQUAD is used in each PE to indicate the type of rectangle held by this $P E$ The value ' $B$ ' refers to black rectangles, ' $W$ ' to white ones, and ' $G$ ' to gray rectangles. The value ' $N$ ' indicates

# Table 4-1: Image I/O Execution Time for Some Parallel Machines 
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that the rectangle is white or black but has been merged with a similar rectangle to form a larger one. The vector integer variable TREE corresponds to the number of black pixels in the rectangle represented by the PE It takes the value 0 when the rectangle is white, and is equal to the area of the rectangle in the case of black rectangles. We assume that the binary image is stored in the NON-VON tree in the vector variable BINARY The N-PASCAL algorithm for building the binary image tree follows

Procedure build_binimg(no_levels [NTEGER), label 2;
var
cur_lev integer,
vector var
GW1 GV2 integer.
FQ1, FQ2 char
LEAF, N boolean.
begin
/* 1 Enable all PE's on the leaf level Set $N$ equal to 0 only in the current level. */

```
\(\mathrm{N} \cong\) true,
cur_lev \(=1\),
    mark_leaf(LEAF),
    where LEAF = true do
        begin
            where BINARY = true do TREE = 1
            elsewhere TREE \(=0\);
        \(\mathrm{N}=\) false,
        end.
```

/* 2 Mark PE's on the level just above cur_lev. Let all the enabled PE's read the values of TREE and FQUAD in their children The value of TREE in the enabled PE's will be set equal to the sum of the two TREE variables in their children FQUAD will be set to ' $G$ ' if FQUAD in the two children are different, or if one of them is ' $G$ '. If the two variables FQUAD in the two children are both either ' $W$ ' or ' $B$ ', then the parent FQUAD will be set to the mutual value and the FQUAD in the two children will be set to ' N ' */

2
$\therefore$ _RECV1(LC, N. N),
where $N=$ false do
begin
N_RECV8(LC, TREE, GV1);

- RECV8(LC, FQUAD, FQ1);

ㅊ-RECV8(RC, TREE, GV2),
N-RECV8(RC, FQUAD. FQ2),
$\mathrm{T} \overline{\mathrm{REE}}=\mathrm{GV} 1+\mathrm{GV} 2$.
if $(((\mathrm{FQ1}=' \mathrm{~B})$ and $(\mathrm{FQ2}=' \mathrm{~B}))$ or
$\left((\mathrm{FQ1}=' \mathrm{~W})^{\prime}\right.$ and $\left.\left.\left(\mathrm{FQ} 2={ }^{\prime} \mathrm{W}^{\prime}\right)\right)\right)$
then $F Q U A D=F Q 1$ else $F Q U A D={ }^{\prime} \mathbf{G}^{\prime}$.
end,
N_RECV8(P, FQ1, FQUAD),
if (FQ1 $<>$ ' $\mathrm{G}^{\prime}$ ) then $\mathrm{FQUAD}=' \mathbf{N}$ ',
/* 3 If the root is reached, stop, otherwise, enable all PE's above and

```
go to step two. */
    if cur_lev <> no_levels then
        begin
            cur_lev \(=\) cur_lev +1 ;
            goto 2 ,
    end
end;
```

After the above algorithm is executed, the root $P E$ has its TREE variable set equal to the number of black pixels in the whole image, and in general, each PE's TREE variable will be equal to the number of black pixels in the tree rooted by that PE. Steps 2 and 3 are repeated a number of times equal to the number of levels in the tree. Thus, the algorithm takes time proportional to the height of the binary tree. The NON-VON 3 code is included in Appendix B. It requires about 50 NONVON 3 instructions per level ( $12.5 \mu \mathrm{sec}$ ); for a tree with 15 levels (corresponding to a $128 \times 128$ original image), the execution time for this procedure is thus about 0175 msec . Figure $4-5$ shows a binary image and the binary image tree representation of it as output by the functional simulator

### 4.2.3. Building the Multi-Resolution Pyramid

The multi-resolution pyramid representation of a gray-scale image can be built using a procedure similar to the one used to build the binary image tree The variable GRAY_VALUE in each PE is set equal to the average of the values of GRAY_VALLE in its two children. This step is repeated a number of times equal to the height of the tree The

Figure 4-5: A Binary Image and its Binary Image Tree Representation

(a) The Input Binary Image

(b) The Binary Image Tree
roundoff errors due to the averaging process from one level to the next up the tree can accumulate, resulting in large errors in the computed average values. To solve this problem, the averaging should take place only after all the sums have been computed in all levels. Then each PE divides the sum by the rectangle size it corresponds to. Because the rectangle sizes are powers of two, the division is equivalent to logical shift operations. If we start with gray level values that are 8 bits long, the sum at the root of 15 levels tree could be 23 bits long. The add operations should be therefore 24 bits long (three bytes). The N PASCAL algorithm to build the multi-resolution pyramid follows:

Procedure build_multi_resol(no_levels: INTEGER);
label 2,
var
cur_lev integer; vector var

GV1-GV2 integer,
LE.AF. N boolesn, begin
/* 1 Enable PE's on the leal level Set $N$ equal to 0 only in the current level */
$\therefore=$ true;
cur_lev = 1;
mark_leaf(LEAF),
where LEAF = true do begin GV1 = GRAY_VALLE, $\mathrm{N}=$ false.
end
/* 2 Mark PE's on the next level above cur_lev. Let all the enabled PE's read the values of GV1 in their children. The value of GV1 in each enabled PE's will be set equal to the sum of the variables GV1 in

```
its two children */
    2
    N_RECVl(LC N N)
    where N = false do
    begin
            N_RECV8(LC, GV1, GV1),
            N_RECV8(RC,GV2, GV1),
            G\overline{V1}}=\textrm{GV}1+GV2
    end
```

/* 3 If the root is reached, stop, otherwise enable all PE's in the next level above and go to step two */
if cur_lev <> no_levels then begin
cur_lev $=$ cur_lev +1 ;
goto 2 ;
end,
/* 4 Compute the average value in each PE */
GRAY_VALLE = GV1 div (XSDE * YSDE),
end,

The time analysis of this procedure is similar to that of the algorithm for constructing the binary image tree The algorithm executes in time proportional to the height of the tree Each step consists of approximately 30 NON-VON 3 instructions (approximately 0.120 msec to build the multi-resolution pyramid in a 15 level tree). The multiresolution pyramid representation of binary images can be computed using a similar procedure, with the exception that the computed value in Step

4 is set equal to 1 iff the sum is larger than half the rectangle size, otherwise the computed value is set equal to 0

## Chapter 5 Low-Level Image Processing Algorithms

In this chapter, we describe the implementation on NON-VON of some low-level image understanding algorithms (also referred to as signal level image processing algorithms). In low-level image processing, the input is typically the original image input by some sensory device or the output from some other low-level operations. The output is usually of the same size as the input Some examples include image restoration, image enhancement, and noise removal Other low-level operations extract from the input image such physical characteristics as color, surface orientation, range, velocity, and edges The output images in this case are called intrinsic images [Ball 82]. The low-level operations described in this chapter are the gray level image histogram computation, image segmentation by thresholding, and image correlation. The selected tasks are representative of a large class of low-level image understanding algorithms. For our time analysis, we assume that the image has already been loaded in the NON-VON leal PE's, as described in the previous chapter

### 5.1. Image Histogramming

A gray level histogram of a gray-scale image is a function that gives the frequency of occurrence in the image of each possible gray level The gray level at each image point is quantized from 0 to $m$ (typically $m$ is equal to 255). The value of the histogram at a specific gray level $p$ is the number of image points with gray level value equal to $p$. The histogram of an image can be useful in many ways. It can be used to select a threshold value (or values) for segmenting an image into a foreground-background image, or it can be used to guide the filtering of an image [Ball 82]. Other applications include image enhancement and image encoding [Palv 82]. Sometime, it is desirable to compute the gray level histogram, not for each possible gray value, but for non-overlapping ranges of gray values. In the latter case, the range of gray level values is usually divided into equal intervals called the histogram bins. The Interval range is referred to as the bin width. The histogram value for a certain histogram bin is the number of pixels in the image with gray level intensity within the bin range

We now describe a simple algorithm to compute a histogram of a grayscale image stored in the leaf PE's of the NON-VON tree. We assume that the image has $n$ pixels ( $n^{1 / 2}$ on a side), and that the whole image can fit in the leaf PE's of the NON-VON tree. Also, we assume that the histogram to be computed contains bins. For each histogram bin,
the algorithm first marks all leaf PE's corresponding to image pixels with gray level value falling in this bin range. A vector variable HIST_SUM is then set equal to 1 in the marked leaf PE's and 0 elsewhere. Note that the marking operation is performed concurrently in all leaf PE's, and therefore requires a fixed number of instructions for execution. The marked PE's are then counted using the tree connections. The counting operation consists of $h$ steps, where $h$ is the height of the tree. In each counting step, each parent node in the tree sets the value of its vector variable HIST_SUM equal to the sum of the same vector variable in its two children. Thus, the counting operation executes in a time proportional to the NON-VON tree height (logarithmic in the number of PE's) This simple algorithm thus executes in time proportional to the product of NON.VON tree height and the number of histogram bins $(O(b \log n))$ The computed histogram values can be stored in the CP , or can be stored in the NON-VON tree for further processing. It should be noted that during the counting operations only PE's on a certain level are performing a useful work at any specific time. Actually, the marking and counting steps described above can be interleaved, resulting in a more efficient algorithm

In general terms, the new algorithm involves the repetition, a number of times equal the number of bins in the histogram, of a sequence of a marking operation followed by a counting operation step. Then the count operation steps are repeated a number of times equal to the
number of tree levels. Before a formal description of this SLMD-pipelined algorithm and its time analysis are given, we describe the variables used in our algorithm. The vector variable GRAY_VALUE in leaf PE's is used to hold the gray level intensities of the original image. The vector variable HIST_SUM in all PE's is used to store the partial sums resulting from counting the marked PE 's for a specific bin in the histogram. The vector variables HIST_VAL and BIN_VAL are used to store the values of the histogram and the corresponding bin values in the NON-VON tree. The scalar variable num_s stores the number of computed histogram values which have been reported to the CP. The scalar variable count keeps track of how many histogram bin values have been broadcast (the number of mark operations performed), while the scalar variable value contains the minimum value in the bin range to be broadcast The scalar variables nbins and buid denote the number of histogram bins to be computed and the bin-width, respectively. The variable buid is computed by dividing the histogram range by the number of bins. The N-PASCAL procedure follows:
/*The following procedure adds to the integer variable $Z$ in each PE the value of the two variables $X$ and $Y$ in its two children. */

Procedure add_chtp(var X, Y, Z: Integer); vector var

TENP integer,
begin
/* 1 read the value of left child variable $X$ into TEMP. Add this
value to the value of the vector variable $Z$, and store the sum in $Z$.

N_RECV8(LC, X, TEMP);
$\mathrm{N}^{-} \operatorname{ADD}(\mathrm{Z}, \mathrm{TEMP}, \mathbf{Z})$;
/* 2 Repeat step 1 for the right child and $Y$ instead of $X$ */

N_RECV8(RC, Y, TEMP);
$\mathrm{N}^{-} \operatorname{ADD}(\mathrm{Z}, \mathrm{TEMP}, 2)$;
end,

Procedure gray_level_histogram(h: Integer);
label 2, 4, 7,
var
value, count, num_s, nbine, bwid: Integer;
vector var
HIST_VAL, BIN_VAL integer;
HIST SUM integer;
LEAF boolean,
begin
/* 1 Initialize the scalar variables value, count, and num_s in the $C P$, and the vector variables $B I N, V A L$, and HIST_VAL in all PE's. */
value $=0 ;$ count $=0 ;$ num_ $=0$;
BIN VAL $=-1$;
HIST_VAL $=-1$;
/* 2. Set the vector variable HIST SUM equal to zero in all leaf PE's. The procedure mark_leal sets the vector variable LEAF equal to 1 only in leaf PE's. /

2 mark leaf(LEAF);
where LEAF = true do HIST_SUM:=0;
/* 3 This is the marking step. Enable only the leal PE's with gray
level value falling within the current bin range. Set the vector variables HIST_SUM equal to 1 in the enabled PE's. */

```
where ((LEAF \(=\) true) and (value \(<=\) GRAY VALUE)
    and (GRAY_VALUE < value+bwid))
    do HIST_SUM:= \(\overline{1 ;}\)
```

/* 4 This is a counting operation step. It is performed by setting the variables HIST_SUM in each PE equal to the sum of the HIST_SUM variables in its two children. The function add_chtp $(x, y, z)$ adds the two variables $x, y$ in LC and RC respectively and stores the sum in the variable $z$ of their parent node. */

```
4: add_chtp(HIST_SUM, HIST_SUM, HIST_SUM);
```

/* 5 If all the marking operations have been performed (nbins of them) and the number of counting steps is larger than the tree height, then skip the next step which computes the new bin range. */

```
if ((count = nbins) snd (count > = h))
    then goto 7,
```

/* 6 Increment count by one, and compute the new bin range by incrementing value by buid. If the number of count steps is less than both the tree heaght and the number of bins, then perform another marking operation. If the first bistogram value has not arrived to the root. then perform another count step; otherwise read a histogram value from the tree root. /

```
count = count + 1,
value = value + burid;
If ((count < h) and (count < nbins))
    then goto 2;
If ((count < h) and (count >= nbins))
    then goto 4;
```

/* 7 Read a histogram value. this is performed by reading the value HIST SCM in the root of the NON-VON tree. Store the reported value back in the NON-VON tree. Select a PE (HIST_VAL equal to -1) to
store the histogram value /

7 N_RECV8(LC, HIST _SUM, N_GG8); where HIST_VAL $=-\overline{1}$ do $\mathbf{N}_{\text {_ }} \overline{\mathrm{Al}}:=$ true elsewhere $\overline{\mathrm{N}}$ Al $=$ false; N_RESOLVE(),
where N _Al = true do
N_BRŌADCAST8(N_GG8, HIST_VAL);
/* 8. Increment the number of stored histogram values (num_o) by one. If all histogram values have already been stored, then stop. If not, then check to see whether to perform another counting step, or a marking operation */
num_s $=$ num_o +1 ;
If num s < nbins then
begin
If count $=$ nbins then goto 2
else goto 4,
end,
end,

Steps 2, 3 (constituting the match operation), 5, and 6 are executed a number of times equal to 6 , while step 4 (the counting operation step) is executed $h+6$ times, where $h$ is the height of the tree. Therefore the time required to execute the histogramming algorithm is of $O(b+h$ ) (or in terms of the image size $n, O(b+\log n))$ Appendix $B$ contains the NON-VON 3 code for the above algorithm. For a $128 \times 128$ NON-VON 3 machine and $a$ histogram with 64 bins, the algorithm executes in approximately one msec. By way of comparison, 120 msec is required on a $128 \times 128$ MPP machine [Pott 83], and 17.5 msec on a $32 \times 32$ DAP machine [Mark 80]. The numbers given above are for


Figure 5-1: The Gray-Scale Image Histogram gray-scale images of the same size as the machine size. If the image is larger than the NON-VON tree, then each leal PE would hold more than one image point. If each leaf PE holds $k$ image points, then the time needed to execute the histogram increases approximately by a factor of $k$ Figure $5-1$ shows a 128 -bin histogram of a $32 \times 32$ gray-scale image, as computed by the functional simulator using the algorithm described in this section

The histogram algorithm described in this section can be easily adapted
to compute different variants of the image histogram For example, computing the bistogram of a subimage involves changing Step 2 to enable the subset of leaf PE's in the subimage instead of all the leaf PE's. A cumulative histogram of a gray-scale image is a function that gives for each gray level $p$ the number of pixels that have gray level values less than or equal to the value $p$. To compute a cumulative histogram, we create a new scalar variable in the $C P$, initialize it to zero, and add to it the histogram values as they are being reported to the CP. The accumulated values are then stored in the NON-VON tree. A normalized histogram can be computed from the accumulated histogram by dividing its values by the number of pixels in the image.

### 5.2. Thresholding

Thresholding is one technique that is used for image segmentation in Image understanding applications. Image segmentation is concerned with identifying areas of the image that are homogeneous with respect to one or more characteristic. Examples of such characteristics include intensity, continuity, and range. One approach to image segmentation separates image "objects" from the "background". The resulting image is referred to as an object-background image. For a gray-scale image, for example, this technique picks a threshold value from the image histogram and uses that value to divide the set of image points into object points background points [Ball 82] The object points are those pixels which have a gray level value exceeding the threshold value, all other pixels are
background pixels. There are many techniques for selecting a threshold value [Cast 79]. The choice of a certain technique depends on the nature of the image under consideration. Assume, for example, that the objects pixels are predominantly dark, while the background pixels are light. The histogram of such an image might have two peaks, corresponding to the dark and light regions.


Figure 6-2: A Bimodal Histogram
Such a histogram (Figure 5-2) is called a bimodal histogram. One way to pick a threshold value is to search the histogram and find a minimum separating the two peaks

The N.PASCAL algorithm for segmenting the image into objects and background based on a single threshold value follows:

Procedure seg_by_thresholding(thr: Integer);
begin -
/* 1 The threshold value thr is compared with the variable GRAY VALUE, which holds the gray level value. If GRAY VALUE is larger than or equal to thr, then the globally defined local one-bit variable BINARY is set to 1 and the point is an object point; otherwise the point is a background point and BINARY is set to 0 . /
where GRAY VALUE $>=$ thr do BDNARY = true elsewhere $B \bar{N} A R Y=$ false;
end,

The algorithm executes a fixed number of instructions, independent of the number of pixels in the image. The NON-VON 3 code for this algorithm is provided in Appendix B ( 6 NON-VON 3 instructions). The time required to execute the algorithm is $1.5 \mu s e c$ Figure 5-3 shows the binary image resulting from thresholding the gray-scale image whose histogram is shown in Figure $5-1$ using the gray intensity value of $\mathbf{8 0}$

Image segmentation based on a single threshold value is useful only in simple situations [Ball 82] For example, a common problem with the single threshold method occurs when the image has a background of varying gray levels. A spatially varying threshold can be used to segment the image in such a case [Ball 82]. In this method, the image is divided into subimages and a threshold is computed for each subimage based on the histogram of this subimage as described earlier. These subimages typically correspond to separate subtrees The entire image is then segmented by segmenting each subimage using its own computed


Figure 5-3: The Binary Image After Thresholding threshold value. The threshold value computed for a subimage is stored in the root of the subtree corresponding to this subimage. Thresholding can then be performed by broadcasting the separate threshold values simultaneously from the roots of all subtrees to all the PE's in their respective subtrees. Step 2 of the thresholding algorithm described in this section is then executed. This approach can be thought of as a MSLDD approach with each subtree representing an image for which thresholding is applied. Other segmentation methods based on thresholding, such as bierarchical refinement (recursive region splitting),
can be performed in a similar manner [Ball 82]

### 5.3. Image Correlation

Correlation techniques are widely used in many image understanding tasks, including simple filtering to detect a particular feature in an image, edge detection, image registration, motion and stereo analysis, and object detection by template matching [Ball 82]. Image correlation involves determining the position at which a relatively small template image best matches the input image. The correlation function reflects how well the image data match the template image for each possible template location. Image correlation is a representative of a wider class of image operations known as local operations (also referred to as window-based operations). In local operations, the output value at a specific point is a function of the image values at this point and at a number of points in its immediate neighborhood. Techaiques and algorithms developed in this section to compute image correlation are applicable to many other local operations

In what follows, we present several numerical measures of the correlation function. Let us assume an image array $X$ and a template array $Y$, with $z$ and $y$ representing the elements of $X$ and $Y$ respectively. One correlation measure is the Euclidean distance, $d$, defined for each possible relative location of the input image and the template as follows:

$$
\begin{equation*}
d^{2}=\sum(x \cdot y)^{2} \tag{array}
\end{equation*}
$$

The value of $d$ is zero for an exact match. There are other correlation measures which are variations of this basic measure. One of these measures is the covariance of the template with a portion of the input area, which is defined as follows [Sieg 81a]:

$$
\begin{equation*}
\mathrm{S}_{x y}=\sum x y-\left(\sum x \sum y\right) / A \tag{52}
\end{equation*}
$$

where $A$ is the area of the template. Large positive covariance values indicate similarity between the image and the template, while large negative values indicate similarity between a positive and a negative image. Values near zero indicate no similarity. Another correlation measure is a normalized version of $S_{x y}$ and is defined as [Sieg 81a):

$$
\begin{equation*}
\mathrm{R}_{z y}=\mathrm{S}_{z y} /\left(\mathrm{S}_{z z} \cdot \mathrm{~S}_{y y}\right)^{1 / 2} \tag{5.3}
\end{equation*}
$$

One way to visualize the computation of the correlation function is to imagine $a$ template scanning the image at all possible offsets, computing the correlation at each offset, and storing these correlation values for later computations. On a sequential machine, the time required to execute such a function is $O(n m)$, where $n$ is the number of pixels in the Image and $m$ is the number of pixels in the template.

A basic operation that is performed repeatedly in the parallel image correlation algorithms described in this section is the image shift
operation. In this operation, the whole image stored at the leaf PE's is shifted one or more positions in the right, left, up, or down direction The image shift operation invoives the transfer of all the image elements and is thus communication-intensive, accounting for a high percentage of the local operation execution time on the present version of NON-VON 3 In the next subsection, we describe two algorithms to perform this operation for both gray-scale and binary images. In the following subsection, we present the algorithms for image correlation -

### 5.3.1. Image Shift Algorithms

The algorithm for shifting a binary image involves reporting the size and location information of the black rectangles, one by one, to the CP using the RESOLVE instruction. For each reported rectangle, the new location of the rectangle is computed using the reported location and the horizontal and vertical shifting required. The new location information and the rectangle size are then broadcast to all the PE's in the tree. All leaf PE 's corresponding to pixels falling within the rectangle boundary set their BINARY1 variable equal to 1 The boolean variable BINARY1 is initialized to the value 0 The binary image tree representation of the shifted image can be then computed as described in Chapter 4. The algorithm just described does not perform "image wraparound". As a result, parts of the original image, determined by the amount of shift, no longer exist in the shifted image. The algorithm can be modified to perform image wraparound as follows If the reported rectangle in its
new position contains a portion which is outside the boundary of the image, then this portion wraps around. To perform this wraparound, the rectangle in its new location is shifted horizontally by a distance equal to the width of the rectangle, then vertically by a distance equal to the rectangle length. Finally, it is shifted vertically and horizontally a distance equal to its length and width, respectively. The direction of the shift is opposite to the original shift direction. For example, if the original shift is in the east and south directions, then the wraparound shifts are performed in the west and north directions. If the portion of the rectangle to be wrapped around totally exists on the east or west side of the image, then only a horizontal shift is needed. On the other hand, if this portion exists only on the north or south sides of the image, then only a vertical shift is needed

We now describe a non-wraparound N-PASCAL algorithm to shift an Image $i$ places in the horizontal direction and $j$ places in the vertical direction Positive values of $i$ and $j$ indicate image shifts in the right and down directions, respectively while negative values indicate shifting the image in the left and up directions

Procedure bimage_shift(i, j Integer , $k$ char); label 2, 4;
ver
i1, j1, k1 Integer;
$x, y, l, w$ integer;
vector var
BINARY1, REPORTED boolean;
begin
/* 1. Initialize the vector variables BLNARY1 and REPORTED REPORTED is set equal to 1 only for rectangles to be shifted The character scalar variable $k$ specifies the type of rectangles to be used in the shift operation. */

```
if \(k=\) ' B ' then \(k 1=1\)
    else \(k 1=0\);
if \(k 1=1\) then BINARY1 \(=\) false
    else BINARY1 : = true;
REPORTED = false;
where \(\operatorname{FQUAD}=k\) do REPORTED \(:=\) true;
```

/* 2 Select a PE corresponding to a rectangle in the binary image tree representation that has not yet been reported. Report its size and address information to the CP. If there are no PE's satisfying this condition, the shift operation is done */

2
where REPORTED = Palse do N_Al = true elsewhere $\mathrm{N}_{\text {_ }} \mathrm{Al}=$ false,
/* The function N RESOLVE selects a single PE among the enabled PE's It returns 0 if there are no enabled PE's. */

```
if \(N\) _RESOLVE() \(=0\) then goto 4 ,
where N _Al \(=\) true do
    begin
        N_REPORT8(XADD, \(x\) ),
        \(\left.\mathbf{N}^{-R E P O R T \&(Y A D D}, \boldsymbol{y}\right)\);
        \(\mathbf{N}^{-R E P O R T 8(X S D E, ~ w) ; ~}\)
        \(\mathrm{N}^{-}\)REPORT8(YSDE, l):
        \(y=y+j\).
        \(x=x+i\)
        REPORTED = true;
    end,
```

variable BINARY equal to 1 only in those leaf PE's corresponding to pixels falling within the boundary of the rectangle. */

```
    where (XADD \(>=x\) ) and (XADD \(<x+w\) )
    and (YADD \(>=y\) ) and (YADD \(<y+l\) ) do
    if \(k 1=0\) then BINARY1 \(:=\) false
        else BINARY1 = true;
    goto 2,
```

4. 

end;

The algorithm executes in time proportional to the number of black rectangles in the binary image tree representation of the image Typically, this number is of $O(d)$, where $d$ is the diameter of the image [Dyer 82a], as will be discussed in Chapter 6. Thus, the time required to execute this operation is typically $O\left(n^{1 / 2}\right)$, where $n$ is the image size Alternatively, the white rectangles can be used in place of the black rectangles The only change involves initializing the BINARY1 variable to 1 in Step 1, and setting it to 0 in step 3 . If the number of white and black rectangles is known in advance, this decision may be made in such a way as to minimize number of rectangles to be processed. Note that the distance to be shifted in both the the horizontal and vertical positions does not affect the execution time of the algorithm. The NON-VON 3 code (Appendix B) executes about 40 instructions per reported rectangle. Thus, shifting a $128 \times 128$ binary image containing 500 rectangles requires about 5 msec . Figure 5-4 depicts the results of shifting the binary image of Figure 5-3 three pixels in the right directions and 5 pixels in the up direction. Two cases are shown in the figure, the

Figure 5-4: Binary Image Shifing

(a) Without Wraparound

(b) With Wraparound
first one, Figure 5-4-a, is shifting without wraparound and the second case, Figure 5-4-b, shows the wraparound effect.

Next, we describe the algorithm to perform gray-scale image shifting. For the sake of simplicity, we consider the case of shifting the gray-scale image one position in the left direction. Slightly modified versions of this algorithm may be used to shift the gray-scale image in other directions.

Recall that gray-scale images are stored in the leaf PE's, and that the leaf PE's of a subtree in the NON-VON tree correspond to a block of the stored image. Figure $5-5$ shows two adjacent $k \times k$ blocks of the image and the NON-VON tree representation of these two subimages Shifting the image one position in the left direction involves transferring $k$ image values from subtree number 1 to subtree number 2 through the common root of the two subtrees (PE3). This operation can be performed in parallel for all subimages of size $\boldsymbol{k} \times \boldsymbol{k}$, using the PE 's at the level corresponding to rectangles of size $2 k \times k$

The procedure to transform the $k$ elements sends the elements to be shifted up the tree one by one in a pipelined fashion After a number of steps equal to the height of the subtree $(2 \log k)$, the first element reaches the root of the source subtree, PE1. This element is then transferred to the root of the destination subtree, PE2, through the common root of the two subtrees, PE3 At this point, the algorithm

Figure 5-5: A $2 k \times k$ Subimage and its NON-VON Tree Representation

(b)

starts sending the elements as they arrive to PEl to PE 2 through PE 3 Each time an element is transferred to PE2, the algorithm moves the elements that have arrived to PE2 one level down the destination subtree. Thus, in time proportional to $(k+\log k)$, image elements on the boundary of $k \times k$ subimages are shifted one position left. Shifting the whole image includes repeating this operation for
$k=1,2,4, \ldots,\left(n^{1 / 2}\right) / 2$
where $n$ is the image size. The time required to shift the whole image is proportional to the sum of $1,2,4, \ldots,\left(n^{1 / 2}\right) / 2$, which is equal to $n^{1 / 2}-1$. Thus, the time required to shift the whole image one position left is of $O\left(n^{1 / 2}\right)$

The N-PASCAL algorithm to perform the shifting of $k$ elements on the western boundary of a $k \times k$ subimage to the neighboring $k \times k$ subimage follows

Procedure subimage_left_shif(k, $h$ integer);
var
$i, j$ integer;
vector var
REL_X, REL_Y, SHIFT VALUE integer;
SH_LC, SH_̄̄C, SH_P, GRAY2_VALUE Integer; LEAFF: boolean;
/* The following procedure enables in each subtree the PE corresponding to element number $i$ among the elements to be shifted and reads its gray-scale value into the vector variable SHIFT_VALUE. SHIFT _VALUE is set equal to 0 in all other leaf PE's. */

```
Procedure pick_element(n integer),
begin
    where LEAF = true do
        _begin
            SHIFT_VALUE \(=0\);
            where (REL_X \(=0\) ) and (REL_Y=n) do
                        SHIFT_VALUE = GRAY_VALUE;
        end
end
```

/* The following procedure sends the elements to be shifted one level up the tree */

Procedure move_up; begin
where LEAF = false do
begin
N RECV8(LC, SHIFT VALUE, SH_LC);
$\mathrm{N}^{-}$RECV8(RC, SHIFT ${ }^{-}$VALUE, $\mathrm{SH}^{-} \mathrm{RC}$ );

end.
end
/* The following procedure enables a single PE in each subtree corresponding to the destination element $i$ and assigns the value of SH _P to its GRAY2_VALUE vector variable. */

Procedure assign_element( $n, m$. Integer);
begin
where (LEAF $=$ true) and (REL_X = $m$ ) and (REL_Y $=n$ )
do GRAY2_VALCE- $=S H_{-} P$.
end.
/: The following procedure sends the elements of the vector variable SH _P one level down the tree "/

Procedure move_down; begin

$$
\stackrel{\mathrm{N}}{\mathrm{~N}} \mathrm{RCl} 8\left(\mathrm{P}, \mathrm{SH} \_\mathrm{P}, \mathrm{SH} \_\mathrm{P}\right) ;
$$

end,
/* The following procedure assigns to the variable SH_P in the root of subtree 2 the value of the variable SHIFT_VALUE in the root of the subtree 1 */
procedure move_around;
begin
N_RECV8(RC, SHIFT_VALUE, SH_RC);
$\mathrm{N}^{-}$SEND8(LC, SH_RC, SH_LC);
$\mathrm{SH}^{-} \mathrm{P}=\mathrm{SH} \mathrm{LC}$;
end
/* This is the main procedure: */
begin
/* 1. Compute the address of each image point relative to the $k \times k$ block in which it exists, and mark leaf PE's. */

REL_X $=X A D D \bmod k ;$
$\mathrm{REL}_{-}^{-} \mathrm{Y}=\mathrm{YADD} \bmod k$;
mark_leaf(LEAF);
/* Now start calling the various procedures to move the boundary elements between the two blocks. Note that $h$ is the number of the level where the roots of the subtrees exist. */

```
for \(i=1\) to \((k+2 * h)\) do
    begin
        If \(i<=k\) then pick_element( \(i\) - 1 );
        If \(i<=k+h\) then move_up;
        If \(i>=h\) then move around,
        if \(i>h\) then move_down;
        If \(i>=2^{*} h\) then assign_element(i - \(\left.2^{*} h, k\right)\);
    end
```

end

The NON-VON 3 code for this procedure is included in Appendix B To shift the whole gray-scale image one position, this procedure is called with values of $k$ ranging from 1 to $n^{1 / 2} / 2$. (The cases of $k$ equal to 1 and 2 can be actually programmed differently as they consist only of few tree communication steps.) For each element shifted, 48 instructions are executed, requiring $12 \mu \mathrm{sec}$. The time required to shift the whole binary image is proportional to image side length. For a $128 \times 128$ gray-scale image, 16 msec is needed to shift the whole image one pixel to the left. Shifting the gray-scale image more than one pixel is performed by executing this algorithm a number of times equal to the number of shifts required.

Adding one-bit mesh connections to the leaf PE's of the NON-VON machine should reduce significantly the time required for gray-scale image shifting Such connections allow single-pixel shifts in $2 \mu \mathrm{sec}$ for gray-scale Images shifting, and 250 nsec for binary images. Unlike the algorithm described above to shift binary images, however, this approach would require additional time for shifts of more than one pixel

### 5.3.2. Image Correlation Algorithms

In this subsection, we describe two algorithms to perform the cross correlation operation on the NON-VON machine. The cross correlation value at a certain position in the image is defined as

$$
\text { crose_correlation }=\sum_{i=1}^{m} x_{i} y_{i}
$$

where $y_{i}$ :e the template elements, $x_{i}$ are the image elements covered by the template elements, and $m$ is the number of template elements. The first algorithm is a direct parallel implementation of the standard sequential machine algorithm The second one uses the tree structure of NON-VON to reduce the number of image shifts required to compute the correlation, thus reducing the time required to execute these operations

The first algorithm starts by initializing the variable CORR_VAL, which stores the correlation function value in each leaf $P E$, to zero Each leaf PE then computes the correlation function term corresponding to its own pixel value and adds the resulting value to the variable CORR_VAL To compute the rest of the correlation function terms, each leal PE reads the value of image points in its neighbor PE 's using the shift operation, as described in the previous section. For each value read, a term in the correlation function is computed by each of the leaf PE's and its value is added to the vector variable CORR_VAL. Consequently, the algorithm consists of a repeated sequence of image shift and compute steps This sequence is repeated a number of times depending on the template size For example, if we have a $3 \times 3$ template, the sequence is repeated eight times (template size - 1 ).

We now describe the first image correlation algorithm in N-PASCAL For simplicity, we assume that the template size is $3 \times 3$ and that the
correlation function is the sum of products of image elements and template elements The correlation function value is stored in the image element under the center pixel in the template

The N-PASCAL algorithm follows:

```
Procedure image_corrl;
var
    i integer;
    temp array[0 8] of integer;
vector _var
    G_VAL1,CORR_VAL integer;
    LEAF boolean;
begin
```

/* 1 Initialize the vector variable CORR_VAL and compute the first term of the correlation function. */

CORR VAL $=0$.
CORR_VAL $=$ CORR_VAL + temp lo] * GRAY_VALUE.
/* 2 Compute the rest of the correlation terms. The function shift _l $\mathbf{l}, \mathrm{Y}$ ) shifts left the image represented by the vector variable $\mathbf{X}$, and stores the result image in the vector variable $Y$. Shift_u, shift _d, and shift _r are defined similarly */
shift _l(GRAY_VALUE, G_VAL1),
CORTR_VAL $=$ CORR_VAL + temp $[1] * G$ _VA LI
shift d(G_VALl, G_VAL1).
COR $\bar{R}$ _V $\bar{A} L=C O \bar{R} R$ _VAL + temp $|2| * G$ _VAL
shift I(G VAL1, G CALl);
$\operatorname{COR} \bar{R}$ _VAL $=C O \bar{R} R$ _VAL $+\operatorname{temp}\left\{3 \mid * G \_V A L 1\right.$.
shift_r(G_VAL1, G_VAL1);
COR $\bar{R}$ _VAL $=C O \bar{R} R$ _VAL $+\operatorname{temp}(4]^{*}$ G_VALl ;

```
    shift_r(GRAY_VALUE, G_VAL1);
    CORT _VAL \(\equiv\) CORR_VAL + temp \([5]\) * G_VAL1;
    shift_u(G_VAL1, G_VAL1);
    \(C O R \bar{R} \_V \overline{A L}=C O \bar{R} R \_V A L+t e m p[6] * G \_V A L 1\);
    shift l(G VAL1, G_VAL1);
    \(\operatorname{COR} \bar{R}\) _VAL \(=C O \bar{R} R \_V A L+t e m p[7]\) * \(G \_V A L 1\);
    shift I(G VAL1, G VAL1);
    \(\operatorname{COR} \bar{R} \_\overline{\mathrm{VAL}}=\mathrm{CORR} \_\mathrm{VAL}+\operatorname{temp}[8]\) * G_VALl .
end;
```

Note that the order in which the image shifts are performed depends on where the value of the operation is to be stored. The time required to execute the function is $O(m(s+c)$ ), where $m$ is the template size, $c$ is the time required to compute a term in the correlation function, and $s$ is the execution time of the image shift operation. On the present version of NON-VON, the image shift time is $O\left(n^{1 / 2}\right)$ for typical images, where $n$ is the amage size Thus, the time required can be expressed in terms of image size as $O\left(m\left(n^{1 / 2}+c\right)\right.$ ). In the N-PASCAL procedure described above the correlation function term is computed by multiplying two 8 -bit integers, and then performing a 32 -bit integer add (for a 15 -level tree) This operation takes about $30 \mu \mathrm{sec}$ on the present version of NONVON 3. The image shift operation for a $128 \times 128$ image takes about 16 msec , on the present version of NON-VON, as stated earlier Therefore the computation time is very small compared to the shift time For a $3 \times 3$ template, the correlation function as defined earlier executes
in 128 msec . On a mesh-connected machine, the image shift operation is performed in constant time, and the computation of image correlation thus requires only $O(m c)$ time. For templates of different sizes, the same procedure can be adapted to compute the correlation function value Note that the time required to execute the procedure on the present version of NON-VON (which lacks mesh connections) is dominated by the image shift time

The second approach treats the whole image as a number of subimages stored in the leaf PE's of NON-VON subtrees. Each subimage contains all local image information required to compute the correlation for a subset of its points The image correlation for these points is computed for all subimages in parallel Computing the correlation function for image points on the boundary of subimages requires image information from neighboring subimages This is the only case in which the image shifts are required. Figure 5-6 depicts a subimage of size $4 \times 4$ and a template of size $3 \times 3$ There are 4 points in this subimage (points 1 to 4) at which the correlation function can be computed using only the subimage values

The computation of the correlation function for these four points is performed by storing the template for each position in the leaf PE's, such that PE's that are not covered by the template have template value zero This is equivalent to scanaing the template all over the subimage, and at


Figure 5-6: Image Correlation Template in a $4 \times 4$ Subimage
each of the positions where all the subimage elements covered by the template exist, the correlation function is computed. For a $3 \times 3$ template, four template values must be stored in each PE. This is performed for all PE's in time proportional to the template size. The correlation function is then computed in the leaf PE's, and the results are compiled using the tree connections in each subtree root. Shifting the whole image one position to the left enables us to compute the correlation function for points 5 and 6 Shifting the resulting image one
position down makes it possible to compute the function at points 7 and 8 Similarly four shifts enable us to compute the function at points 9 through 16. Note that only six image shifts are required in this approach instead of eight shifts in the standard algorithm described earlier in this section. The number of shifts required is given by the following equation:

$$
\begin{equation*}
\text { number of shifts }=\left(s-k^{2}\right) / k \tag{55}
\end{equation*}
$$

where is the subimage size, and $k \times k$ is the number of points at which the correlation function $c a n$ be computed using the subimage information. The value of $k$ depends on both the template size and the subimage size. For example, if the template size is $5 \times 5$ and the subimage size is $8 \times 8$, then $k$ is 4 and the number of shifts required is 12 instead of the 24 required by the first approach.

We now present the N-PASCAL algorithm to compute the image correlation, assuming subimages of size $4 \times 4$ and a template of size $3 \times 3$

Procedure image_corr2; var
i: integer;
temp: array |1.4,1.16| of Integer; vector var

G_VAL1, G VAL2 integer,
CORR_VAL-integer.
TEMP 1 array 1 1 4] of integer;
LEAF boolean,

```
Procedure comp_corr(i integer);
var
    j: integer;
vector var
    CORR_L, CORR_R, X, Y, NO: integer;
begin
/* 1. Compute the correlation terms at the leaf level. */
    X = Y * TEMPl[i];
/*2. Add the terms together using the tree connections. */
    for j=1 to 4 do
        begin
            N_RECV8(LC, X, CORR_L);
            N-RECV8(RC, X, CORR_R);
            X = CORR_L + CORR_R;
        end;
```

/* 3 Send the result back to the leaf PE's. */
for $j=1$ to 4 do
N_RECV8(P, X, X),
/* 4 Enable only PE's in position i in the subimages and store the
correlation function value in the variable CORR_VAL */
where NO $=\mathbf{i}$ do CORR_VAL $=\mathbf{X}$;
end
begin
/* 1. Compute the correlation function for points at positions 1 through 4 The function comp_corr(i) computes the correlation function at position 1 "/

$$
\text { Por } i=1 \text { to } 4 \text { do }
$$

comp_corr(i);

```
    /* 2 Compute the rest of the correlation terms */
    shift_l(GRAY_VALLE, G_VAL1),
    comp_corr(5), comp_corr(6),
    shift_d(G_VALl, G _VAL2);
    comp_corr(7); comp__corr(8);
    shift _u(G_VAL1, G _VAL2);
    comp_corr(15); comp__corr(16);
    shift_r(GRAY _VALUE, G_VAL2);
    comp_}\operatorname{corr}(9), \overline{comp_corr(1\overline{0});
    shift_u(G_VAL2, G_VAL1);
    comp_corr(11); comp_corr(12);
    shift _u(G _VAL2, G _VAL1);
    comp_corr(13), comp_corr(14),
end
```

The above N-PASCAL algorithm executes in time proportional to $(j(s+k \log a))$, where $j$ is the number of shifts, $s$ is the shift time, $k$ is the number of correlation function values computed after each shift, and $a$ is the area of the subimage This time is agan dominated by the tume required to perform the image shifting In the case of $3 \times 3$ templates, this tume is approximately 96 msec

The performance figures presented above clearly indicate that if tree communication is used to shift the whole image in any direction, then this time dominates the execution tume of local operations on the present version of VON -VON Adding the capability of fast image shifting to

NON-VON speeds up these operations considerably There are several ways to add this capability The simplest and most direct approach is to incorporate a single-bit mesh connections at the leal level, as is in fact currently planned. A second possible solution would be to add the mesh connections at an intermediate level, reducing the complexity of the machine wiring. For example, if the mesh connections are incorporated at the second level above the leaves, the required number of wires is reduced by half. This, however, will increase the time required for image shifting

We are also considering a slight modification to the current PE design, by adding a second special rotating register, that will result in byte multiplication being performed in about $30 \mu \mathrm{sec}$ instead of $30 \mu \mathrm{sec}$ on the present version. The fast multiplication will reduce significantly the execution time in case of adding mesh connections. Based on these two proposed modifications to the NON-VON hardware, we have computed the expected execution time for the image correlation operations. Table $5-1$ summarizes these projections

# Table 5-1: Execution Time for Some Low-Level Operations on Parallel Machines 

|  | ICL DAP | MPP | $\begin{aligned} & \text { COL-vol } 3 \\ & \text { (vithoot mesh } \\ & \text { conaections) } \end{aligned}$ | $\begin{aligned} & \text { I0I-v0I } 3 \\ & \text { (vith mesh } \\ & \text { coasoctioas) } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| Speed (YIPS) | 5.0000 | 10.0000 | 4.0000 | 4.0000 |
| Execution time <br> a. Histogran (naec) <br> (i28 128 inage, 258 bins) | 70.0000 | 120.0000 | 4.0000 | 4.0000 |
| b. Thresholding ( $\mu \mathrm{sec}$ ) | -- | 2.5000 | 1.5000 | 1.5000 |
| c. Binary inage shifting (nec) | -- | 0.0001 | 6.0000 | 0.00025 |
| d. Gray-acale inage shiftiog (nec) | -- | 0.0008 | 1.6000 | 0.0020 |
| - Cross corralation (3 1 3) asec | -- | 0.2000 | 9.6000 | 0.0500 |
| (717) | -- | 1.0000 | 27.0000 | 0.2500 |

## Chapter 6 Geometric Algorithms

Geometric operations usually accept binary images as their input and produce a symbolic description of the geometric properties of input image objects as their output The output of these operations usually results from combining image data that is found in distant parts of the image Consequently, these operations can be viewed as global operations performed on images Examples of these operations include identifying separate objects in the image and computing different geometric descriptions of these objects In this chapter, we describe algorithms for labeling image objects, and for computing some of their geometric properties, such as area, perimeter, genus, centroid, moments, and compactness Algorithms to perform set operations on binary images are also described. We assume throughout this chapter that the binary image is already stored in the tree, and that the binary image tree representation is constructed as described in Chapter 4

### 6.1. Connected Component Labeling

Connected component labeling is a basic operation in image analysis that identifies the disjoint regions of a binary image. The connected component labeling algorithm assigns unique labels to disjoint connected regions of a binary image as illustrated in Figure 6-1. The disjoint regions identified by the algorithm may be then analyzed separately using one label at a time.

We assume in this chapter that the image objects have been separated from their background using some segmentation procedure. Thresholding based on image histogramming, as described in the previous chapter, is an example of such a segmentation procedure. In describing the NONVON connected component algcithm, we assume that only the foreground components (the black areas) are to be labeled; but the same procedure can also be applied to background components (the white areas)

### 6.1.1. The Connected Component Labeling Algorithm

There are several algorithms for performing the labeling operation on a sequential machine depending on the data structure used to represent the image If for example, a two dimensional array is used, the classical sequential algorithm scans the binary image from left to right and top to bottom [Ball 82] For each foreground pixel (pixel with value ' 1 '), its left and top neighbors are examined. If they both have no labels assigned to

## (a) The input binary image
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(b) The labeled image
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Figure 6-1: Connected Component Labeling of a Binary Image
them, then the pixel is assigned a new label. If only one of them has a label, or both have the same label, then the examined pixel is assigned this label. If they have different labels, then the pixel is assigned the smallest of them, and an entry is created in an equivalence table taking note of the equivalence between the two labels. So, after one scan of the whole image, each pixel is assigned a label, and equivalence relations between labels are known. A second pass is thus required to reassign a unique label to pixels in the same equivalence class. This algorithm takes time proportional to the size of the image. For a $512 \times 512$ image ( 256 K pixels), this algorithm executes in about 300 seconds on a VAX 11/750 [Lumi 83] Other variations of the algorithm and their execution times for different image sizes are described in [Lumi 83]

A second algorithm on sequential machines that uses the quadtree data structure is described a [Same 81c] The average execution time of this algorithm is proportional to the sum of the black and white squares in the quadtree data structure representing the binary image A parallel algorithm that computes the connected components on an $n^{1 / 2} \times n^{1 / 2}$ mesh-connected parallel SMD computer in $O\left(n^{1 / 2}\right)$, is described in [Vass 80].

The .NON-VON algorithm described in this thesis scans the rectangles of the binary image tree representation of the image. The rectangles are scanned in terms of their size, rather than in terms of their location The

RESOLVE instruction is used to achieve that, and the reason for that is to eliminate the need for a second pass, as will be clear soon. For each rectangle, all neighbor rectangles (rectangles having a common boundary) are labeled with the same label. If any of the neighboring rectangles has already been assigned a label, then this equivalence case is noted Equivalence cases are limited by two at each step, and they are treated after each scanning step

The algorithm, as implemented on NON-VON, starts by assigning the label zero to all black rectangles of the binary image tree. The RESOLVE instruction is then used to report to the CP the black rectangles of the binary image one by one, in order of their sizes. This can be done simply by starting at the root level and enabling only PE's holding black rectangles at that level, and then reporting them to the $\mathbf{C P}$ in an order that depends on how the RESOLVE instruction is implemented This order is not important to our algorithm, since all rectangles on a specific level have the same size. After all the black rectangles on level i level have been reported, we enable the PE's with black rectangles in the next level $i+1$ down the tree and repeat the reporting procedure The algorithm terminates when all black rectangles in the leaf level have been reported *

For each reported rectangle, the CP assigns a new label if it has not already been assigned a label The CP broadcasts instructions to mark
and label all adjacent rectangles in different directions with the same label of the reported rectangle If during the adjacency test, any adjacent rectangle has already been labeled, then this adjacent rectangle and all rectangles having the same label value will be assigned the label of the reported rectangle. Another black rectangle is picked as described above and the labeling procedure is repeated. This procedure guarantees that all black rectangles are labeled, since all black rectangles are reported to the $C P$ and are assigned a label if they have not already have a label. One pass is enough because at each step, all rectangles that have been labeled and are adjacent to each other have the same label. During the execution of this algorithm, information about the common boundaries between rectangles will be stored locally at each node to be used later for computing some geometrical properties of different components

The algorithm is described more rigorously below using N-PASCAL. The vector variable COMP_LABEL is used to store the region label to which the rectangle belongs. The vector boolean variables $T E, T N, T W$, and $T S$ are used to indicate the existence of a common boundary between a rectangle and its neighbors in the east, north, west and south directions respectively The algorithm sets the value of these variables, such that if two rectangles share a common boundary, then this information is stored only in the smaller of the two rectangles. Another vector variable, REPORTED, is used by a rectangle to mark itself as
reported. The scalar variable newlabel is used to store a new unassigned label. While the scalar variable comlabel is used to store the label assigned to adjacent rectangles in adjacency testing respectively The scalar variable curlev will be used to refer to the current level from which the algorithm picks black rectangles.

In what follows, we describe the N-PASCAL algorithm to label the connected components of a binary image

Procedure connected_comp(no_level: INTEGER);
label 3, 6, 8 ;
var
newlabel, comlabel, curlev: integer;
$x, y, x s, y s, l$ integer,
vector var
TEAP. CUR LEV integer;
TE TN. TW TS TO BE LAB boolean;
AVY_AI, REPORTED, EQUTV boolean;
begin
/* 1 Initialize the scalar variables newlabel and curlev to 0 Set the variable CUR_LEV equal to the level number in all PE's. The procedure to perform this is very simple and is implicitly included in the code for initializing the NON-VON tree We will not describe this procedure here "/

$$
\begin{aligned}
& \text { newlabel }=0 \text {, curlev }=0, \\
& \mathrm{TW}=\text { false, } \mathrm{TE}=\text { false, } \\
& \text { TN }=\text { false; TS = false, } \\
& \text { REPORTED = false; } \\
& \text { set_level_number(CUR_LEV), }
\end{aligned}
$$

/* 2 Enable all PE 's corresponding to black rectangles ( $\mathrm{FQUAD}==^{\prime} \mathrm{B}^{\prime}$ ). Set the vector variable COMP LABEL (dclared in the main procedure) equal to 0 , and the variable REPPORTED to 1 */

```
where FQUAD = ' B' do
    begin
        COMP LABEL = 0;
        REPORTED = true;
    end,
```

    /* 3 Enable all PE's corresponding to black rectangles that have not
    been reported yet at the current level. If none is enabled and the
current level is the leaf level, then stop; else if none is enabled and the
current level is not the leal level then repeat this step for the next level
From the enabled PE's, select and enable only one PE. */
3
where (CURLEV = curlev) and (REPORTED = true)
do $\mathrm{N}_{\text {_Al }}$ : = true
elsewhere N _Al = false;
ANY_Al $=\overline{\mathrm{N}}$ _RESOLVE();
if ( $A \overline{N Y}$ _Al $=$ false) and (curlev $=$ no_levels) then
goto 8 ,
if (ANY_Al = true) and (curlev $<>$ no_levels) then
begin
curlev $=$ curlev +1 ;
goto 3.
end
/* 4 Report the address, size, and label information of the enabled PE to the CP Mark the enabled PE as being reported. If the rectangle associated with the PE has not been labeled before (COMP_LABEL = 0 ). then assign to it a new label Set comlabel equal to the label of the reported rectangle. */

```
where \(\mathbf{N}_{\text {_ }} \mathbf{A l}=\) true do
    begin
        N REPORT\&(XADD, x),
        N-REPORT\&(YADD, \(y\) );
        \(\mathrm{N}^{-}\)REPORT\&(XSDE, s ),
        N_REPORT\&(YSDE, \(y s)\),
        \(\mathrm{N}^{-}\)REPORT\&(COMP_LABEL, \(l\) ),
        REPORTED = false;
    end
```

```
if : = 0 then
    begin
        newlabel = newlabel + 1;
        -1 = newlabel;
    end
    comlabel = I,
    COMP_LABEL = 1,
```

/* 5 Test for adjacency in the four directions one at a time. This is done by broadcasting for each direction the range in which the location of the adjacent rectangles should lie. This range is computed using the reported rectangle size and location information. Only rectangles in this range will be enabled. If any of them has a label other than zero, then its value is reported to the CP. Only two rectangles at most can have their labels equal a value other than zero, as will be proven later All adjacent rectangles labels are set to comlabel. During check for adjacency, information regarding adjacency are stored in PE's. */

```
TO_BE_LAB = false, EQUTV = false,
where REPORTED \(=\) true do
    begin
        where ( \(\mathrm{XADD}=x+x s\) ) and (YADD \(<y+y s\) )
                        and (YADD \(>=y\) ) do
            begin
                    \(\mathrm{TW}=\) true
                    TO_BE_LAB = true
            end,
        where (YADD \(=y+y s)\) and (XADD \(<x+x s\) )
                        and (XADD \(>=x\) ) do
            begin
                \(\mathrm{TN}=\) true,
                TO_BE_LAB = true.
            end,
```

                where (YADD \(+\mathrm{YSDE}=\boldsymbol{y}\) ) and (XADD \(<x+x s\) )
                        and (XADD \(>=x\) ) do
            begin
                    TS = true,
                    TO_BE_LAB = true;
            end,
                where (XADD + XSDE \(=x\) ) and (YADD \(<y+y s)\)
    $$
\text { and }(\mathrm{YADD}>=y) \text { do }
$$

begin
$\mathrm{TE}=$ true $;$
TO_BE_LAB = true end;
end

```
where \(T O_{-} B E \_L A B=\) true do
    begin
        if COMP_LABEL \(=0\) do
            begin
                EQUIV = true
                TEMP \(=\) COMP_LABEL;
            end;
        COMP_LABEL = comlabel;
    end;
```

/* 6. This step takes care of the equivalence cases. For each adjacent rectangle with COMP _LABEL not equal to zero, broadcast the value of its COMP_LABEL. Set COMP_LABEL in all PE's having the same label value equal to comlabel */

6
where $\operatorname{EQUI}=$ true do $\mathrm{N}_{-} \mathrm{Al}=$ true elsewhere N _Al = false,
if $\mathrm{N}_{-} \operatorname{RESOLVE}()=0$ then goto 3
else $\mathbf{w h e r e} \mathrm{N}_{\mathbf{W}} \mathrm{Al}=$ true do
begin
EQUIV = false
N_REPORT8(TEMP, l);
where (COMP_LABEL $=1$ ) and (FQUAD $=$ ' $B$ ') do COMP_LABEL = comlabel.
goto 6 .
end;

8
end;

In Step 5, a crucial part of the algorithm's efficiency is due to the fact that at most two of the adjacent rectangles can have labels other than zero To prove this, we assume that rectangle 3 has been reported to the

CP and that without loss of generality we are looking for rectangles adjacent to it along its eastern boundary, as shown in Figure 6-2 Assume also that rectangle 2 is adjacent to rectangle 3 in the east direction as shown in Figure 6-2-a. Il rectangle 2 has been labeled before, then it must be adjacent to a rectangle 1 of size greater than or equal to rectangle 3 This is true because rectangles are reported to the CP in order of their size. Rectangle 2 can share a common boundary with rectangle 1 in the east, north, or south direction along the boundaries of the shaded area shown in Figure 6-2. From the way we build the binary image tree, we know that if rectangle 1 is to the east of rectangle 3 and is larger than or equal to it, then the distance separating them is greater than or equal to the width of rectangle 3 (L3). Thus, we conclude that if rectangle 2 is adjacent to both 1 and 3 , and rectangle 2 is smaller than or equal to rectangle 3 , then its width (L2) is equal to L3. There is only one rectangle that can satisfy this condition, as shown in Figure 6-2-b, where the two unique positions are shown In addition to rectangle 2 in the previous case, we can have only a second rectangle 2 that could have been labeled before because it is adjacent to a larger or equal size rectangle in etther the north or south direction as shown in Figure 6-2-b Figure 6-2-c shows the third possible case, where we have two rectangles (not necessarily of the same size) that have been labeled before, and which are adjacent to rectangle 3, and to larger or equal size rectangles in the north and south direction respectively


Figure 6-2: Cases of a Rectangle Adjacent to Two Rectangles

A similar proof is valid for adjacent rectangles in the other directions

Steps 3 through 7 are repeated a number of tumes equal to the number of black nodes in the image Each step consists of at most a fixed number of NON-VON instructions. Thus, the time the algorithm takes is proportional to the number of rectangles in the binary tree $O(B)$ If prior information about the adjacency for single pixels is known (for example, during the broadcasting of the image), then those rectangles with adjacencies only in one direction do not have to be reported to the CP once they are labeled.

The information obtained about the common boundaries between rectangles can be used not only to compute component properties in time proportional to the height of the NON-VON tree, but also to mark all boundary pixels with respect to a black region. This is a simple procedure, and it will not be described in this thesis. It executes in a time proportional to the number of black rectangles in the binary image tree Marking boundary pixels can be used in other algorithms, such as determining adjacency relationships between components

Note that in the labeling procedure, only binary image tree rectangles belonging to the connected component are being labeled. If all the image pixels contained within the connected components are also to be labeled, then a simple procedure that executes in time proportional to the height of the NON-VON tree may be used to perform this operation The oasic step in this procedure is to let each PE reads the label of its parent node, and only if this $P E$ corresponds to a non-gray rectangle that is not part of the binary image tree (FQUAD is equal to ' $N$ '), then the read value is stored in its LABEL variable This step is repeated a number of times equal to the tree height, after which all leaf PE's will have their LABEL variables set equal to the label value of the connected component to which they belong The N-PASCAL for this simple procedure follows

```
Procedure spread_label(no_levels INTEGER), var
```

```
    i integer,
vector var
    TEATP integer,
begin
    for \(i=2\) to no_levels do
        begin
            N_RECV8(P, COMP LABEL, TEMP);
            where ( \(\mathrm{FQUAD}=\left(\overline{\mathrm{N}^{\prime}}\right.\) ) do COMP _LABEL \(=\) TEMP;
    end;
end;
```

The NON-VON 3 code for this procedure contains 4 instruction per iteration. Thus for a 15 -level tree the procedure executes in approximately $16 \mu \mathrm{sec}$

### 6.1.2. Connected Component Labeling Simulation

The algorithm described in the previous section has been simulated on both the functional and instruction-level simulators. Figure 6-3 shows (a) a $32 \times 32$ binary image (the same as that of Figure $5-3$ ), that was input to the functional simulator and (b) the labeled foreground components The simulator has also been used to label background objects as shown in part (c) of Figure 6-3 The binary image representation of this image contains 64 black rectangles and 88 white rectangles it took about three seconds of actual (sequential) CPU time for the simulator to label all black components

The NON.VON 3 code for the algorithm executes using at most about 200 NON-VON instructions, per iteration, in case of the existence of two
equivalence cases in all directions.

With- a NON-VON 3 instruction cycle of 250 nsec, the algorithm execution time is approximately 05B msec, where $B$ is the number of black components. For an $n^{1 / 2} \times n^{1 / 2}$ binary image the average number of black rectangles in the binary image tree is $O\left(n^{1 / 2}\right)$ [Dyer 82] Thus the average case running time for the algorithm is $O\left(n^{1 / 2}\right)$. The average running time of the algorithm on NON-VON for a $512 \times 512$ image with 1000 black rectangles is about 50 msec. (We can always in a time proportional to the height of the tree compute the number of black rectangles in the NON-VON tree, and use that number to estimate the running time of the algorithm) The simulator was also used to compute some components properties based on the information produced by the connected component algorithm, as will be described in the next section.

### 6.2. Computing Connected Component Properties

In this section, algorithms that compute various shape properties of binary images are presented. This quantitative description of image shape properties is used to classify objects in the image, and is usually fed to high level vision procedures that interpret the image Area, perimeter, moments, centroid, compactness, eccentricity, and image genus are the shape properties discussed in this section Agorithms for computing the complement, intersection, and union of binary images are also described We assume throughout this section that the image objects
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Figure 0-3: Some Simulation Results
have been labeled by the connected component algorithm as described in the first section of this chapter, and that the vector variable LABEL contains the value of the label associated with each rectangle

Before describing the algorithms, a common function that will be called by these algorithms is presented. The function, add_tree $(\mathbf{X})$, is used to compute the sum of the values of the vector variable $\mathbf{X}$ found in all PE's in the NON-VON tree The N-PASCAL procedure for evaluating the add_tree function follows

```
Function add_tree(var X integer):integer;
    label 2;
var
    count, sum: integer;
vector var
    TENPP integer.
    LEAF.TEMP1 boolean;
begin
```

/* 1 Initialize count We assume that the number of tree levels $h$ is initialized by the calling procedure. Enable only those PE's in the level above the leaf level. */

```
count = 1.
mark leal(LEAF);
LEAF-}= not LEAF
N RECV1(LC, TEMP1, LEAF),
LEAF = not TEMP1,
```

/* 2 Using the tree connections, every enabled PE reads the contents of the variable $X$ in its two children, adds them to the value of its own variable $X$, and places the result in its variable $X$ */

2
where LEAF = true do

```
begin
            N RECV8(LC TE.MP, X);
            \(\mathrm{X}=\mathrm{X}+\mathrm{TEMP}\).
            N_RECV8(RC, TEMP, X);
            \(\mathbf{X}^{-}=\mathbf{X}+\mathrm{TEMP}\);
end
```

/* 3 If the enabled level is the root level, then stop. Otherwise, enable all the PE's in the level above the currently enabled level. Goto step 2 */

```
    count = count + 1;
    if count <> h then
        begin
        LEAF = not LEAF
        N RECV1(LC, TEMP1, LEAF);
        LEAF = not TEMP1;
        goto 2;
        end,
    add_tree = read_root(X);
end,
```

Steps 2 and 3 are executed $h$ times, where $h$ is the number of levels in the tree after which the sum will be reported to the $C P$ Thus, the time required to compute the function add_tree $(X)$ is $O(h)$ The NON-VON 3 code for this procedure is included in Appendix B The time required to execute this procedure assuming, a 32 -bit add operation, is $10 \mu \mathrm{sec}$ per level For a $128 \times 128$ image, the time required is thus 015 msec

### 6.2.1. Area

The area of a region (connected component) is defined as the total number of black pixels in this region. The area of a connected component can be found by setting the vector integer variable AREA in all PE's containing rectangles belonging to this component equal to the area of the rectangle, and setting the same variable equal to zero in all other PE's Then the function add_tree(AREA) is called, and the value of the function is the area being sought. The same procedure is repeated for other regions of interest in the image. An N-PASCAL procedure for implementing this simple algorithm follows

Procedure conn_area(conn_label: integer);
var
area_value integer,
vector var
$A R \bar{E} A$ integer.
begin
/* 1 Enable all PE's, and set the local variable AREA equal to zero in all of them */

$$
\mathrm{AREA}=0
$$

/* 2. Enable only those PE's with their label equal to the label of the connected component for which the area is to be computed. In all enabled PE's, multiply the width by length and place the result in AREA Note that multiplication is performed through a series of shift operations because the $x$-side and $y$-side values are all powers of 2 Once this is done, enable all PE's XSDE and YSIDE are the globally defined local variables initialized by the initialization procedure */
where COMP_LABEL = conn_label do

## $\operatorname{AREA}=\mathrm{XSDE} * \mathrm{YSDE}$

```
    /* 3 Call the function add tree(AREA) When the function is
executed, the area will be reported to the CP*/
    area_value \(=\) add_tree(AREA);
end.
```

The algorithm executes a fixed number of NON-VON instructions to compute Steps 1 and 2 , independent of the size of the image. The multiplication in Step 2 is computed by a series of shift operations, since the values of XSDE and YSIDE are powers of two. Step 3 takes time proportional to the height, $\boldsymbol{h}$, of the tree. Thus, the algorithm executes in $O(h)$ time. The execution time of this algorithm is dominated by the tume required to compute the function add_tree, which is approximately 015 msec for a 15 -level tree, as shown earlier in this section.

### 6.2.2. Perimeter

The computation of object penmeter is a basic operation in image processing The perimeter of a binary image object, represented by binary image trees, is defined as the total length of object black rectangle sides that are adjacent to white rectangles. The algorithm makes use of the information stored in each PE in the course of executing the connected component algorithm about the common boundaries of rectangles The algorithm computes the perimeter of a region by adding the perimeter of all rectangles in this region, and then subtracting from
this sum twice the sum of the lengths of all common boundaries The algorithm proceeds as follows:

Procedure conn_perimeter(conn_label integer);
var
perimeter integer;
vector var
$P E \bar{R}, C O M$ integer;
begin
/* 1 Enable all PE's and initialize the two variables which store the lengths of the perimeter and the common boundary of each rectangle. */
$P E R=0, C O M=0 ;$
/* 2 Enable only PE's that belong to the region for which the perimeter is to be computed In all enabled PE's, set the variable PER equal to the perimeter of the rectangle held by the PE . Compute the total length of the common boundaries, and store it in the variable COM */
where COMP LABEL = conn_label do $\mathrm{PER}=2^{*}$ (XSDE $+\mathrm{YSDE} \overline{)}$
elsewhere $\mathrm{PER}=0$,
where COMP _LABEL = conn_label do begin
where ( $\mathrm{TN}=$ true) do $\mathrm{COM}=\mathrm{COM}+\mathrm{XSDE}$,
where ( $\mathrm{TS}=$ true) do $\mathrm{COM}=\mathrm{COM}+\mathrm{XSDE}$,
where ( $\mathrm{TE}=$ true) do $\mathrm{COM}=\mathrm{COM}+\mathrm{YSDE}$,
where ( $\mathrm{TW}=$ true) do $\mathrm{COM}=\mathrm{COM}+\mathrm{YSDE}$, end;
/*3 Enable all PE's and compute the perimeter. */
perimeter $=$ add_tree(PER) - 2 * add_tree(COM), end.

Steps 1 and 2 execute 10 NON-VON 3 instructions independent of the image or tree size. Step 3 executes in time proportional to the running time of the function add_tree. Thus, the algorithm executes in $O(h)$ time The execution time of the NON-VON 3 code for this procedures is dominated by the time to execute the function add_tree, which is equal to 03 msec .

### 6.2.3. Moments

There are many shape descriptors that can be derived from image moments. The set of moments of a bounded discrete function $f(x, y)$ of two variables $x, y$ is defined by

$$
\begin{equation*}
M_{i j}=\sum x^{i} y^{j} f(x, y) \tag{6.1}
\end{equation*}
$$

The parameter $i+j$ is called the order of the moment, where $i$ and $j$ take on all nonnegative integer values. There is an infinite set of moments for every function. This infinite set is unique for every function, and is sufficient to specify the function completely [Cast 79]

For a binary image, $\Omega x, y$ ) takes the value 1 inside the objects and 0 elsewhere. This function reflects the shape of the object, and it has a unique set of moments. Notice that the zero-order moment corresponds to the area of the object. The two first order moments, $M_{10}$ and $M_{01}$, divided by the area of the object $\left(M_{00}\right)$ correspond to the coordinates of the center of gravity (centroid). If an object moment is divided by the
object area, the resulting value is size-invariant

The central moments $\mu_{i j}$ of an object are defined by the following equation

$$
\begin{equation*}
\mu_{i j}=\sum\left(x_{0}-x\right)^{i}\left(y_{0}-y\right)^{j}{ }^{j}(x, y) \tag{62}
\end{equation*}
$$

where $x_{0}$ and $y_{0}$ are the center of gravity. The central moments are position-invariant. If the second central moment $\mu_{11}$ computed relative to the coordinate axes $X^{\prime}, Y^{\prime}$ is equal to zero, then these axes are called the principal axes Moments computed relative to these axes are rotationinvariant. We can conclude from past definitions that object areanormalized moments computed relative to the principal axes can be used to describe uniquely the shape of an object, independent of its size, translation, or rotation. The set of such moments necessary to describe uniquely an object is object-dependent.

To compute the moments of an object in a binary image, the vector integer variable MOMENT is initialized to zero in all PE's. PE's associated with pixels belonging to this object are then enabled. The moment of each of these pixels is computed in the eaabled PE's using the address information stored at each PE ( $x$-address, $y$-address), The computed moment is stored in the vector integer variable MOMENT The function add_tree(MOMENT) is next called to compute the object moment To compute central moments, first the coordinates of center of
gravity are broadcast to all PE's. Each enabled PE computes the central moment of the pixel held by this PE. The function add_tree is then used to compute the object central moment. In what follows, we describe an algorithm that computes the central moment $\mu_{11}$ of a binary image, which is defined by:

$$
\begin{equation*}
\mu_{11}=\sum\left(x-x_{0}\right)\left(y-y_{0}\right) f(x, y) \tag{63}
\end{equation*}
$$

Procedure moment_11(conn_label, x0, y0. Integer);
var
moment_value: integer;
vector var
MOMENT, XO, Yo integer;
LEAF boolean;
begin
/* 1 Enable all PE's, and set the local variable MOMENT equal to zero in all of them */

$$
\text { MOME.XT }=0
$$

/* 2 Enable only those leaf PE's whose label is equal to the label of the connected component for which the area is to be computed Broadcast the values of the center of gravity ( $x 0, y 0$ ). In all enabled PE's, compute the central moment for the rectangle associated with this PE /

```
N_BROADCAST8(z0, X0),
\(\mathrm{N}^{-}\)BROADCAST8(y0, Y0).
mark_leal(LEAF);
where (COMP _LABEL = conn_label) and (LEAF = true) do
    MONENT \(=\left((X A D D-X 0)^{-}(Y A D D-Y O)\right)\);
```

/* 3 Call the function add_tree(MOMENT). When the function is executed, the moment will be reported to the CP $/$

```
    moment_value \(=\) add_tree(MOMENT);
end;
```

Steps 1 and 2 execute a fixed number of NON-VON instructions, while the execution time of Step 3 is proportional to the height of the tree Thus, the time required to compute image moments is proportional to the tree height $(O(h))$ As in the case of area and perimeter computation, the time required to compute the function add_tree dominates the time required to execute this procedure (approximately 0.15 msec to compute a moment value).

### 6.2.4. Centroid

The coordinates of the centroid of an object are defined as the first order moments of the object divided by its area. To compute the two first order moments two values are computed in each rectangle belonging to the region we are interested in The first, YMOM, is the result of multiplying the rectangle area by the sum of its $x$-address and half its $x$ side The second, XMOM, is the product of multiplying the rectangle area by the sum of its $y$-address and half its $y$-side The centroid is a pair consisting of add_tree(XMOM) divided by the area of the region, and add _tree(YMOM) divided by the area of the region. The area can be computed as described earlier in this section. Note that multiplication can again be performed using a series of simple shifts and additions, which takes a constant tume. Thus, the tame required to compute the
centroid is proportional to the height of the tree, and is approximately 030 msec on NON-VON 3

### 6.2.5. Compactness

The compactaess (or circularity) of an object is one measure of the complexity of the shape of its boundary. The most commonly used measure of compactness is perimeter ${ }^{2} /$ area, which is a dimensionless quantity that is minmized by a circular area. Perimeter and area are computed as described before in time proportional to the height of the tree. Thus this measure of compactness is computed in time proportional to the helght of the tree. There are other measures of compactness; the reader is referred to [Cast 79] for more details.

### 6.2.6. Eccentricity

Eccentricity is another characteristic of objects. Also referred to as rectangularity, it measures the elongation of an object There are several measures of eccentricity One of them is the ratio $A / B$ where $A$ is the maximum chord of the object, and $B$ is the maximum chord perpendicular to it Another possible measure is the ratio of the principal axes of inertia The principle axes of inertıa for an object are the two orthogonal axes that pass through the center of gravity, such that one of the values of the two moments $\mu_{20}$ and $\mu_{02}$ computed relative to them is maximum, and the other value is minimum. One formula that approximates this ratio [Ball 82] is

$$
\begin{equation*}
E=\left\{\left(\mu_{20}-\mu_{02}\right)^{1 / 2}+4 \mu_{11}\right\} / \text { area } \tag{64}
\end{equation*}
$$

Again the time required to compute $E$ is proportional to the time required to compute the moments in the above equation, which is $O(h)$ This time is approximately equal to 0.45 msec on NON-VON 3

### 6.2.7. Euler Number

The Euler number (genus) of an image is a topological property that describes the connectedness of a region. The Euler number of an image is defined as the number of connected components minus the number of "holes" in the image. If there is only one connected component under consideration, then one minus the Euler number gives the number of holes in this connected component

For a binary image, the Euler number may be computed from the expression

$$
\begin{equation*}
E=V \cdot E+F \tag{65}
\end{equation*}
$$

where $V$ is the number of 1 's in the image, $E$ is the number of horizontally or vertically adjacent pairs of l's, and $F$ is the number of $2 \times 2$ blocks of l's (Dyer 80b). Similarly, Dyer (Dyer 80b) has shown that the Euler number for a binary image represented as a quadtree (the proof is similar for a binary image tree) can be computed from the expression

$$
\begin{equation*}
E=B \cdot A+S \tag{66}
\end{equation*}
$$

where $B$ is the number of black rectangles, $A$ is the number of adjacent parrs of black rectangles, and $S$ is the number of triples or quadruples of black rectangles that surround a point. Figure 6-4-a shows how three rectangles can surround a node, while Figure 6-4-b show four rectangles surrounding a point

(c)

Figure 0-4: Possible Configurations of Three or Four Nodes That Intersect a Point

In computing the Euler number, the number of black rectangles $B$ can
be computed by setting a variable TEMP equal to one in all PE's associated with black rectangles that are part of the component under consideration, and zero in all other PE's. The function add _tree(TEMP) is then called to compute the value of $B$. Counting the number of adjacent rectangles is performed in a similar way using the common boundary information variables (TE, TN, TW, and TS). As described in Section 61, if there are two adjacent rectangles, then only one of them sets the appropriate common boundary variable equal to 1 . The variable TEMP is set equal to the number of common boundary variables that are equal to one in each $P E$ representing a rectangle of the component. Next, the function add _tree(TEMP) is called to compute $\boldsymbol{A}$.

To compute $S$, all the points surrounded by three or four black rectangles are examined, one at a time. These points can be located using the common boundary information stored at each PE as follows. By inspecting Figure 6-4-a, if there are three rectangles surrounding a point, then there are three common boundary variables stored in the three PE's representing these rectangles Due to the way these variables are set in the labeling procedure, the first PE of the three to report its rectangle (depeading on their sizes) has none of these common boundary variables set equal to 1 Consequently, one of the other two PE's has two of these common boundary variables set (PE 3 in Figure 6-4-a) Note also that these two common boundaries intersect at one of the rectangle corners Following a similar argument, it is easy to show that

In the case of four rectangles surrounding a point, one or two of the PE's have two common boundary variables set (Figure 6-4-b). It is possible, however, to have three rectangles intersecting at a point without surrounding it, as shown in Figure 6-4-c. To compute $S$, all PE's with two common boundary variables set equal to 1 , and which correspond to a corner in the rectangle, are examined. The corner point is counted only if it is surrounded on all sides by black pixels. If there is another PE with two common boundary variables that intersect at the same point, then it is flagged and not counted.

For example, if a rectangle has a common boundary along its north and west boundaries (that is, if both TW and are TN are set), the point at the north western corner of this rectangle is surrounded by two rectangles as shown in Figure 6-5


Figure 6-5: Testing for $S$ Points

This corner point is examined to check whether there are other rectangles surrounding it. The check is performed by examining the neighboring image- point in the north western direction. If this point is black, then we increment the value of $S$ The corner of the rectangle containing this point is flagged so that it will not be examined later by the algorithm

The N-PASCAL algorithm follows:

```
var
    x,y, xs, ys integer,
Procedure conn_euler(conn_label integer);
var
    b, a, s, euler_no integer,
vector var
    TEMP
    NW, NE, SW, SE, LEAF boolean,
begin
```

/* 1 Compute the value of $B$ in the Euler number formula by setting the variable TEMP equal to 1 in all PE 's associated with rectangles of the component, and then counting the number of 1 's */

```
TE.MP \(=0\)
where COMP_LABEL \(=\) conn_label do TEMP \(=1\),
\(b=\) add_tree(TEMP);
```

/* 2. Compute the value of $A$ in the Euler number equation as in Step 1 This time, set the variable TE.MP equal to the number of common boundary variables equal to 1 in the component PE's "/

```
TEMP \(=0\);
where COMP_LABEL = conn_label do
    begin
        if \(\mathrm{TE}=\) true then \(\mathrm{TEMP}=\mathrm{TEMP}+1\),
        if \(\mathrm{TN}=\) true then \(\mathrm{TEMP}=\mathrm{TEMP}+1\),
        if \(\mathrm{TW}=\) true then \(\mathrm{TEMP}=\operatorname{TEMP}+1\);
        if \(\mathrm{TS}=\) true then \(\mathrm{TEMP}=\operatorname{TEMP}+1\),
```

end
$a=$ add_tree(TEMP),
/* 3 Set the variables corresponding to rectangle corner pixels surrounded by triples or quadruples of rectangles. Mark all leaf PE's corresponding to black pixels.*/

```
NW := false, NE : = false;
\(\mathrm{SW}=\) false; \(\mathrm{SE}=\) false;
TEMP \(=0\);
where ( \(\mathrm{TN}=\) true) and ( \(\mathrm{TW}=\) true)
                                    and (COMP_LABEL \(=\) conn_label)
    do NW = true;
where ( \(\mathrm{TN}=\) true) and ( \(\mathrm{TE}=\) true)
                            and (COMP_LABEL = conn_label)
    do NE = true,
where ( \(\mathrm{TW}=\) true) and ( \(\mathrm{TS}=\) true)
    and (COMP_LABEL = conn_label)
    do \(S W=\) true,
where ( \(\mathrm{TE}=\) true) and ( \(\mathrm{TS}=\) true)
    and (COMP _LABEL = conn_label)
    do \(\mathrm{SE}=\) true,
mark leaf(LEAF),
LEAF \(=\) LEAF and BINARY
```

/* 4 For each corner, report the size and address information of the rectangle containing it The function check_euler(D) checks for any PE with the boolean variable $D$ set equal to 1 if there exists a black pixel which surrounds the corner from the only left direction. If none exists, then a zero value is returned, otherwise a single $P E$ with $D$ equal to 1 is enabled, and its address and size information are reported. Also, this step checks to determine whether a black pixel exists diagonally across the corner being examined */

```
TEMP \(=0 ;\)
while check_euler(NW) \(<>0\) do
    begin
        where (XADD \(+\mathrm{XSDE}=\boldsymbol{x}\) ) and (YADD \(+\mathrm{YSDE}=y\) )
        do \(\mathrm{SE}=\) false;
        where (XADD \(=x \cdot 1\) ) and (YADD \(=y-1\) )
            and (LEAF \(=\) true) do \(T E M P=1\);
```

end,

```
    while check_euler(NE) \(<>0\) do
```

    begin
        where (XADD \(=x+x s)\) and (YADD \(+\mathrm{YSIDE}=y\) )
        do \(\mathrm{SW}=\) Palse;
        where (XADD \(=x+x s\) ) and (YADD \(=y \cdot 1\) )
                                    and (LEAF \(=\) true) do \(T E M P:=1\);
    end;
    while check_euler(SW) $<>0$ do
begin
where (XADD $+\mathrm{XSDE}=x$ ) and (YADD $=y+y s$ )
do $\mathrm{SE}=$ false;
where (XADD $=x-1$ ) and (YADD $=y+y s$ )
and (LEAF $=$ true) do TEMP $=1$;
end;
while check_euler(SE) $<>0$ do
begin
where (XADD $=x+x s)$ and (YADD $=y+y s$ )
do $\mathrm{SE}=$ false,
where $(\mathrm{XADD}=x+x s)$ and (YADD $=y-y s)$
and (LEAF $=$ true) do TEMP $=1$.
end
$s=$ add_tree(TEMP),
/* ; Compute the Euler number for the connected component. */
euler_no $=6 \cdot a+b$
end
/* The following procedure checks to see whether there are any PE's with the boolean variable $D$ equal to 1 If so, one such $P E$ is enabled and the address and size information associated with the rectangle it represents are reported to the $C P$ If there are no PE's with $D$ equal to 1 , then the function returns 0 /
function check_euler(var $D$ boolean) integer; label 1.

```
begin
    where \(D=\) true do \(N \quad A l=\) true
        elsewhere \(N\) A1 = false,
    if \(\mathrm{N}_{-} \operatorname{RESOLVE}\left(\mathrm{N}_{-} \mathrm{Al}\right)=0\) then
        chēदk_euler \(=\overline{0}\)
        else
            begin
            where \(\mathrm{N}_{\text {_ }}\) Al \(=\) true do
                    begin
                        N_REPORT8(XADD, \(x\) );
                            \(\mathrm{N}^{-}\)REPORT8(YADD, \(y\) );
                            \(\mathrm{N}^{-}\)REPORT8(XSDE, \(x s\) );
                    \(\mathrm{N}^{-}\)REPORT8(YSDE, \(\left.y s\right)\);
                    \(\mathrm{D}^{-}=\)ralse;
                        check_euler :=1,
                    end;
        end,
end;
```

Steps 1 and 2 of this algorithm execute in time proportional to the height of the tree Step 4 executes in time proportional to the number of points of intersection of three or four rectangles. This number is always less than the number of black rectangles. Thus, in the worst case, the algorithm executes in $O(h+b)$, where $h$ is the height of the tree and $b$ is the number of black rectangles. Simulation results for some simple binary images show that the value of $S$ on the average is approximately equal to half the number of black rectangles.

### 6.2.8. Connected Component Properties Simulation

The algorithms described in the previous section have been tested using the functional simulator. Six geometric properties have been computed for each component in the binary image. The output of the simulator resulting from computing these properties of the connected components of Figure 6-3 follows.

Computing some geometric properties for the labeled foreground objects:

```
label[0]= 9, area[0]= 67, perimeter[0]=62
x-center[0]=432,y-center[0]=24.10, No. of holes[0]=1
compactness[0]=5737, elongation[0]=8.30
label [1]=2, area[l]= 5, perimeter [1]= 10
x-center[1]=090,y-center[1]=-0.50, No. of holes[1]=0
compactness[l]=2000, elongation[1]= -0.48
label[2|=4.,area[2]=49, perimeter [2]=48
x-center[2]= 2166,y-center[2]= 707, No of holes[2]=0
compactness[2]=4702, elongation[2]=13.78
label[3]= 7.,area[3]=20, perimeter[3]=24
x-center[3]=950.y-center[3]=1805,No of holes[3]=0
compactness[3]=2880, elongation[3]=519
label[4]=10, area[4]= 2, perimeter [4]= 6
x-center [4]= 050,y-center [4]= 1600, No of holes[4]=0
compactness[4]=1800, elongation [4] = 000
```

Computing some geometric properties for the labeled background objects:

```
label [0]=j, area {0]=874, perimeter [0]=232
x-center[0]=1693,y-center[0]=767, No of holes[0]=3
compactness }[0]=6158,\mathrm{ elongation }[0]=462
```

```
label[1]=3, area[1]= 4, perımeter [1]= 8
x-center[1]=500,y-center[1]=2500, No of holes[1]=0
compactness[1]=1600, elongation[1]=0.00
label[2]=6, area[2]= 3, perımeter[2]= 8
x-center[2]= 750,y-center[2]=26.50, No. of holes[2]=0
compactness[2]=2133, elongation[2]=047
```

Note that the perimeter of components containing holes includes the perimeter of these holes. The existence of holes also increases the compactness measure of objects, since it increases the length of the object perimeter Performance comparison with other highly parallel machines is not possible, since performance data for geometric algorithms on these machines are not avallable as of the time of writing this thesis. It is expected that NON-VON's performance for computing the geometric properties is an order of magnitude better than the mesh-connected machines because of the hierarchical nature of NON-VON

### 6.3. Set Operations

Set operations on images involve the computation of a new image based on one or more existing images For example, locating common objects between two images in the same relative position involves intersecting the two images point by point and determining which points are common to both of them In the following subsections, we will present NON-VON algorithms for computing the complement, intersection, and union of binary images Other set operations can be expressed as a combination
of these three set operations. We assume that the binary images have already been loaded in the leaf PE's of the NON-VON tree, and that the binary image representation has been built. In this representation, the character vector variable FQUAD contains the type of the rectangle associated with the PE , and the vector integer variable TREE indicates how many black pixels exist in this rectangle. Also, the vector boolean variable BINARY stores the value of the pixel in a binary image

### 6.3.1. Complement

Computing the complement of a binary image involves changing the black pixels into white and the white pixels into black. The most obvious manner in which the complement operation involves computing the complement of all pixels of the original binary image stored in the leaf PE's This operation is executed concurrently in all leaf PE's, and involves reading the pixel value and then complementing it. If the binary image tree representation of the complement is required for subsequent processing stages, the algorithm for building the binary image tree representation described in Chapter 4 can be executed This algorithm executes in $O(h)$ time $A$ more efficient method to build the binary image tree representation of the complement image uses the binary image tree representation of the original image. This method can compute the binary image tree representation of the complement in constant time The algorithm for complementing an image and constructing its binary Image tree follows

```
Procedure set_comp.
vector_var
    TREEE1: integer;
    FQUAD1 char;
begin
```

/* 1 The FQUAD variable is checked. If it is equal to ' $B$ ', then it is changed to ' $W$ ', and vice versa. If the value is ' $G$ ' it remains as it is FQUAD1 and TREEl are the image complement variables. FQUAD and TREE are globally defined. */

```
if FQUAD \(=\) ' \(B\) ' then FQUAD1 : \(=\) ' \(W\) '
    else if \(F Q U A D=' W\) ' then \(F Q U A D 1=' B '\)
    else if \(F Q U A D=' G\) ' then \(F Q U A D 1=' G\) '
        else \(\mathrm{FQUAD1}=' \mathrm{~N}\) ';
```

/* 2 The variable TREE (denoting the number of black pixels in the rectangle) is set equal to the size of the rectangle minus its old value */

TREE1 $=$ XSDE * YSIDE - TREE
end
Steps 1 and 2 take a fixed number of NON-VON instructions (about 32
NON-VON 3 instructions) regardless of the NON-VON tree size, so the algorithm will be executed in a constant time ( $8 \mu \mathrm{sec}$ on NON-VON 3)

### 6.3.2. Intersection

The intersection of two binary images involves a pixel-wise logical conjunction of the two images. We assume that the two binary images are stored in the NON-VON tree BINARY $_{1}$, TREE $_{1}$ and FQUAD $_{1}$ represent the first image, while $\mathrm{BINARY}_{2}, \mathrm{TREE}_{2}$ and $\mathrm{FQUAD}_{2}$ represent the second image The two images in their finest resolution (the
pixel level) are stored in the leaf PE's. The intersection algonithm follows

Procédure set_int;
vector var
FQŪAD3 char;
LEAF, BINARY3: boolean;
begin
/* 1. Enable all leal PE's. Compare the two variables BINARY $_{1}$ and BINARY $_{2}$, and if they are both equal to 1 , set the variable BINARY 3 equal to 1 ; otherwise set $\mathrm{BINARY}_{3}$ equal to 0 . This comparison reduces to logical conjunction. BINARY1 and BINARY2 are globally defined. */
mark_leaf(LEAF);
where $\operatorname{LEAF}=$ true do BINARY3 $=$ BINARY1 and BINARY2;
/* 2 In the case of binary image tree representation is needed, set the variable $\mathrm{FQUAD}_{3}$ to ether the value ' B ' or the value ' W ', depending on the value of $\mathrm{BINARY}_{3}$ Call the procedure build_bit() to build the binary image tree representation for the result image. */
where BLNARY3 = true do FQUAD3 = 'B' elsewhere FQU'AD3 $=$ ' $W$ '.
build_binimg(h),
end.

Execution of the intersection algorithm on the two original images takes a fixed number of instructions, independent of image size Building the binary image tree takes time proportional to the height of the troe, as described in Chapter 4

Image intersection can also be defined for gray-scale images Gray-scale intersection is performed by comparing each pixel in the first image with the corresponding pixel in the second image if the intensities are equal,
the corresponding pixel in the result image is set to the common value, otherwise it is set to zero

### 6.3.3. Union

Computation of the union of two binary images involves the pixel-wise disjunction of the two input images The algorithm for the union of two binary images is analogous to the one for intersection. The difference is that the logical operation performed in Step 1 of the algorithm is the disjunction of the two pixels instead of the conjunction. The N-PASCAL procedure to perform the union of two binary images follows

Procedure set_union, vector var

FQŪAD3 char; LEAF, BINARY3 boolean, begin
/* 1 Enable all leal PE's Compare the two variables BINARY ${ }_{1}$ and BINARY $_{2}$, and if one of them is equal to 1 , set the variable BINARY 3 equal to 1 , otherwise set $\mathrm{BINARY}_{3}$ equal to 0 . This comparison reduces to logical disjunction. BINARY1 and BINARY2 are globally defined. */

```
mark_leaf(LEAF);
where LEAF = true do BINARY3 = BINARY1 or BINARY2;
```

/* 2. To build the binary image tree representation, set the variable $\mathrm{FQUAD}_{3}$ to either the value ' $B$ ' or the value ' $W$ ', depending on the value of BINARY $_{3}$ Call the procedure build_bit() to build the binary image tree representation for the result image. ${ }^{\#}$ /

```
where BINARY3 = true do FQUAD3 = ' \(\mathrm{B}^{\prime}\)
    elsewhere FQUAD3 \(=\) ' \(W\) ',
build_binimg(h),
```

end.

The_time analysis for the union algorithm is therefore similar to that of the intersection algorithm

## Chapter 7

## The Hough Transform

The Hough transform method is used frequently in image understanding tasks for among other uses to detect the shape of object boundaries described by parametric curves. This method is based on the duality between points on a curve and the parameters of that curve. In his initial work, Hough [Houg 62] described a method for detecting straight lines in an image using the slope-intercept parameterization of the line According to this parameterization, the line equation is expressed as

$$
\begin{equation*}
y=m x+c \tag{71}
\end{equation*}
$$

Suppose that we have a set of umage points $\left\{\left(x_{1}, y_{1}\right), \ldots,\left(x_{n}, y_{n}\right)\right\}$ that have a likelihood of being on linear boundaries. In this paper, we refer to these points as boundary points. The Hough transform method organizes the boundary points into a set of straight lines as follows. Consider a boundary point $\left(x_{i}, y_{i}\right)$ in the image plane. The parameters of all lines passing through this point must satisfy the equation:

$$
y_{i}=m x_{i}+c
$$

This equation corresponds to a straight line in the mee space (the parameter space). Thus, the set of boundary points in the image plane
corresponds to a set of lines in the m-c plane. If two boundary points are on a line $A B$ in the image plane with parameters $m_{1}$ and $c_{1}$, then the two lines corresponding to these two points in the $m-c$ plane intersect at the point $\left(m_{1}, c_{1}\right)$. In fact, all boundary points in the image plane on the same line $A B$ map to lines in the $m-c$ plane that intersect at the point $\left(m_{1}, c_{1}\right)$. Thus, the problem of finding the set of lines in the image plane is reduced to that of finding common points of intersection of lines in the parameter space. A better parameterization of a straight line is suggested by Duda [Duda 72], in which the parameters $\theta$ and $\rho$ are used, where $\theta$ is the angle of the line normal and $\rho$ is the algebraic distance from the origin The advantage of this parameterization is that the values of $\theta$ and $\rho$ are bounded, while in the case of $m-c$ parameterization the values are not bounded The Hough transform can be extended to detect other curves of analytical parameters [Ball 75], or to detect general curve shapes using edge orientation at the image points and a reference point [Ball 81] A memory efficient implementation of the Hough transform on sequential machines is described in [Brow 84] A parallel algorithm based on the Hough transform for detecting a general curve with specific orientation has been developed by Merlin et al |Merl 75|

The implementation of the Hough transform for detecting straight lines on a sequential machine involves a quantization of the parameter plane into a quadruled grid. The grid size is determined by the acceptable errors in the parameter values, and the quantization is confined to a
specific region of the parameter plane determined by the range of parameter values A two-dimensional array (the accumulator array) is then used to represent the parameter plane grid, where each array entry corresponds to a grid cell. For each boundary point, the algorithm on a sequential machine increments the counts in all accumulator array entries that correspond to grid cells along the straight line in the parameter plane. After this step, grid cells corresponding to the accumulator array entries where the count exceeds a certain threshold value are selected as the set of parameters for the image straight lines being sought The increment of accumulator array counts can be thought of as a process of "voting" by the boundary points for the parameter values of possible curves passing through these points The time required to execute this algorithm on a sequential machine is proportional to the size $s$ of the grid plus the number $m$ of boundary points times the number of votes $v$ of each point $(O(s+m v))$ Memory space required is proportional to the size of the grid

In what follows, we describe two parallel algorithms to implement the Hough transform on NON-VON The first one is a direct parallel implementation of the standard sequential algorithm. The disadvantages of this approach are presented, and we describe a second approach that solves these problems We assume that the boundary points have been detected by some other procedures and that the PE's holding them are marked using a special flag Without loss of generality, we also assume
that the curves being sought are straight lines whose equations are expressed using the slope and intercept parameters

### 7.1. The Hough Transform Algorithm - A Direct Approach

In the sequential machine implementation of the Hough transform, each boundary point casts its votes in the accumulator array by incrementing all the entries corresponding to grid cells along the parameter space curve associated with this point. This process is repeated for all image boundary points Next, accumulator array entries whose count exceeds a specified threshold value are selected. We now describe how this algorithm is implemented on NON-VON

Each NON-VON PE is associated with a grid cell in the parameter space The procedure to perform this is very simple, and it executes in time proportional to the tree height The first step is to enumerate the NON-VON tree PE's using the inorder enumeration described in (hinut it] (Figure $3-3$ illustrates such an ordering) The number assigned to each $P E$ is stored in the vector integer variable $A D D R$. If the parameter space is $m$ by $c$, then the address of the grid cell held by each $P E$ is the pair $(M, C)$ resulting from computing the remainder and the quotient of dividing ADDR by $m$ The N-PASCAL procedure to perform this follows

Procedure para_space(no_levels: integer).

## var

$i$ integer
vector var
M, C, ADDR integer,
LC, RC, ROOT boolean;
begin
/* 1 Enumerate the PE's using the inorder enumeration. We assume that left and right children are marked and that the marking result is stored in the LC and RC variables, respectively. Also ROOT is assumed to be true only in the root of the tree. $x_{\text {_ }}$ side is the length of the ımage side */

```
ADDR \(=\left(x_{z}\right.\) side * \(x\) side) div 2;
for \(i=2\) to no levele do
where ROOT = Talse do
    begin
            N_RECV8(P, ADDR, ADDR);
            where LC = true do
            \(\mathrm{ADDR}=\mathrm{ADDR}\) div 2 ,
            where \(\mathrm{RC}=\) true do
                \(\mathrm{ADDR}=\mathrm{ADDR}+(\mathrm{ADDR} \operatorname{div} 2)\);
    end,
```

/* 2 M , and C are now computed. */
$\mathrm{M}=\mathrm{ADDR} \bmod \mathrm{m}$,
$\mathrm{C}=\mathrm{ADDR} \operatorname{div} \mathrm{m}$,
end,

This procedures executes in time proportional to the tree beight. Note also that dividing by 2 in this procedure is equivalent to shifting the
binary representation of the number one position to the left

A vector integer variable COUNT is initialized to zero in all PE's before starting the algorithm. The coordinates of boundary points are then reported to the $C P$ one point at a time using the RESOLVE instruction. The coordinates of each reported point are then broadcast to all PE's and all those PE's holding a grid cell across the curve in the parameter space corresponding to the reported point increment the vector variable COUNT by one This step is performed by substituting the broadcast values in the parameter space curve equation and if it satisfies the equation then COUNT is incremented. Each PE whose COUNT variable exceeds the threshold value is marked, and the value of the grid cell associated with it is reported to the CP using the RESOLVE and REPORT instructions $A$ vector character variable HT is used to flag these boundary points that have not voted yet. The NON-VON PASC. $\mathcal{L}$ algorithm that describes the procedure follows

## Procedure houghl(thresh integer),

label 2, 4, 5 ,
var
c. $y, m, c$ integer. vector var

COLNT. X, Y integer.
PARAMETER boolean,
begin
/* 1 Initialize the vector variable COUNT in all PE's. The other vector variables $M, C$, and $H T$ are assumed to be defined and initialized by the calling procedure */

COUNT $=0$,
PARAMETER = false,
/* 2 Enable all PE's in which the boundary points have not been reported yet Report the coordinates of a single boundary point using the RESOLVE instruction, and mark this point as reported. If none is enabled then all the boundary points have been reported. In this case start computing the parameter values using the threshold value. */

```
2
where HT = true do N_Al = true
    elsewhere N_Al = false;
ir N_RESOLVE}(N_A1)=0 the
            goto 4,
where N_Al = true do
    begin
        HT = false
        N_REPORT8(XADD, x),
        N_REPORT8(YADD, y);
    end,
```

/* 3 Enable all PE's holding the grid cells. Broadcast the reported image point value Substitute this value in the equation of the parameter space curve Increment COUNT in all PE's in which the equation is satisfied Now loop to select another boundary point. */

$$
\begin{aligned}
& X=x \\
& Y=y \\
& \text { if } Y=(M * X+C) \text { then } \\
& \text { goto } 2
\end{aligned}
$$

/* 4. Broadcast the threshold value thresh Mark all PE's in which the count exceeds the threshold value Alternatively, the user can be prompted to input the threshold value. */

4 where COUNT $>$ thresh do
PARAMETER $=$ true,

```
    /* 5. Report the grid cell values held by these enabled PE's one by
one using the RESOLVE instruction. */
    5
    where PARAMETER = true do
            \(\mathrm{N}_{2} \mathrm{Al}=\) true
        elsewhere N Al := false;
if N _RESOLVE(N_A1) \(<>0\) then
        begin
            where \(\mathrm{N}_{\text {_ }} \mathrm{Al}=\) true do
                begin
                        PARAMETER := false;
                        N_REPORT8(M, m);
                N_REPORT8(C, c);
                goto 5 ;
            end;
    end;
end,
```

Steps 2 through 4 are executed a number of times equal to the number of boundary points $b$ Step 5 executes a number of times equal to the number of curves found, which is less than 6 . Thus, the algorithm takes time proportional to the number of image boundary points $(O(b))$. The NON-VON 3 code for this procedure [Ibra 84c] executes about 200 instractions for Steps 2 through 4 ( $50 \mu \mathrm{sec}$ at 4 Mhz ). Of these 200 NON-VON 3 instructions, approximately 160 instructions implement the evaluation of the straight line equation (This number can be reduced significantly by implementing the hardware modification proposed in Chapter 5) Step 5 executes about 12 NON.VON 3 instructions for each set of parameter values found Thus, if the amage contasns 1000 boundary points, the execution tume of the algorithm is approximately 53 msec

The number of PE's required by this approach is equal to the number of grid points If the the grid size is larger than the machine size by a factor of $k$, then the parameter space is divided into $k$ parts. The above procedure is then executed for each of these parts. The time required to execute the algorithm in this case is $\mathbf{O}(\mathbf{k b})$

One disadvantage of this approach is that it requires a NON-VON machine of size comparable to the grid size, despite the fact that many of the PE's will never get their COUNT incremented. Note also that each time a boundary point is broadcast the curve equation has to be evaluated in each $P E$, which is a time consuming operation as clear from the numbers cited earlier. The second approach we describe below solves these problems. It uses a number of PE's equal to the number of votes cast by the boundary points rather than the grid size, and the curve equation is evaluated only once

### 7.2. The Hough Transform Algorithm - A MSIMD Approach

In our improved approach, the NON-VON tree is treated as if it were an independent set of subtrees, and each boundary point casts its votes one by one in one of these subtrees. This voting process is performed concurrently in all the subtrees. Thus, in time proportional to the number of votes cast by each boundary point, all votes are cast and stored throughout the tree. The problem of finding the parameter values
which exceed the threshold value is equivalent to that of finding the local peaks of a two-dimensional histogram in the mee example. Because of the way the votes are cast in this second approach, we refer to this algorithm as a multiple-SIMD (MSIMD) algorithm.

The size of these subtrees is determined by the number of votes cast by each boundary point. For example, if each boundary point casts 60 votes, then the subtree size required is at least 60 (A subtree of six levels will suffice). Boundary points are stored in the roots of these subtrees. This can be performed by more than one method. The simplest one is to report the boundary points to the CP one by one using the RESOLVE instruction, and then to broadcast them to be stored in the roots of the subtrees

The PE's in these subtrees are enumerated in such a way that each PE in a subtree is assigned a unique address (stored in the vector variable ADDRESS) in the range [ 0, max_num_votes], where max_num_votes is the value of the maximum number of votes casted by each point. The enumeration is performed in such a way that all PE's in the same relative position within these subtrees have the same address. This enumeration procedure is simular to the enumeration procedure described in the previous section, except that the number assigned to each $P E$ is the remainder of the computed address divided by the subtree size. The remainder operation actually can be performed by extracting the right
least significant number of bits from the address computed by the enumeration procedure. Time required by this procedure is proportional to the height of the subtree. We now describe the algorithm for storing the votes in the NON-VON tree.

We assume that the boundary points reside in the roots of the subtrees, with the PE's being enumerated as described earlier. We also assume that the parameter space is a twodimensional one. The vector integer variables X and Y are used to store the value of the boundary points, while the vector variables M1 and M2 are used to store the parameter values voted for by the boundary points. A scalar variable $\boldsymbol{g} \_\boldsymbol{m} \mathbf{1}$ stores the value of parameter M1 to be broadcast, and the scalar constant della_m1 is the increment used to change the value of $g_{-} m 1$. The scalar constant $h$ _subtree is the height of the subtree. The N-PASCAL voting procedure follows

Procedure hough2;
label 3,
var
$i, j, g \_m 1$ : integer; vector_var

M1, M2, X, Y integer. begin
/* 1. Initialize the scalar variables. The scalar variables $h$ _subtree, delta_m1, max_num_votes are initialized by the calling procedure. */

$$
i=0
$$

$$
g_{-} m 1=0
$$

2 Enable all PE's that are not the root of some roting subtree. The ble SUBTREE_ROOT is assumed to be set by the calling dure Set $X$ and $Y$ in each child equal to $X$ and $Y$ in its parent it this step $h$ _subtree times. */
re SLBTREE_ROOT = false do
;in
: RECV8(P, XADD, X),
$i^{-}$RECV8(P, YADD, Y);
$\overline{o r}_{j}=1$ to $h \_$subtree-1 do
begin
N_RECV8(P, X, X),
$\mathrm{N}_{-}^{-} \operatorname{RECV8}(\mathrm{P}, \mathrm{Y}, \mathrm{Y})$;
end;
1.
; Enable the PE's with ADDRESS equal to $i$ in voting subtrees. In ? enabled PE's store the new value of the parameter M1. */
are ADDRESS $=i$ do
$11=g \_m 1$.

Incroment $g \_m 1$ by delta_m1, and increment $i$ by 1 . If all the of M1 have been stored in the voting PE's, then proceed to ite the value of M 2 in those PE's, otherwise repeat step 3 */


Enable all PE's Using the values of $\mathrm{X}, \mathrm{Y}$, and M , compute M 2 he curve equation */
$=$ compute_m2(X,Y,M1),

Step 2 is executed a number of times equal to the subtree height (log $v)$, where $v$ is equal to the number of votes cast by each point Steps 3 and 4 are executed a number of times equal to $v$. Thus, the procedure to store the votes in the subtree takes time of $O(v)$. Note that step 5, the evaluation of the curve equation, is executed only one time If the evaluation of the curve equation results in more than one M 2 value for each value of Ml , then each PE stores more than one parameter set values This case depends on the parameter space curve, and should result in a slightly modified version of the algorithm to compute the local peaks of the parameter histogram described later. If substituting the known values in the curve equation results in a non-solvable equation in the parameter being sought, then one possible way to overcome this problem is by keeping a table of the parameter values and corresponding function values in the CP The CP broadcasts these pairs of parameter and function values for all PE's and only PE's holding similar function values (maybe within a small range) set the value of their parameter variable equal to the broadcast parameter value. This process takes time proportional to the length of the table, but it is executed only one time in this second approach to Hough transform method.

The NON-VON 3 code for this procedure executes approximately ( $10 v$ +160 ) NON-VON 3 instructions. For $v$ equal to 100 , the time required to cast the votes in the tree is thus about 0.3 msec . If there are more votes than the NON-VON tree size, each PE stores more than one vote

In this case, if each $P E$ stores $k$ values, then the time required to execute the above procedure is $O(k v)$, where $k$ is the ratio between the total number of votes and the NON-VON tree size.
. Next, we describe how to find the parameter values that have votes exceeding the threshold value These values occur at the the local peaks of the two dimensional histogram of the votes for M1 and M2. We assume in the following discussion that there are few of these local peaks This is a realistic assumption, as the number of curves being sought is usually small.


Figure 7-1: The Two-Dimensional Histogram of Parameter Values

Figure i-l shows such a bistogram In this example, there are a few areas of voting activity (local peaks) A direct approach to the identification of these local peaks involves dividing the two dimensional
histogram space into grid cells For each grid cell, all PE's with M1 and M? values falling within this grid cell are then marked and counted. The time required to execute this simple procedure is $\mathrm{O}(\mathrm{sh})$, where $s$ is the grid size and $h$ is the NON-VON tree height. Counts that exceed the threshold value are the parameter values being sought A large percentage of the time in this procedure is spent counting votes in grid cells corresponding to areas that contain few votes.

A different approach, in which areas of non voting activity are not considered in locating the local peaks of the two-dimensional histogram, is described now The procedure first computes a one-dimensional histogram of the parameter M2, as shown in Figure 7-1. (A pipelined-SIMD algorithm to compute the one-dimensional histogram is described in Chapter 5) A small number of local peaks corresponding to regions of the two-dimensional histogram where most of the votes occur, appear in the one-dimensional histogram Only votes in those regions are then marked A second one-dimensional histogram of the parameter M1 is then computed for the marked votes only. The local peaks of this histogram are the values of M1, for which there are local peaks in the two-dimensional histogram. The values of M1 and M2 for which exist local peaks of the two one-dimensional histograms mark the regions of activity in the two-dimensional histogram. These regions of active voting are then checked for exact vote counts Round off errors in computing the parameter values can result in peaks that are relatively flat. For
this reason, a small window around the regions of voting activity should alon be checked when counting the exact votes This second approach executes in time of $O(m 1+m 2+h)$, where $m 1$ and $m 2$ are the number of bins in the two one-dimensional histograms. The computation of a 64 bins one-dimensional histogram requires about one msec. The algorithm for locating the local peaks in the two-dimensional histogram of the parameter values as described earlier executes in about 5 msec . The total execution time of the second approach is thus about 53 msec , which is considerably less than the time required by the first approach ( 50 msec for 1000 boundary points)

The algorithms described here can be extended using slight modifications to deal with parameter spaces of higher dimensions For example, in the first approach if we have an $n$-dimensional parameter space, then each PE will correspond to a n-dimensional grid cell in this space. In the second approach, the subtree size will correspond to that of ( $n$-1)-dimensional area of the parameter space, and each $P E$ will store parameter values that represent cells in this sub-parameter space $A$ second approach to extend the Hough transform to parameter spaces of higher dimensions involves applying the current algorithms to two dimensional cross sections of the multi-dimensional parameter space

### 7.3. Simulation Results

The two algorithms described in this chapter have been tested using the functional simulator Boundary points representing straight lines in a $32 \times 32$ binary image, as shown in Figure 7-2, have been input to the simulator The parameter space grid is a $32 \times 64$ grid, with $m$ taking the values -15 to 16 and $c$ assuming the values -10 to 53 . Appendix $C$ includes the Hough transform simulation as performed on the functional simulator Nine lines, each consisting of five or more points, have been found using the first approach The two-dimensional accumulator array of these lines are shown in Figure 7-3-a

In the second approach, 16 votes are cast in each subtree with $m$ varying from -7 to 8 Figure 7-3-b depicts the two-dimensional histogram of the votes stored in the tree Appendix $C$ contains the values of the two one-dimensional histograms computed for the stored votes The second approach has computed the same set of straight lines found by the first approach
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Figure 7-2: The Input Boundary Points

## Figure 7-8: Some Hough Transform Simulation Results
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(b) The 16 X 64 Two-Dimensional Histogram

## Chapter 8

## Moving Light Displays

In this chapter, we describe a NON-VON algorithm that implements the tracking step in systems that interpret the motion of jointed objects from a sequence of binary images representing points lying on the moving objects. The term moving light display (MLD) is used to refer to this kind of image motion [Rash 80]. An MLD system uses only information about the position and velocity of its points for the perception of motion, and a sequence of such binary images (frames) are required for the interpretation of the object motion. The objects in these frames are represented by a relatively small number of points (typically less than one hundred) Rashid [Rash 80] has implemented a system, which he calls Lights. that interprets simple MLD's The input to this system is a set of coordinate paurs corresponding to the points of the MLD In this chapter, we present an algorithm that implements the "tracking" step in Rashid's algorithm

The tracking problem is concerned with determining the correspondence of points from one frame to the next The only information known is the position of frame points depicting parts in relative motion, and the
average velocity of these points based on previous frame information $A$ fundamental assumption is that the velocity of MLD points vary "smoothly" from one frame to the next This assumption can be used to predict the position of the MLD points in the next frame The tracking algorithm computes the correspondence that minimizes the sum of differences between the expected position of each point and the actual position of the corresponding point in the next frame. Assume that the first frame contains $m$ points and the next frame contains $n$ points (Note that $m$ and $n$ may differ, since different points may be occluded in the two frames) One approach is to try all the possible matches between the two frames. There are $O\left(m^{n}\right)$ such possible matches; this approach is thus prohibitively time-consuming. Rashid has proposed a second approach based on the observation that the actual corresponding point is usually one of the ones which are found relatively near the predicted position in the case of images produced by real physical objects.

We describe in the following section a NON-VON implementation of the tracking step, which is based on this heuristic

### 8.1. The Tracking Algorithm

The NON-VON algorithm starts by computing a good approximate solution based on the heuristic mentioned earlier. This is performed by calculating for each point in the first frame, the point closest to its predicted position among the points that have not been selected yet in

```
the second frame. (This approach to compute the initial solution is
basically a greedy algorithm, where the best local match among the
avallable ones is selected.)
```

This solution is then stored as an m-vector in the root $P E$ of the NON-VON tree. If the number of the points in the first frame is larger than the number of the second frame points (some points in the second frame are occluded), then one approach to handle the inequality is to mark the correspondences of the extra points in the first frame with a special character and they are not considered in computing the sum of differences. However, for the sake of simplicity and to demonstrate how the actual computation is being performed, we assume in this chapter that the number of points in both frames is equal

The points of the first frame are ordered such that points near to each other in the image are also near to each other in the ordered set. This ordering is important to our algonthm, as will be explained later in this section It should be noted however that in general such a perfect ordering is not possible, since we are ordering points in a two-dimensional space into a one-dimensional vector that is supposed to keep the spatial relationships of the points in the two-dimensional space. One possible way to solve this problem is by constructing an array of $m$ lists, with each list corresponding to a point in the first frame and containing the nearest $k$ elements to this point. In the case that there are two points
that are near each other in the twodimensional frame, as indicated by the array of lists, but they are far from each other in the initial vector, then an additional initial solution is computed by moving one of the two points in the initial vector and inserting it near the other point Computing these extra initial solutions involves searching the $k$-element adjacency hists If an MLD point is found in the adjacency list of another point that is far from the first point in the imitial solution vector, then an additional initial solution, considering these two points is computed as described earlier. The procedure described in the next section is then applied for each of the computed initial solutions. To demonstrate the basic principals of the algorithm, we assume that the frame points can be ordered, without the need to create more than one initial vector, as is often the case of MLD's representing physical objects in non degenerate positions

The basic idea of the algorithm is to quickly enumerate possible solutions of the correspondence problem and store these solutions in the leal PE's The set of possible solutions contains permutations of the initial solution, such that only points near to each other in the first frame are permuted. The sum of differences for these solutions can then be computed in parallel in all leaf PE's. The tree connections are then used to compute the matching that minimizes the computed sums (requiring $O(h)$ time) The match corresponding to the selected minimum value is the solution being sought We now show how to compute the
permutations of the initial solution. For the sake of simplicity, we assume that only permutations of clusters of initial solution points are to be performed. Each cluster consists of three consecutive points in the initial solution vector, with clusters overlapping. We describe now how possible solutions containing all permutations of the first three elements can be computed

The initial solution in the root PE is passed to its two children. The left child keeps the parent's solution, while the right child performs a permutation on this solution by swapping the first two correspondences, as shown in Figure 8-1


Figure 8-1: Permutations of the Initial Solution First Three Elements

Again the solution is passed to the next level PE's. The right children swap the second and third elements in their solution When the solution
is passed to the following level, right children swap the first and third elements At this point solutions containing all possible permutations of the first three elements are found at the fourth level down the tree Note that at the fourth level we have two solutions that are duplicated This will not affect the procedure, but it will result in less efficient use of the PE's. This, however, can be avoided by replacing the duphcate solutions with other permutations of elements that are more than two elements apart in the solution vector The same procedure is now repeated for the element three through five. This process continues until the leaf level is reached At this point we have $O\left(2^{h}\right)$ possible solutions stored in the leaf PE's of the NON-VON tree

The set of permutations of the initial solution may be computed in other ways One possible method is to compute for each of the predicted points of the first frame their best match in the second frame. (This can be performed in time proportional to the number of points in the second frame) If a point in the second frame has been selected as the best match for more than a single first frame point, then these points are reported to the $C P$. Permutations of this set of points are computed as part of the possible solutions to be stored in the leaf PE's.

We argue that the selected solution using this algorithm is near the optimal match, if not equal to it. The rationale for this is two-fold. First, the initial solution is presumably a good approximation of the
desired solution, based on the heuristic assumption used in computing it Second, as much as possible the permutations on the initial solution are performed between points that are near to each other in the image frame. That in turn insures that if there is a conflict resulting from two points in the first frame selecting the same correspondence in the second frame, then alternatives including both selections will be among the set of possible solutions.

The N-PASCAL procedure describing this algorithm for frames containing at most 16 points follows

Procedure mid2,
var
i. j, k. delta, dist_sqr integer;
sol. $x, y, x 2, y 2, \overline{x p}, y p$ array $(1.16)$ of integer, vector var

X1 Y1 U. V X2, Y2 integer,
NP YP LELEL_VO integer.
. $M, ~ D I S T, ~ T E M P$ integer.
S array 1 l 16] of integer,
RIGHTC, ROOT, F1, F2, N boolean,
/= The following function finds the minimum value of the vector variable passed to it as an argument it looks for the minimum value among the vector variable stored in enabled leal PE's "/
function min_lealvar MLN integer) integer,
var
j integer.
vector_var
TEN $\overline{\mathbb{P}}$ integer.
begin

$$
\underset{\text { begin }}{\operatorname{for} j}=2 \text { to no_levels do }
$$

```
            N RECV8(LC, MIN MIN),
            N_RECV8(RC, MIN, TEMP);
            if TEMP < MIN then MIN = TEMP
            cud
    N_RECV8(LC, MIN, MIN),
    /* At this point the minimum value is stored in the CP register GG8
*/
    min_leaf = N_GG8;
end
Procedure swap_sol(i, j integer);
vector var
    TEMP
begin
    where RIGHTC = true do
        begin
            TEMP = S[j],
            S[j] = S[i],
            S[i] = TEMP.
    end,
end
begin
```

/* 1 Mark the right children, mark the root PE, and store the level number of each PE in the vector varable LEVEL NO. The first frame points ( $\mathrm{X}, \mathrm{Y} 1$ ) are assumed to be stored in the NON-VON leaf PE's, with the corresponding velocity components U and V.F1 is set to 1 in these PE's. The same is true for the second frame points (X2,Y2). The tume lapse between two frames is stored in the variable delta */

$$
\begin{aligned}
& \mathrm{XP}=0 \\
& \mathrm{YP}=0 \\
& \text { mark_rc(RIGHTC), } \\
& \text { mark_root(ROOT), } \\
& \text { set_level_number(LEVEL_NO). }
\end{aligned}
$$

/* 2 Compute the initial solution (points nearest to the predicted
solution). The points of the first frame are stored in the NON-VON tree, one per PE. X1 and Y1 are the coordinates of each of these points. XP and YP are the computed predicted values for the location of eastr point in the next frame. NUM holds the number of the point in the frame. The second frame is assumed to contain $n$ points, while the first frame has $m$ points. */

```
where \(F 1=\) true do
        begin
        \(\mathrm{XP}:=\mathrm{X}+\mathrm{U}^{*}\) delta;
        \(\mathrm{YP}=\mathrm{Y}+\mathrm{V}\) * delta;
        end;
\(\mathrm{N}=\mathrm{F} 2\),
\(i=1\);
while (i<=m) do
        begin
            where ( \(\mathrm{NUM}=i\) ) and ( \(\mathrm{Fl}=\) true) do
                begin
                    N _REPORT8(XP, \(x p(i))\);
                    \(\mathrm{N}^{-}\)REPORT8(YP, \(y p(i)\) );
                end;
        DIST \(=0\),
        where \(\mathrm{N}=\) true do
            DIST \(=(x p[i] \cdot X 2) *(x p[i]-X 2)\)
            \(+(y p[i]-Y 2)=(y p[i]-Y 2)\).
        dist_sqr \(=\) min_leal(DIST),
        where ( \(\mathrm{N}=\) true) and (DIST \(=\) dist_sqr) do
            begin
                        \(N=\) false,
                N REPORT8(NUM, sol(i));
            end.
        \(i=i+1\)
    end;
```

/*3 Store the initial correspondence in the root PE */
where ROOT = true do
for $j=1$ to $m$ do $S[J]=s o l[ \}]$,
/* $\&$ Perform the permutations on the initial solution and store these possible solutions in the leaf PE's We will not deal with the duplicate
cases in this procedure */

$$
\begin{aligned}
& j=2, i=2, \\
& \text { while } j<=\text { no_levels do } \\
& \text { begin } \\
& \text { where LEVEL_NO }=j \text { do } \\
& \text { begin } \\
& \text { for } k=0 \text { to } m \text { do } \\
& \text { N_RECV8(P, } S[k], S[k]) \text {, } \\
& \text { swap_sol(i, (i-1)), } \\
& \text { end, } \\
& j=j+1 \text {, } \\
& \text { where LEVEL_NO }=j \text { do }
\end{aligned}
$$

/* 5 Compute the sum of differences for each possible solution. */

DIST $=0$;
for $j=1$ to $m$ do
begin
for $k=1$ to $n$ do
where $\mathrm{S}[J]=k$ do
begin
$X P=x 2|k|$,
$Y P=y 2|k|$.
end,
$\mathrm{DIST}=\mathrm{DIST}+(\mathbf{X P} \cdot x p[\hat{J}) *(\mathbf{X P}-x p[j])$
$+(Y P-y p(j))(Y P-y p(j)) ;$
end

```
/* 6. find the value of the minimum sum of differences. */
dist_sqr \(=\) min_leaf(DIST);
```

/* 7 At this point the $C P$ contains the value of the minimum sum of position differences between the predicted positions and their correspondence. Enable only the PE holding the solution with this minmum value, and report the solution to the CP. "/

```
    where DIST = dist_sqr do
        for \(j=0\) to \(\bar{m}\) do
        N_REPORT8(S[j], sol[j]);
end;
```

Steps 2 and 4 of the algorithm execute in time proportional to the product of the number of points in the first frame and the tree height $O(m h)$ On the other hand, Step 5 of the algorithm takes time proportional to the product of the number of points of the two frames $(O(m n))$ Thus, the algorithm executes in $O(\operatorname{Max}(h, n) m)$ time.

The functional simulator session for testing the algorithm described in this chapter is included in Appendix $C$ The first frame points have been used instead of their predicted positions They have been ordered by starting at an arbitrary point and finding the nearest point to it This greedy algorithm is continued until all points have been ordered. Frames with up to six points have been tested on a tree of 10 levels, and good solutions have been computed using the described algorithm.

The occlusion of some points in MLD frames, and the inability to perfectly order two-dimensional points in a one-dimensional vector are two problems that can cause the algorithm to compute solutions that are far from the optimal solution. However, it should be remembered that this algorithm has been intended to demonstrate the feasibility of solving such problems on tree machines, and not necessarily to show efficient ways of solving these problems

## Chapter 9

## Conclusion and Directions for Further Research


#### Abstract

In this research, we have addressed the problem of how fine-granned tree-structured SMD machines can be used for high-speed execution of a wide range of image understanding tasks. Parallel algorithms have been developed for several image understanding tasks on the NON-VON machine, a highly parallel tree-structured SDMD machine. The image analysis applications considered in this thesis were selected to span different levels of computer vision tasks


More specifically, we have developed and analyzed parallel algorithms for fast image correlation and quasi-parallel connected component labeling A fast distributed algorithm that uses the NON-VON PE's space efficiently has been developed to implement the Hough transform method for detecting object boundaries We have also developed a parallel algorithm that quickly enumerates possible solutions for the correspondence problem in the moving light display application. Other last algorithms have also been developed, including image histogramming, set operations, and the computation of the geometric properties of
objects

The developed algorithms incorporate novel approaches to exploit the tree organization of the machine, and to reduce the effects of communication bottleneck usually associated with tree architectures. One technique we have used to this end involves partitioning the problem into a number of smaller problems that fit within a set of independent subtrees, in which communication is performed locally. Communication between these subproblems is less than would be required if the problem were not distributed among the subtrees. One example of this approach is the second image correlation algorithm described in Chapter 5. Another technique uses NON-VON's special hardware features to perform the communication for certain problems, as in the connected component labeling algorithm

Issues related to the representation of images in tree machines have been addressed in this research. We have demonstrated how hierarchical data structures can be modified to represent images in the NON-VON tree. Fast image $I / O$ is another important operation that affects the efficient implementation of vision algorithms. In this thesis, we have described different methods to perform such $1 / 0$ efficiently in tree machines

NON-VON's performance for different image algorithms has been
analyzed and compared with that of other highly parallel image understanding architectures. Two simulators have been used to simulate the image analysis algorithms. A functional simulator has been implemented using the $C$ programming language on a VAX 11/750 augmented with a Grinnell image processor. We have used this simulator to validate all of the algorithms described in this thesis. A LISP-based machine instruction-level simulator that has been developed for the NONVON machine has been used to execute some of the image algorithms, and to provide accurate measures of the execution time of the machinecoded versions of our algorithms. Based on this comparison, NON-VON's execution tame for several algorithms has been shown to be considerably less than that of other highly parallel vision architectures. We have identified the limitations of tree machines in the execution of certain Image analysis tasks, and have proposed particular modifications to the VON-VON hardware for the rapid execution of these tasks

This work can be extended in several possible directions. One possible avenue of further research would involve the investigation of other parallel algorithms for low- and intermediate-level vision application $\mathbf{A}$ second involves the implementation of symbolic high-level vision tasks on the present version of the machine. In this regard, it is worth noting that the NON-VON architecture supports the efficient execution of operations arising in relational database management and expert systems applications The relevance of algorithms in these two areas to high-level
vision applications would suggest such effort might prove fruitful.

Another interesting research problem involves the manner in which currently proposed architectural additions to the machine (NON-VON 4) might be used to expand the set of vision tasks, which may be executed at very high speed. The MIMD, SIMD, and MSIMD capabilities of the proposed architecture and the availability of fine- and medium-granned PE's should prove useful in implementing systems that perform well on all levels of computer vision tasks.
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# Appendix A The NON-VON 3 Instruction Set 

The semantics of each NON-VON 3 instruction are described below along with the set of permissable operands, where appropriate ${ }^{2}$.

## IESTRUCTIOI

```
M0F8 <byte res 1> <bjte res 2> coyte res 2> <- <bjte res 1>
<byte reg> = {A, BS, c, MN, IOS}
M071 <bit res 1> <bit res 2> <bit res 2> <-<tit res 1>
```

<th reg> $=$ \{A1, B1, C1, [11. 101\}

The MOV8 and MOVI instructions transfer are used to transfer data between bit and byte registers within the PE

```
REMDRAYs <byte reg>
```

RIIPMM <bje reg>
<byte reg> $=$ (18, B, Cs os 100\}
READRMI SbIt reg> $\langle D 16$ reg> s- MMI (IMAS)
ERITEM1 SOIt reg* RMI (MN) <- <bit rogs
<bit regt $=$ (11. D1. C1 or [01\}
Incanixt
MReMR•1

[^1]The READRAM and WRITERAM instructions are used to transfer data between a register and the RAM location whose address is stored in the incrementing memory address register", LMAR. The INCREMENT instruction adds one to the address stored in the IMAR

| ADD <byte reg> | ```C8 <- (<bjte rog) * As - C1); C1 <- carry``` |
| :---: | :---: |
| SUB <byte reg> | cs <- (18 - <bjte reg> - C1) ; C1 <- berrov |
| COMPARE <byte reg> | 11 <bjte reg> $=16$ then $11<-1$ <br> -18e 11 <- 0; <br> 11 <bjtereg> As then B1 <- 1 |

<bjte reg> $=\{38,108, \mathrm{MA}$, or RMY $\}$

The ADD, SUB and COMPARE instructions may be used to perform arithmetic and comparison operations on two 8-bit operands The carry bit must be cleared before these instructions are initiated. The results of a COMPARE are stored in the Al and Bl flags
hoIns Rotate right 1 bit
ROTL Rotate left 1 bit

The $B 8$ and $B 1$ registers contain logic enabling them to function together as a 9 -bit circular shift register

LOGICALS coparatiea> Ce <- (M <operation> B6)
LOGICMi soperatios C1 <- (A1 soporation) B1)
where <operation> is a four-bit code specifying one of the sixteen possible boolean functions of two variables. LOGICAL8 applies the specified operation in a bitwise fashion to all eight bits of its operands

Special cases of the LOGICALl instruction include SET, CLEAR. NEGATE, AND, OR, XOR, EQU, NAND, NOR and NOP LOGICALI may $\overrightarrow{b e}$ used to combine the results of a COMPARE instruction to test all six possible arithmetic relational predicates (EQ, NE, GT, LT, GE and LE) on two \&-bit operands.

| SEDD | <PE) | <byte res> | 108 (SPD) | - sijte regs |
| :---: | :---: | :---: | :---: | :---: |
| SEDI | <PE | <bit reg> | 101 ( $4 P D$ ) | - <nit rego |
| RECTE | <PE) | <bjte reg> | <bjte reg> | - 100 (SPE) |
| RECTI | <PE> | <bit reg> | sbit reg> | - 101 (<PE) |
| <bjte reg> $=$ \{as, $\mathrm{Ba}, \mathrm{Ca}, \mathrm{mas}\}$ |  |  |  |  |
| <bit reg> $=$ \{ A1, B1, C1, EIS |  |  |  |  |
| <PE> |  | LI. R1) for | $\begin{aligned} & \text { etiose } \\ & \text { atrictions } \end{aligned}$ |  |

The SEND and RECV instructions are used to transfer data in parallel not only between PE's that are physically adjacent within the PPS, but also between two PE's that are adjacent in a particular linear sequence defined by an inorder traversal of the nodes of the PPS tree In both cases data is transferred between some register in the PE in which the instruction is executed and the IO register within some neighboring PE It is always possible to RECV data from a PE, regardless of whether it is enabled, but an attempt to SEND data to a disabled PE will not result in a transfer of data

| arondcaste | <ujte reg> <bjtes | <bjte reg> <- <bjes> |
| :---: | :---: | :---: |
| brondcastl | <bit reg> <bit> | <bit reg> <- <bit) |
| REPORTE | <byte ras) | logical reg. Gee (is CP) <- <bjte reg> |
| Reporit | <bit reg> | logical reg. Gel (ia CP) <- stit regs |
| <bjee reg> | (10, BS. Cs, Mr. |  |

<bit reg> $=\{11$, B1, C1, EI1, I01\}

The BROADCAST instructions are used to transfer a single data value from the control processor into a specified destination register within all enabled PE's simultaneously. The REPORT instructions, on the other hand, are defined only when exactly one PE is enabled, and result in the transfer of data from the specified register within that $P E$ to a particular logical register" within the control processor, which is called GG.
resolte

```
A1 <- 0 IE all PE's except
    "firmt' PE viare A1 = 1;
If no PE hae A1 = 1 then
    logical regiater m1 (in CP) <- O
    cloe al <-1
```

After execution of a RESOLVE, the Al register is reset to zero in all PE's except the one that occurs first in inorder traversal order. The RESOLVE instruction is frequently used in conjunction with REPORT to read data into the control processor from each one of a set of PE's in turn

## EMABLE

## Ell <- 1 in all P2'a, iacladias those previotely disabled

ENABLE is the only instruction that is executed by all PE's, whether or not they are already enabled It is used to set all of the the EN1 registers to 1 , thus awakening" all PE's in the PPS after some subset have been disabled

```
STRIIGBROADCAST <leagth> <atriag> He cmantice of thoge three

\section*{STRITGCOMPAE <leagth> <atriag>}

The-three string operations use the auto-increment capability of the MAR to perform highly efficient loading, unloading, and matching operations on successive locations in RAM. The STRINGBROADCAST instruction transfers a common string from the control processor into the local RAM's of all enabled PE's, starting at the location specified by their respective MAR's STRINGREPORT functions in a similar manner, but is used to transfer a string into the control processor from a single enabled PE STRINGCOMPARE compares a string broadcast by the control processor in parallel against those stored in all enabled PE's. At the end of the STRINGCOMPARE instruction, only those PE's containing a matching string are left enabled

\section*{Appendix B}

\section*{NON-VON 3 Code for Selected Algorithms}

\section*{B.1. NON-VON Tree Initialization}
(comment "This program initializes the NON-VON tree for vision algorithms. The program will store at each node in the tree 4 values in memory locations \(0-3\) representing the \(x\)-side, \(y\)-side, \(x\)-address, and \(y\) address of each rectangle in the binary image tree. The globally defined variable no-levels is the number of levels in the tree.")
(fluid '(no-levels x y i))
(setq no-levels 7)
(de init-vision ()
(prog ()
\(r_{0}\) Store 1 in the variables \(x\)-side and \(y\)-side in all PE's
(N-ENABLE)
(N-BROADCAST8 MAR 0)
(ㄴ-BROADCAST8 A8 1)
(N-WRITERAM8 A8)
(N-INCREMENT MAR)
(N-WRITERAM8 A8)
(comment "Set IO1 equal to 0 in leal PE's, and equal to 1 in all other PE's Then enable only leal PE's.")
(N-CLEAR1)
(N-MOV1 Cl IO1)
(N-RECV1 Al RC)
(N-SET1)
(N-MOV1 Cl IO1)
(N-MOV1 A1 EN1)
(N-CLEAR1)
(N-MOV1 Cl IO1)
(comment "The following is a \(C P\) code that initializes \(x\), and \(y\) global variables, and start the loop for computing in each PE the length and width of the rectangle it represents.")
```

(setq x 1)
(setq y l)
(do ((1 1 (1+1)))
((=1 no-levels))

```
(N-ENABLE)
\% Enable only PE's on the next level up the tree
(N-RECV1 A1 RC)
(N-MOV1 A1 IO1)
(N-NEGATEA1)
(N.MOV1'Cl EN1)
(comment "This is a CP code that computes the rectangle dimensions on the current level").
(cond ((eq : (times (quotient 12) 2)) (setq y (times y 2\()\) )) \((t(\operatorname{setq} \times(t ı m e s \times 2))))\)
\(\overbrace{c}\) Store the \(x\)-side and \(y\)-side values in the enabled PE's.
(. N BROADCAST8 MAR 0)
(.‥BROADCAST8 A8 x)
(N-WRITERAM8 A8)
(N-INCREMENT MAR)
(N-BROADCAST8 A8 y)
(N-WRITERAM8 A8)
) \% END OF THE LOOP
(comment "At this point only the root PE is enabled with \(x=y=2 * *(n 0-\) levels/2), and 10 set equal to 0 in the root \(P E\), and to 1 in all other PE's Store 0.0 in locations 2.3 in the root PE")
(N-BROADCAST8 MAR 2)
(N-WRITERAM8 A8)
(N-INCREMENTI MAR)
(N-WRITERAM8 A8)
(comment "The following is a CP code to initialize the and start theloop for storing addresses ")
(do (( \(11(1+i)))\)
(( \(=\) i no-levels \()\) )
To Read \(x\)-side into the B 8 register
(N-BROADCAST8 MAR ..... 2)
(N-READRAM8 B8)
(comment "This is a CP code to check if the current level number is odd or even.")
(cond ((eq 1 (times (quotient 1 2) 2))
(setq \(\times\) (quotient \(\times 2\) ))
(comment "Compute the \(x\)-address and \(y\)-address of the right-child inaddresses 14,15")
(N-BROADCAST8 A8 x)
(N-CLEAR1)
(N-ADD B8)
(N-BROADCAST8 MAR ..... 14)
(.V-WRITERAM8 C8)
(N-BROADCAST8 MAR 3)
(N-READRAM8 A8)
(N-BROADCAST8 MAR ..... 15)
(N-WRITERAM8 A8)
)
To The else part
(t (setq y (quotient y 2))
(N-BROADCAST8 MAR 14)
(N-WRITERAM8 B8)
(N-BROADCAST8 A8 y)
(N-BROADCAST8 MAR 3)
(N-READRAM8 B8)
(N-CLEAR1)
(N-ADD B8)
(N-BROADCAST8 MAR 15)
(N-WRITERAM8 C8))
O Enable PE's on the next level down the tree
(N-ENABLE)
(N-MOV1 [O1 B1)
(N-BROADCAST8 MAR 2)
(N-READRAM8 A8)
(N-SEND8 A8 LC)
(N-MOV8 IO8 B8)
(N-INCREMENT MAR)
(N-READRAM8 A8)
(N-SEND8 A8 LC)
(N-MOV8 \(108 \mathrm{C8}\) )
(N-BROADCAST8 MAR ..... 15)
(N-READRAM8 A8)
(N-SE.VD8 A8 RC)
(N-MOV8 108 C8)
(N-BROADCAST8 MAR 14)
(.N-READRAM8 A8)
(N-SEND8 A8 RC)
\% Enable only RC's
(N-SET1)
(N-MOV1 Cl Al)
(N-CLEAR1)
(N-MOV1 Cl 1O1)
(N-SEND1 Al RC)
(N-MOV1 IO1 EN1)
(N-MOV8 IO8 B8)
To Enable next level down the tree
(N-ENABLE)
(N.MOV1 B1 IO1)
(N-RECV1 Al P)
(N-MOV1 Al IO1)
(N-. \(\mathrm{NEGATEA1}\) )
(N-MOV1 Cl EN1)
(N-BROADCAST8 MAR 2)
(N-URITERAM8 B8)
(N-INCREMENT MAR)
(N-WRITERAM8 C8)

1))

\section*{B.2. Image I/O}
To global variables declaration
(fluid '(1 J)),
(de load-imgl (x-side \(y\)-side)
(prog ()
(.N-E.NABLE)
\(c_{c} \mathrm{~B} 8\) and C 8 are used to hold the x -address and y -address respectively
(N-BROADCAST8 MAR 2)
(.․READRAM8 B8)
(N-INCREMENT MAR)
(N-READRAM8 C8)
co Set MAR equal to 14 in all PE's
(N-BROADCAST8 MAR 14)
\(c_{o}\) Loop to send bytes one bye one.
(do ((1 0 (addl 1\()))\)

\[
((=1 x \text {-side }))
\]
(comment "Store 1 in \(\operatorname{Ol}\) only in PE's with XADD equal to 1 , and set MAR equal to 0 ")
(N-ENABLE)
(N-BROADCAST8 A8 i)
(N-COMPARE B8)
(N-MOV1 A1 IO1)
( N -BROADCAST8 MAR 0)
(do (( 0 (addl ) ))) (( \(=\) J y -side \()\) )
\(\sigma_{0}\) Enable PE's in row 1
(N-MOV1 IO1 EN1)
(N-MOV8 MAR A8)
(N-COMPARE C8)
(N-MOV1 Al ENi)
(N-BROADCAST8 108 ر)
(.N-ENABLE)
(N-INCREMENT MAR)
1)
\(c_{0}\) Enable only leaf PE's
(mark_leaf)
\(\tau_{c}\) Store the gray level value
(.․BROADCAST8 MAR 4)
(N-WRITERAM8 IO8)
1)
(de load-1mg2 (bside imside)
( prog ()
(.N-ENABLE)
"o bside' is the length of the block side
©o imside' is the image side size
To Set Cl equal to 1 only in the intermediate level PE's
```

    (N-CLEAR1)
    (N-CLEAR8)
    (N-MOV8 C8 MAR)
    (N-READRAM8 A8) % A8 <-- XSDE
    (N-BROADCAST8 B8 bside)
    (N-COMPARE B8)
    (N-MOV8 A1 EN1)
    (N-INCREMENT MAR)
    (N-READRAM8 A8)
    (N-COMPARE B8)
    (N-MOV8 Al C1)
    (N-ENABLE)
    To B8 and C8 are used to hold the x-address and y-addresses.
    (N-BROADCAST8 MAR 2)
    (N-READRAM8 B8)
    (N-INCREMENT MAR)
    (N-READRAM8 C8)
    % Loop to, send blocks of bytes
(setq n (quotient imside bside))
(do ((1 0 (addl 1)))
((= 1 n))
(do ((1 O (addl ))))
((= ノ n))
(N-ENABLE)
(N-MOV1 Cl EN1)
(N-BROADCAST8 A8 (tımes 1 4))
(N-COMPARE B8)
(N-MOV1 Al EN1)
(N-BROADCAST8 A8 (tımes J 4))
(N-COMPARE C8)
(N-MOV1 Al EN1)
(N-BROADCAST8 MAR 15)
c
(N-STRING-BROADCAST8 '(A B C D E F G HI
J KLM N OP))

```
(comment "Loading of blocks finished. Now in parallel load the leaf
PE's. Relative address are stored in B8 and C8.")
(N-ENABLE)
(N-MOV8 C8 IO8)
(N-BROADCAST8 A8 3)
(N-AND8)
(N-MOV8 IO8 B8)
(N-MOV8 C8 IO8)
(N-AND8)
(N-MOV8 IO8 B8)
% Store 15 in intermediate level PE's MAR.
(N-BROADCAST8 MAR 15)
(do ((J O (addl J)))
    ((= । 4))
(N-MOV1.Cl E.N1)
(N-INCREMENT MAR)
(N-READRAM18 IO8)
(N-ENABLE)
(.N-RECV8 A8 P)
(N-MOV8 A8 IO8)
    )
(.V-E.VABLE)
(.N.MOVl Cl Bl)
(N-CLE.\R1)
(.N.MOV1 Cl 1O1)
(.N-RECV1 Al RC)
(N-MOV1 Al IO1)
(N-MOV1 Bl Cl)
(.N-MOV1 IO1 ENI)
(N-BROADCAST8 MLAR 4)
```

```
(do [(| O (addl )|))
```

(do [(| O (addl )|))
((= । bside))
((= । bside))
(do ((1 0 (addl l)))
(do ((1 0 (addl l)))
((= 1 bside))

```
    ((= 1 bside))
```

```
    (NENABLE)
    N:MOV1 IO1 EN1)
    (N-BROADCAST8 A8 1)
    (N-COMPARE B8)
    (N-MOV1 Al EN1)
    (N-BROADCAST8 A8 j)
    (N-COMPARE C8)
    (N-MOV1 A1 EN1)
    (N-WRITERAM8 IO8)
    (N-ENABLE)
    (N-MOV1 C1 EN1)
    (N-INCREMENT MAR)
    (N-READRAM8 IO8)
    (N-ENABLE)
    (N-RECV8 A8 P)
    (N-MOV8 A8 IO8)
))
))
(comment "The following function enables leaf PE's only,
    and set Al equal to 1 only in leaf PE's.")
(de mark_lea!()
    (N-ENA\overline{BLE}
    (N-CLEAR1)
    (N-MOV1 Cl IO1)
    (N-RECV1 Al RC)
    (N-MOV1 Al EN1)
)
(comment "The following function prints the contents of one of RAM location in leal PE's.")
(de show-img ( \(x\)-side \(y\)-side ram \(k\) )
```


## (N-ENABLE)

```
\(\sigma_{0}\) IO8 holds the value to be printed
(N-BROADCAST8 MAR ram)
(cond (( \(=k\) 1) (N-READRAM8 IO8))
```

```
        (t (N-CLEAR8)
        (N-MOV8 C8 B8)
        (N-READRAM1 B1)
        (N-ROTLB)
        (N-MOV8 B8 IO8)
    )
)
(N-BROADCAST8 MAR 2)
(N-READRAM8 B8)
(N-INCREMENT MAR)
(N-READRAM8 C8)
\% Loop to report bytes one bye one.
(do (( 0 (addl \()\) ))
\(((=\mathrm{J} \mathrm{y}\)-side \())\)
(terprı)
(princ "column number")
(princ J)
(princ " ")
\(r_{c}\) Store 1 in 101 only in leal PE's with YADD equal to \(f\)
(.N-ENABLE)
(N-CLEAR1)
(N.MOW1 Cl IO1)
(.․-RECV1 A1 LC)
(.N-MOV1 A1 IO1)
(N-BROADCAST8 A8 )
(.N-COMPARE C8)
(.N-MOV1 101 Bl )
(N-ANDI)
(N-MOV1 C1 IO1)
( N -BROADCAST8 MAR 0 )
\[
\begin{gathered}
\left(\text { do }\left(\left(\begin{array}{lll}
1 & 0 & (\operatorname{add} 1
\end{array}\right)\right)\right) \\
((=1 \times \text {-side }))
\end{gathered}
\]
(N-MOV1 101 EN1) \% Enable PE's in row 1
(N-MOV8 MAR A8)
```

```
    (N-COMPARE B8)
    (N-MOV1 Al EN1)
    (N-REPORT8 IO8)
    (princ (N-GET-GG8))
    (princ " ")
    (N-ENABLE)
    (N-INCREMENT MAR)
))
)
```


## B.3. Binary Image Tree Building

(comment "This function building the binary image tree representation of a binary image stored in the RAM1 location 4.")

```
(de build-binimg ()
(prog ()
    (N-ENABLE)
    (N-BROADCAST8 A8 71) % 71 is the code for 'G'
    (N-BROADCAST8 MAR 5) % RAM8 location 5 is FQUAD
    (N-WRITERAM8 A8) % Store 'G' in all PE's FQUAD
    (N-CLEAR1)
    N-MOV1 Cl IOl) O
(comment "Current level is 0 Store 1 in RAM1 location 14 (X1) and 0
in RAM1 location 15 (Y1) only in current level PE's.")
```

    (N-RECV1 Al RC)
    (N-BROADCAST8 MAR 14)
    (N-WRITERAM1 Al)
    (N-MOV1 Al EN1) \% Enable leaf PE's only.
    (N-BROADCAST8 MAR 4) \% Read BINARY value into
    (N-READRAM1 Bl) \(\% \mathrm{Bl}\)
    (N-MOV1 B1 Cl)
    (N-BROADCAST8 A8 87)
    (N-INCREMENT MAR)
(N-WRITERAM8 A8) \% RAM8 5 <-- 'W'
(N-CLEAR8)
\% Store TREE in RAM8 6
(N-MOV8 C8 B8)
(N-ROTLB)
(N-INCREMENT MAR)
(N-WRITERAM8 B8) \% RAM8 $6<-$ TREE
(.N-MOV1 Cl EN1) To Enable leal black pixels
(N-BROADCAST8 A8 66) $\%$ Store 'B' in those PE's
(N-BROADCAST8 MAR 5)
(N-WRITERAM8 ..... A8)
(.N-ENABLE)
(N-BROADCAST8 MAR ..... 14)

                            \% A1 is 1 only in leaf PE's
    (N-NEGATEA1)
(N-INCREMENT MAR)
(N-WRITERAM1 C1) \% RAM1 15 is $0 "$
(do ((1 1 (addl 1$)))$
$((=1$ no-levels $))$
To Read the value of TREE into 108

## (N-ENABLE)

(.N-BROADCAST8 MAR 6)
(N-READRAM8 IO8)
${ }_{c}$ Enable next level up the tree
(N-BROADC.AST8 MAR 15)
(N-READRAM1 IO1)
(N-RECVI A1 RC)
(N-WRITERAM1 A1)
(.…EGGTEAl)
(N-MOV1 Cl EN1)
$\tau_{0}$ Receive gray values from your two children
(N-RECV8 B8 LC)
(N-RECV8 A8 RC)
(N-CLEAR1) $\%$ Add the two gray values
(N-ADD B8)
(N-BROADCAST8 MAR 6) \% and store the resulting (.․WRITERAM8 C8) $\%$ TREE in RAM8 6.
$c_{0}$ Store the value of FQU.AD in 108 in previous level

```
    (N-BROADCAST8 MAR 5)
    (N-READRAM8 IO8)
    % Enable current level again
    (N-BROADCAST8 MAR 15)
    (N-READRAM1 A1)
    (N-NEGATEA1)
    (N-MOV1 Cl EN1)
    (N-RECV8 B8 LC)
    (N-RECV8 A8 RC)
O Compare the FQUAD in the two children
    (N-COMPARE B8)
    (N-MOV1 Al IO1) O
    (N-MOV1 Al EN1) % FQUAD's are the same
    (N-BROADCAST8 MAR 5)
    (N-WRITERAM8 A8) % FQUAD in the result PE is set
    (N-BROADCAST8 A8 71) % A8 <-- 'G'
    (N-COMPARE B8)
    (N-NEGATEAI)
    (N-MOVl Cl IOl) %olOl is l where the two FQUAD
                                Co are equal but not Gray
    (N-E.NABLE)
    (N-BROADCAST8 MAR 14)
    (N-READRAM1 A1) To Enable only PE's on previous level
    (N-MOV1 Al EN1)
    (N-RECV1 EN1 P) % Enable PE's with FQUAD to change to 'N'
    (N-BROADCAST8 A8 78) % A8 <-- 'N'
    (N-BROADCAST8 MAR 5)
    (N-WRITERAM8 A8)
    (N-ENABLE)
    (N-BROADCAST8 MAR 15)% Set RAM8 14 equal to 1 only
    (N-READRAM1 A1) % in current level
    (N-NEGATEA1)
    (N-BROADCAST8 MAR 14)
    (N-WRITERAM1 Cl)
    ))
)
```

B.4. Gray-Scale Tmage Histogram and
Thresholdinis(comment "This program computes the histogram of a gray-scale imagestored in the leaf PE's PE's of the NON-VON tree The gray level levelvalue is stored in memory location 4 at each of these PE's")
(fluid '( $x$ y count nums bwid nbins no-levels level-1))
(setq no-levels 7)
(de image-histo ()
(prog ()
(N-ENABLE)
(comment "Enable only leaf PE's and set 101 equal to 1 in leal PE's and equal to 0 elsewhere")
(N-CLEAR1)
(N-MOV1 Cl IO1)
(N-RECV1 Al RC)
(N.MOV1 Al IO1)
(comment "Store the address 4 in MAR, and initialize global variables (step 1)")
(.N-BROADCAST8 MAR 4)
(setq $x 0$ ) $\quad \% x$ is the min. value in bin range
(三尺tq y 15) $\quad \% \mathrm{y}$ is the max value in bin range
(setq count 0) $\%$ count is how many match operations.
(setq nums 0) $\quad \%$ number of reported histogram values
(setq abins 16) $\%$ number of bins
(setq bwid 16) $\quad \%$ bin width
(setq level-1 6) \% no of levels above leaf level
$c_{0}$ Marking steps (steps 2,3)
step?
(N-MOV1 IO1 EN1)
(N-READRAM8 A8)
(N-BROADCAST8 1080 )
( N -BROADCAST8 B8 x)

```
(N-COMPARE B8)
(N-NEGATEB1)
(N-MOV1 Cl EN1)
(N-BROADCAST8 B8 y)
(N-COMPARE B8) 若 Al <-- 1 if gray value = y
(N-OR1)
(N-MOV1 C1 EN1) % Enable PE's with gray <= y
(N-BROADCAST8 IO8 1)
% Bl <-- l if gray < y
% The counting step (step 4)
step4
(N-ENABLE)
(N-RECV8 B8 LC)
(N-RECV8 A8 RC)
(N-CLEAR1)
(N-ADD B8)
(N-MOV8 C8 IO8)
```

$c_{c}$ Steps 5,6

```
(setq count (plus count 1))
(cond ((and (= count nbins)(ge count level-1))(go step7))
    (t (setq x (plus x bwid))(setq y (plus y bwid))
        (cond ((and (< count level-1)(< count nbins))(go step2))
        )
        (cond ((and (< count level-1)(ge count nbins))(go step4))
        )
    |)
(comment "Steps 7.8 For simplicity the histogram value is not stored tack in the tree Enable root only and report the value in its IO8")
```

```
step7
```

step7
(N-ENABLE)
(N-MOVI IO1 Bl)
(.N-put-ggl 1) % ggl <-- 1
(N-CLEAR1)
(N.MOV1 Cl IOI)
(N-RECV1 Al P) % Al is 1 only in the root PE
(N-MOV1 Al EN1) % Al is lonly in the root PE
(.N-REPORT8 IO8)

```
```

(setq nums (plus nums 1))
(princ "The value of bin histogram number ")
(princ nums)
(princ " is equal to ")
(princ GG8)
(terprı)
(N-ENABLE)
(N-MOV1 B1 IOI)
(cond ((= nums nbins)(go end))
(t (cond ((< count nbins)(go step2))
(t (go step4))))
end
))
(de image-thresh (thresh)
(prog ()
(N-ENABLE)
(N-BROADCAST8 MLAR 4)
(N-READRAM8 B8) % Read the gray value in B8
(N-BROADCAST8 A8 thresh) Co Broadcast the threshold value.
(N-COMPARE B8) % Compare (Bl <-- l if gray > thresh)
(N-WRITERAMl Bl) % Write value in RAM l-bit location 4
I)
(comment "This function creates a random gray-scale image in the leaf
PE's ")
(de random-gray-Image (rand-vall rand-valQ)
( prog ()
~}\mathrm{ O Enable root oaly
(.N-ENABLE)
(N-BROADCAST8 A8 rand-val!)
(N-BROADCAST8 MAR 14)
(.N-WRITERAM8 A8)
%ggl <-- 0
(.N-SET1)
(N-MOV1 Cl IO1)
(N-RECVI Al P).

```
(N-NEGATEAI)
(N-MOV1 Cl IO)
(N-MOV1 Cl ENi)
\% Al is l only in the root PE \% IO1 is 1 only in the root PE \% Enable the root PE only
(N-BROADCAST8 B8 rand-vall)
(N-BROADCAST8 MAR 4)
(N-WRITERAM8 B8)
(do ((ill(1+i)))
\(((=1\) no-levels \())\)
(N-ADD B8)
(N-MOV8 C8 IO8)
(N-ROTRB)
(N-ROTRB)
(N-ADD B8)
(N-MOV8 IO8 A8)
\% Enable PE's on the next level.
(N-ENABLE)
(N-SEND8 C8 LC)
(N-SEND8 A8 RC)
(N-MOV8 IO8 B8)
\(T\) Enable PE's on the next level down the tree
(N-RECV1 A1 P)
(N-MOV1 Al IO1)
(N-MOV1 Al EN1)
(N-BROADCAST8 MAR 14)
(N-READRAM8 A8)
(N-BROADCAST8 MAR 4)
(N-WRITERAM8 B8)
)
))
B.5. Binary Image Shifting
\% Global variables declaration
(fluid '(xadd yadd w l kl no-levels))
(setq no-levels 7)
(de binimg-shift(i j k)
Co i,j shift distances, \(\mathbf{k}=0\) use white rectangles,
\% \(\mathrm{k}=\mathrm{l}\) use black ones
(prog ()
(N-ENABLE)
(cond ((=k 0)(setq kl 87))
( \(\mathrm{t}(\) setq kl 66\()\) ) \()\)
(comment "The B8 and 108 registers are used to store XADD ..... and
YADD. IOl for the shifted image, and Cl for REPORTED.")
(cond \(((=k \quad 0)(\) N-SET 1\())\)
( \((\mathrm{N}\)-CLEAR1)))
(N.MOV1 Cl [O1) ..... \(\because 101<-0\) or 1(N-BROADCAST8 MAR 5)
(.N-READRAM8 B8) \(\%\) read FQUAD into B8
(N-BROADCAST8 A8 kl) \% A8 <-- 'B' or ..... 'W'
(N-COMPARE B8) \% Al is 1 only in
To rectangles to be shifted\% C8 <-- 0
(N-CLEAR8)(N-MOV8 C8 MAR)
(N-READRAM8 A8) ..... \(\%\) A8 <-- XSDE
(N-INCREMENT MAR)(N-READRAM8 C8) \(\because C 8<-\mathrm{YSDE}\)
© Read XADD, YADD into B8, 108
(.N-INCREMENT MAR)
(N-READRAM8 B8)(N-INCREMENT MAR)
(N-READRAM8 IO8) ..... \(\sigma_{0} \mathrm{IO}<--\mathrm{YADD}\)
```

(N-BROADCAST8 MAR 14) % MAR <-- }1
(N.WRITERAM1 Al) % RAM1 14 <-- REPORTED
\-WRITERAM8 A8) % RAM8 14 <-- XSDE
repeat
(N-READRAM1 Al)
(N-RESOLVE)
(cond ((= (N-GET-R1) 0)(go fini))
(t (N-MOV1 Al EN1)
(N-CLEAR1) % REPORTED <-- 'Y'
(N-WRITERAM1 C1)
(N-REPORT8 B8) %report XADD
(setq xadd (N-GET-GG8))
(N-REPORT8 1O8)
%report YADD
(setq yadd (N-GET-GG8))
(N-READRAM8 A8)
(N-REPORT8 A8) %report XSDE
(setq w (N-GET-GG8))
(N-REPORT8 C8) %report YSIDE
(setq I (N-GET-GG8))
(setq xadd (plus xadd 1))
(setq yadd (plus yadd J))
(N-ENABLE) % Enable all PE's
(N-BROADCAST8 A8 xadd)
(N-COMPARE B8)
(N-OR1)
(N-MOV1 Cl EN1)
(setq xadd (plus xadd w))
(N-BROADCAST8 A8 xadd)
(N-COMPARE B8)
(N-NOR1)

```
```

            (N-MOVl Cl ENI)
            (N-BROADCAST8 A8 yadd)
            (N-COMPARE IO8)
            (N-OR1)
            (N-MOV1 Cl EN1)
            (setq yadd (plus yadd 1))
            (N-BROADCAST8 A8 yadd)
            (N-COMPARE IO8)
            (N-NOR1)
            (N-MOV1 Cl EN1)
            (N-MOV1 [O1 Al)
            (N-NEGATEA1)
            (N-MOV1 Cl IO1)
            (N-ENABLE)
            (go repeat)
                )
    )
fin!
co This is the case of non wraparound and
c}\mathrm{ white rectangles
(cond ((= k 0)
Oc Enable area to be set to 0's
(cond ((> \ 0)(setq xadd 0)(setq w i))
(t (setq w 8)(setq xadd (minus 8 i))))
(N-ENABLE) % Enable all PE's
(N-BROADCAST8 A8 xadd)
(N-COMPARE B8)
(N-OR1)
(N-MOVI Cl ENI)
(N-BROADCAST8 A8 w)
(N-COMPARE B8)
(N-NOR1)
(N-MOVI Cl ENI)
(N-CLEAR1)
(N-MOV1 Cl [O1)

```

\section*{(N-ENABLE)}

\section*{}
\((\mathrm{t}(\) setq l 8\()(\) setq yadd (minus 8 j\())\) ) \()\)
(N-BROADCAST8 A8 yadd)
(N-COMPARE IO8)
(N-OR1)
(N-MOV1 Cl ENi)
(N-BROADCAST8 A8 I)
(N-COMPARE IO8)
(N-NOR1)
(N-MOV1 Cl EN1)
(N-CLEAR1)
(N-MOV1 C1 1O1)
1)
(N-ENABLE)
(N-BROADCAST8 MAR 20)
(N-WRITERAM1 IO1)
1)

\section*{B.6. Gray-Scale Image Shifting}
```

(de pick element (n)
(N-E.NABLE)
(N-MOV1 IOl El) %ommark leal PE's
(N-CLEAR8)
(N-MOV8 C8 IO8)
(N-MOV8 C8 A8)
(N-BROADCAST8 MAR 14) % read relative x_address
(N-READRAM88 B8)
(.N-COMPARE B8)
(.N-MOV1 Al EN1)
(N-INCREMENT MAR)
(N-BROADCAST8 A8 n)
(N-READRAM8 B8)
(N-COMPARE B8)
(N-MOV1 Al EN1)
(N-BROADCAST8 MAR 4) % read gray_value
(N-READRAM8 IO8)
)

```
```

(de move up()
(N-ENA\overline{BLE}
(N-MOV1 [Ol Al)
(N.NEGATEA1)
(N-MOV1 Al EN1) % mark non-lea! PE's
(N-RECV8 A8 LC)
(N-RECV8 B8 RC)
(N-OR8)
(N-MOV8 C8 IO8)
)
(de assign_element (n m)
(N-ENABLE)
(N-MOVI IO1 E1) To Enable leaf PE's
(N-BROADCAST8 MAR 14) %o% read relative x address
(N-BROADCAST8 A8 m)
(N-COMPARE B8)
(N-MOV1 Al EN1)
(N-INCREMENT MAR)
(N-BROADCAST8 A8 n)
(N-READRAM8 B8)
(N-COMPARE B8)
(N-MOVl Al ENl)
(N-BRO.ADCAST8 MAR 12) %oread SH_P
(N-RE.DRRAl18 A8)
(N-INCREMENT MLAR)
(N-WRITERAM18 A8) 吿 store it in GRAY2_VALUE
)
(de move down ()
(N-ENABLE)
(N-MOV8 IO8 B8)
(.N-BROADCAST8 MAR 12) % read SH_P
(N-READRAM8 IO8)
(N-RECV8 A8 P)
(N-WRITERAM8 A8)
(N-MOV8 B8 [O8)
)
(de move around ()
(N-ENABLE)
(N-RECV8 A8 RC)
(N-MOV8 IO8 B8)

```
```

    (N-SEND8 A8 LC)
    (N-BROADCAST8 MAR 12)
    (N-WRITERAM8 IO8)
    (N-MOV8 B8 IO8)
    )
(de subimage _left_shift (k h)
(N-ENABLE)
(N-CLEARI)
(N-MOV1 C1 IO1)
(N-RECV1 A1 RC)
(N-MOV1 Al IO1) % set LEAF
(N-BROADCAST8 MAR 2)
(N-READRAM8 B8)
(N-BROADCAST8 A8 (minus k l))
(N-AND8)
(N-MOV8 C8 IO8)
(N-INCREMENT MAR)
(N-READRAM8 B8)
(N-AND8)
(N-BROADCAST8 MAR 14)
(N-WRITERAM8 IO8)
(N-INCREMENT MAR)
(N-WRITERAM8 C8)
\widetilde { c } _ { c } The maln program loop starts at this point
)

```

\section*{B.7. Connected Component Labeling}
(comment "This function labels the black or white rectangles of a binary image The label is stored in RAM8 location 7 while the common boundary information are stored in RAM8 location 8 RAM8 location 9 is the level number")
\(c_{c}\) global variables declaration
(lluid (x y xs ys 1 kl xxs yys newlabel no-lev1))
(flund '(comlabel curlev no-levels tw ts te tn))
(setq no-levels 7)
(de conn-comp(k)
\(\sigma_{0} k=1->\) laio! frieground components.
\(\% k=0-->\) label background components.
(prog ()
    (N-ENABLE)
(comment "Step 1: The following function stores in RAM8 location 9 the
tree level number."
    (number-levels no-levels)
\% Initialize global variables
    (cond (( \(=\) k 0)(setq k1 87))
        ( t (setq kl 66)))
    (setq newlabel 0)
    (setq curlev 0)
    (setq no-levl 6)
(setq tw b)
(setq tn 4)
(setq te 16)
(setq ts 64)
\(\tau_{0}\) Initialize the common boundary variable
(.)-BRO.ADC IST8 MAR 8)
(.․CLEAR8)
(.V-URITERAM8 C8)
\(\widetilde{r}_{0}\) Initiaize the REPORTED variable (IO1)

\section*{(.N-CLEAR1)}
(.N-MOVI Cl IOL)
(comment "Step 2 IO1 is set only in rectangles of type kl RAMl location 5 is set in only PE's with rectangles to be labeled")
```

    (N-MOVl Al IOl)
    (N-WRITERAM1 Al)
    ```
To Set LABEL equal to 0 in rectangles to be labeled
(N-MOV1 A1 EN1)
(N-BROADCAST8 MAR 7)
(N-CLEAR8)
(N-WRITERAM8 C8)
(comment "Step 3 in the labeling algorithm. Report the rectangles one
by one in order of their sizes.")
step3 (N-ENABLE)
(N-BROADCAST8 A8 curlev)
(N-BROADCAST8 MAR 9)
(N-READRAM8 B8)
(N-COMPARE B8)
(N-MOV1 IO1 B1)
(N-AND1)
(N-MOV1 Cl Al)
(N-RESOLVE)
(cond ( \((=\) (N-GET-R1) 0)
    (cond (( \(=\) curlev no-lev1)(go fini))
            (t (setq curlev (plus curlev 1 ))(go step3))))
(comment "Step 4 Report the information of the selected rectangle, and
mark it as reported ")
    ( ( N -MOV1 Al EN1)
    ))
        (N-CLEAR1)
        (N-MOV1 C1 IO1) \% REPORTED = ' Y '
        (N-CLEAR8)
        (N-MOV8 C8 MAR)
        (N-READRAM8 A8)
        (N-REPORT8 A8) \% Report XSIDE
            (setq xs (N-GET-GG8))
            (N-INCREMENT MAR)
            (N-READRAM8 A8)
(N-REPORT8 A8) \% Report YSDE
(setq ys (N-GET-GG8))
(N-INCREMENT MAR)
(N-READRAM8 A8)
(N-REPORT8 A8) \% Report XADD
(setq \(\times(\mathbf{N}-G E T-G G 8))\)
(N-INCREMENT MAR)
(N-READRAM8 A8)
(N-REPORT8 A8) \(\%\) Report YADD
(setq y (N-GET-GG8))
(.N-BROADCAST8 MAR 7)
(N-READRAM8 A8)
(N-REPORT8 A8) \% Report LABEL
(setq ! (N-GET-GG8))
(cond ((=10)(setq newlabel (plus newlabel 1))(setq I newlabel)))
(setq comlabel l)
(N-BROADCAST8 A8 I)
(N-WRITERAM8 A8)
\(r_{0}\) Step ; Test for adjacency in 4 directions
(.N-ENABLE)
\(T_{0}\) Store 101 (REPORTED) in RAM1 location 9
(N-BROADCAST8 MAR 9)
(N-WRITERAMI IOI)
(N-CLEAR1)
(.N-MOV1 C1 IO1)
(N-BROADCAST8 MAR
(N-READRAM8 B8) \(\%\) B8 <-- XADD
(N-INCREMENT MAR)
(N-READRAM8 IO8) \(\%\) IO8 <-. YADD

> (setq yys (plus y ys))
(setq xxs (plus \(x\) xs))
(N-BROADCAST8 MAR 9)
(N-READRAM1 Al)
(N-MOV1 Al EN1)
\% Check in the east direction
(N-BROADCAST8 A8 xxs)
(N-COMPARE B8)
(N-MOV1 Al EN1)
(N-BROADCAST8 A8 yys)
(N-COMPARE IO8) \% B is set if yys < YADD
(N-NOR1)
(N-MOV1 C1 EN1)
(N-BROADCAST8 A8 y)
( N -COMPARE 108 ) \(\% \mathrm{Bl}\) is set if \(\mathrm{y}<\mathrm{YADD}\)
(N-OR1)
(N-MOV1 Cl ENl)
(N-SET1)
(N-MOV1 Cl IO1)
(com-boundary tw)
(N-ENABLE)
(N-BROADCAST8 MAR 9)
(N-READRAMI A1)
(N-MOV1 Al EN1)
Co Check in the south direction
(N-BROADCAST8 A8 yys)
(N-COMPARE [O8)
(N-MOV1 A1 EN1)
(N-BROADCAST8 A8 xxs)
(N-COMPARE B8) \% B is set if yys < YADD
(N-NOR1)
(N-MOV1 Cl EN1)
(N-BROADCAST8 A8 x)
(N-COMPARE B8) \% Bl is set if \(y<Y A D D\)
(N-OR1)
(N-MOV1 Cl EN1)
( \(\mathrm{N}-\mathrm{SET} 1\)
(N-MOV1 Cl [O1)
(com-boundary tn)
(.N-ENABLE)
(N-BROADCAST8 MAR 9)
(N-READRAM1 Al)
(.N-MOV1 Al ENi)
\% Check in the west direction
(N-BROADCAST8 MAR 0)
(N-READRALM8 A8)
(N-CLEAR1)
(N-ADD B8)
(N-MOV8 B8 A8)
(N-MOV8 C8 B8)
(N-MOV8 A8 C8)
(N-BROADCAST8 A8 x)
(N-COMPARE B8)
(N-MOV8 C8 B8)
(N-MOV1 Al ENi)
(N-BROADCAST8 A8 yys)
(N-COMPARE [O8) \% B is set if yys < YADD
(N.NOR1)
(N-MOV1 Cl E.Vi)
(N-BROADCAST8 A8 y)
(..-COMPARE IO8) \% Bl is set if \(\mathrm{y}<\mathrm{YADD}\)
(.․-OR1)
(N-MOV1 Cl EN1)
(N-SET1)
(N-MOV1 Cl 1O1)
(com-boundary te)
(N-E.NABLE)
(N-BROADCAST8 MAR 9)
(N-READRAMI Al)
(N-MOV1 Al ENi)
\(\sigma_{0}\) Check in the north direction
(.N-BROADCAST MAR 1)
(.V-READRAM8 A8)
(.N-CLEAR1)
(setq yys (plus y ys))
(setq xxs (plus \(x\) xs))
(N-BROADCAST8 MAR 9)
(N-READRAM1 A1)
(N-MOV1 Al EN1)
\% Check in the east direction
(N-BROADCAST8 A8 xxs)
(N-COMPARE B8)
(N-MOV1 Al EN1)
(N-BROADCAST8 A8 yys)
(N-COMPARE IO8) \% B is set if yys < YADD
(N-NOR1)
(N-MOV1 Cl EN1)
(N-BROADCAST8 A8 \(\mathbf{y}\) )
(N-COMPARE 1O8) \% Bl is set if \(\mathrm{y}<\mathrm{YADD}\)
(N-OR1)
(N-MOV1 C1 EN1)
(N-SET1)
(N-MOV1 C1 IO1)
(com-boundary tw)
(N-ENABLE)
(N-BROADCAST8 MAR 9)
(N.READRAMI Al)
(N-MOV1 A1 EN1)
Check in the south direction
(N-BROADCAST8 A8 ..... yys)
(N-COMPARE [O8)
(N-MOV1 A1 EN1)
(N-BROADCAST8 A8 xxs)
(N-COMPARE B8) \% B is set if yys < YADD
(N-NOR1)
(N-MOVI Cl ENi)
(N-BROADCAST8 A8 \(x\) )
(N-COMPARE B8) \% Bl is set if \(\mathrm{y}<\mathrm{YADD}\)
(N-OR1)
(N-MOV1 Cl EN1)
```

    (N-ADD IO8)
    (N-BRO.\!(CAST8 A8 y)
    (N-MOV8 C8 IO8)
    (N-COMPAKE IO8)
    (N-MOV1 A1 EN1)
    (N-BROADCAST8 A8 xxs)
    (N-COMPARE B8) % B is set if yys < YADD
    (N-NOR1)
    (N-MOV1 C1 EN1)
    (N-BROADCAST8 A8 x)
    (N-COMPARE B8) % B1 is set if y < YADD
    (N-OR1)
    (N-MOV1 Cl EN1)
    (N-SET1)
    (N-MOV1 Cl IO1)
    (com-boundary ts)
    % Step 5-b . Mark equivalence labels
(N-ENABLE)
(N-BROADCAST8 MAR 7)
(N-CLEAR1)
(N-WRITERAM1 Cl)
(N-MOV1 [O1 EN1) }\mp@subsup{~}{0}{}\mathrm{ Only rectangles to be labeled
ro are enabled
(.N-CLEAR8)
(.N-MOV8 C8 A8)
(N-COMPARE RAM8)
(N-NEGATEAl)
(N-MOV1 Cl EN1)
(N-WRITERAM1 Cl) % RAM1 7 <-- EQUIV
(N-READRAM8 C8) % C8 <-- LABEL
O}\mathrm{ Set the label in all blocks
(N-ENABLE)
(N-MOV1 IO1 EN1)
(N-BROADCAST8 A8 comlabel)
(N-WRITERAM8 A8)
costep 6

```
```

    (N-CLEARI)
    (N-MOV1 C1 IO1)
    (N-READRAM8 IO8)
    step6 (N-ENABLE)
(N-BROADCAST8 MAR 7)
(N-READRAM1 Al)
(N-RESOLVE)
(cond ((= (N-GET-R1) 0)
(N-ENABLE)
(N-MOV1 IO1 EN1)
(N-BROADCAST8 A8 comlabel)
(N-WRITERAM8 A8)
(N-ENABLE)
(N-BROADCAST8 MAR 9)
(N-READRAM1 IO1)
(go step3)
)
(t (N-MOVI Al EN1)
(N-CLE.AR1)
(N-WRITERAM1 Cl)
(N-REPORT8 C8)
(setq I (N-GET-GG8))
(N-ENABLE)
(N-BROADCAST8 MAR 5)
(N-READRAM1 A1)
(N-MOVI Al EN1)
(N-BROADCAST8 A8 l)
(N-COMPARE IO8)
(N-MOV1 Al ENl)
(N-MOV1 Al [OI)
(go step6)
)
)
fini (N-ENABLE)
(terpri)
(princ" THE E.ND")
(terpri)
(princ " .......")
1)
(de com-boundary (1)
(N-BROADCAST8 MAR 8)
(N-READRAM8 A8)

```
(N-MOV8 B8 MAR)
(N-BROADCAST8 EX ..... 1)
(N-OR8)
(N-MOV8 MAR B8)
(N-BROADCAST8 MAR 8)
(N-WRITERAM8 C8)

)(comment "This routine stores the level number in RAM8 location 9")
(de number-levels (n)
(N-ENABLE)
(N-BROADCAST8 MAR 9)
(n-put-ggl 1)
\% Enable the root only
(N-CLEAR1)
(N-MOV1 Cl COl )
(N-RECV1 A1 P)
(n-put-ggl 1 )
(do ((1 0 (addl 1\()))\)\(((=1 n))\)
(N-MOV1 Al EN1)
(N-BROADCAST8 A8 1)
(N-WRITERAM8 A8)
(N-ENABLE)
(N-MOV1 Al IO1)
(N-RECVI Al P)

)

\section*{Appendix C}

\section*{Some Functional Simulator Results}

\section*{C.1. Hough Transform}

Input subroutine number' ( 0 to 11 ) \(\langle 0\rangle 6\)
Input boundary points file name <> pic32_4
Do you want the first or second method used (1 or 2): (1 to 2) \(\langle 1\rangle\)
The first HT method
Do you want to print the accumulator array on the screen? <no>
How many points constitute a line? (3 to 32 ) < \(5>\)
The solution
```

count= 6, parl= 1, par2=-1
count= 8, parl= 2, par2=1
count= 6, parl= 1, par2= 6
count= 7, parl= 1, par2=11
count= 7, parl= 0. par:= 19
count= 5, parl= 1. parI= 19
count= 8. parl= 0. par{= 23
count= 9, parl= 0, par2= 28
count= 6, parl= -1, par2= 35

```

Input subroutine number? ( 0 to 11 ) \(<0\rangle 6\)
Input boundary points file name \(<>\) pic32_4
Do you want the first or second method used (1 or 2 ): (1 to 2 ) \(<1>2\)
The second HT method

Do you want to print the 2 -dimensional histogram on the screen? <no>
The first histogram values (par2)
\(5,6,8,6,5,10,8,7,10,14,4,10,6,8,6,8,10,8,6,8,7,11\), \(7,10,7,4,7,6,5,15,4,5,6,8,3,6,6,7,12,5,5,4,3,7\), \(6,9,3,8,5,6,2,8,3,9,5,3,5,6,6,6,5,6,3,5\)

Input the threshold value for the first histogram: (1 to 200) <5> 7 \(-8,-5,-4,-2,-1,1,3,5,6,7,9,11,13,19,23,28,35,37,41,43\).

The second histogram values (parl)
\[
3,2,2,5,9,12,18,31,36,31,21,10,7,2,1,2
\]

Input the threshold value for the second histogram: (1 to 200) \(<10>\)

\section*{Possible values of parl are}
\(-2,-1,0,1,2,3\)
How many points constitute a line? (3 to 32 ) <5>

\section*{The solution}
\[
\begin{aligned}
& \text { parl }=-1, \text { par2= } 35 \\
& \text { parl }=0, \text { par2 }=19 \\
& \text { parl }=0, \text { par2 }=23 \\
& \text { parl }=0, \text { par2 }=28 \\
& \text { parl }=1, \text { par2= } \\
& \text { parl }=1, \text { par2= } \\
& \text { parl }=1, \text { par2= } \\
& \text { parl }=11 \\
& \text { parl }=2, \text { par2= } \\
& \text { par2= }
\end{aligned}
\]

\section*{C.2. Moving Light Displays}
\% vision
How many levels in the tree? ( 2 to 12) <10>
Do you intend to use the Grinnell? <yes> n
Subroutines Menu
0 : load an image
1 Build the Binary Image Tree
(or the multi-resolution pyramid]
2 Label forground/background objects
3 Geometric properties of forground/background objects
4 Computing a gray image histogram
5 The gray image thresholding/Enhancement
6 Executing the Hough Transform
7 Display a multi-resolution pyramid tree level
8 Image shifting
9 Image correlation
10 Moving light displays
11 Quit
Input subroutine number? (0 to 11) \(<0\rangle\) ..... 10
Input first frame points file name \(<>\) framel
Input first frame points file name \(<>\) framel
Do you want to print the first frame points on the screen? <no> y
The input first frame points
\((4,1)\)
\((3,3)\)\((1,3)\)\((4,5)\)
\[
(5,3)
\]
\[
(7,3)
\]
Input the following frame points file name \(<>\) frame2
Do you want to print the second frame points on the screen? <no> \(y\)
The input second frame points
\((8,6)\)
\((5,8)\)
\((7,8)\)(9,8)
\((11,8)\)(8.10)
Do you want to print the initial solution on the screen? <no> y
The initial solution
\(0,1,2,3,5,4\),
Do you want to print the final solution on the screen? <no> ..... y
The final solution
021.3 .3 .4
Input subroutine number? (0 to 11) \(<0\rangle\) ..... 10
Input first frame points file name \(<>\) planel

Do you want to print the first frame points on the screen? <no> y The Input first frame points
\((1,5)\)
\((1,7)\)
(2,9)
\((5,7)\)
( 7,5 )
( 9,7 )
Input the following frame points file name \(<>\) plane 2

Do you want to print the second frame points on the screen? <no> y The input second frame points
\((2,6)\)
(8, 6)
(2,8)
\((6,8)\)
\((10,8)\)
(3.10)

Do you want to print the initial solution on the screen? <no> \(y\)
The initial solution
\(0,2,5,3,1,4\),
Do you want to print the final solution on the screen? <no> y
The final solution
\(0,2,5,3,1,4\),
Is there another frame? <no> y
Input the following frame points file name \(<>\) planel
Do you want to print the second frame points on the screen? <no> ..... y
The input second frame points
\((1,5)\)
\((7,5)\)
( 1,7 )\((5,7)\)\((9,7)\)
\((2,9)\)
Do you want to print the initial solution on the screen? <no> y
The initial solution
-............-
\(0,5,2,3,1,4\),
Do you want to print the final solution on the screen? <no> ..... \(y\)
The final solution
0, 2, 5. 3, 1, 4,
Is there another frame? <no>
Input subroutine number? ( 0 to 11 ) \(<0\rangle\) ..... 11
\(\because \cdot D\)```


[^0]:    ${ }^{1}$ The first prowtype is expected to be completed by March 1985.

[^1]:    ${ }^{2}$ The material presented in this appendix is from the paper $\because$ An Eight-Processor Chip for a Massively Parallel Machine", Technical Report by David Elliot Sbaw and Theodore M. Sabety

