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ABSTRACT

An Emergent Architecture for Scaling Decentralized Communication Systems

John Barbosa Vicente 11

With recent technological advancements now accelerating the mobile and wireless
Internet solution space, a ubiquitous computing Internet is well within the research and
industrial community’s design reach — a decentralized system design, which is not
solely driven by static physical models and sound engineering principals, but more
dynamically, perhaps sub-optimally at initial deployment and socially-influenced in its
evolution. To complement today’s Internet system, this thesis proposes a Decentralized

Communication System (DCS) architecture with the following characteristics:

* flat physical topologies with numerous compute oriented and communication
intensive nodes in the network with many of these nodes operating in multiple
functional roles;

* self-organizing virtual structures formed through alternative mobility scenarios and
capable of serving ad hoc networking formations;

* emergent operations and control with limited dependency on centralized control

and management administration.

Today, decentralized systems are not commercially scalable or viable for broad
adoption in the same way we have to come to rely on the Internet or telephony systems.
The premise in this thesis is that DCS can reach high levels of resilience, usefulness,

scale that the industry has come to experience with traditional centralized systems by



exploiting the following properties: (i.) network density and topological diversity; (ii.)
self-organization and emergent attributes; (iii.) cooperative and dynamic infrastructure;
and (iv.) node role diversity. This thesis delivers key contributions towards advancing
the current state of the art in decentralized systems. First, we present the vision and a
conceptual framework for DCS. Second, the thesis demonstrates that such a
framework and concept architecture is feasible by prototyping a DCS platform that
exhibits the above properties or minimally, demonstrates that these properties are
feasible through prototyped network services. Third, this work expands on an
alternative approach to network clustering using hierarchical virtual clusters (HVC) to
facilitate self-organizing network structures. With increasing network complexity,
decentralized systems can generally lead to unreliable and irregular service quality,
especially given unpredictable node mobility and traffic dynamics. The HVC
framework is an architectural strategy to address organizational disorder associated
with traditional decentralized systems. The proposed HVC architecture along with the
associated promotional methodology organizes distributed control and management
services by leveraging alternative organizational models (e.g., peer-to-peer (P2P),
centralized or tiered) in hierarchical and virtual fashion. Through simulation and
analytical modeling, we demonstrate HVC efficiencies in DCS structural scalability
and resilience by comparing static and dynamic HVC node configurations against
traditional physical configurations based on P2P, centralized or tiered structures. Next,
an emergent management architecture for DCS [20], [25], exploiting HVC for self-
organization, introduces emergence as an operational approach to scaling DCS services
for state management and policy control. In this thesis, emergence scales in hierarchical
fashion using virtual clustering to create multiple tiers of local and global separation for
aggregation, distribution and network control. Emergence [18], [33], [34] is an
architectural objective, which HVC introduces into the proposed self-management
design for scaling and stability purposes. Since HVC expands the clustering model

hierarchically and virtually, a clusterhead (CH) node, positioned as a proxy for a



specific cluster or grouped DCS nodes, can also operate in a micro-capacity as a peer
member of an organized cluster in a higher tier. As the HVC promotional process

continues through the hierarchy, each tier of the hierarchy exhibits emergent behavior.

With HVC as the self-organizing structural framework, a multi-tiered, emergent
architecture enables the decentralized management strategy to improve scaling
objectives that traditionally challenge decentralized systems. The HVC organizational
concept and the emergence properties align with [179] and the view of the human
brain’s neocortex layering structure of sensory storage, prediction and intelligence. It is
the position in this thesis, that for DCS to scale and maintain broad stability, network
control and management must strive towards an emergent or natural approach. While
today’s models for network control and management have proven [12], [17], [151] to
lack scalability and responsiveness based on pure centralized models, it is unlikely that
singular organizational models can withstand the operational complexities associated

with DCS.

In this work, we integrate emergence and learning-based methods in a cooperative
computing manner towards realizing DCS self-management. However, unlike many
existing work in these areas [196],[106],[111] which break down with increased
network complexity and dynamics, the proposed HVC framework is utilized to offset
these issues through effective separation, aggregation and asynchronous processing of
both distributed state and policy. Using modeling techniques, we demonstrate that such
architecture is feasible and can improve the operational robustness of DCS. The
modeling emphasis focuses on demonstrating the operational advantages of an HVC-
based organizational strategy for emergent management services (i.e., reachability,
availability or performance). By integrating the two approaches, the DCS architecture
forms a scalable system to address the challenges associated with traditional
decentralized systems. The hypothesis is that the emergent management system
architecture will improve the operational scaling properties of DCS-based applications

and services. Additionally, we demonstrate structural flexibility of HVC as an



underlying service infrastructure to build and deploy DCS applications and layered
services. The modeling results demonstrate that an HVC-based emergent management
and control system operationally outperforms traditional structural organizational
models. In summary, this thesis brings together the above contributions towards
delivering a scalable, decentralized system for Internet mobile computing and

communications.
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Chapter 1

1 INTRODUCTION

1.1 HISTORICAL OBSERVATIONS

The historical significance of decentralization through personal computers
demonstrated a remarkable computing shift that accelerated innovation through broader
participation and simultaneously grew the information technology (IT) industry. The
future of communications is predicted [1], [9] to follow a similar path with significant
opportunities for innovation and reduced barriers for market entry. Decentralization has
the potential to bring major growth to the communications industry [4], [11].
Alternatively, networked users today still rely heavily on centralized networks and
systems for their services. In a centralized system, users inevitably sit outside the
service domain and access resources and services rendered to them by centrally
operated service providers. This has broad implications to network costs, services and
devices that end-users must conform, as well as to service providers who rightfully gain

opportunity in such a centralized environment.

Distributed Edge /
Client-Server re Distribution

Distributed Access
Clients Network

Figure 1: (a) Computing and (b) telecommunication structures

As shown in Figure 1(b), the telecommunications hierarchical structure, which governs

positioning, and roles for the ecosystem value chain for data and voice communications



products and services, conceptually replicates the model of centralized computing, as
depicted in Figure 1(a). While alternative providers control and manage capital-
intensive services in the edge and access networks, the operating model for mobile
computing has spawned diverse access networks, disjointed and costly to users. A very
similar discussion can be made of cloud or Internet portal providers, which exploit

centralization through ‘walled garden’ infrastructure for delivery of value-add services.

Decentralization is a key characteristic in future computing and communication
architectures [4], [6], [11]. For communications, one can envision a flatter network
system with a large number of nodes with similar form and function, but with varying
resource and service capabilities. In this framework, end-users are associated with these
nodes either as leaf or as internetworking nodes. We propose to embed the user inside
the network rather than the borders of the network. Communities of virtual networks
may form by contemplative design or through social cooperation. Physical (wireless)
connectivity is instantiated opportunistically without ownership or hardened allocation.
Figure 2 illustrates this concept with two alternative instantiations of decentralized

networks formed through converged computing and communication nodes.

a). Sparse networks b.) Structured networks

Figure 2: Decentralized networks

What motivates this thesis proposal is the historical observation and reasoning on the

Internet’s architectural evolution and the emergence of mobile computing



3

advancements to accelerate a potential widespread adoption of decentralized systems.
To achieve some level of parity with current systems and showing viability of the
proposed DCS direction, a key challenge to overcome in this research is the
feasibility of building a DCS platform, composed of virtual machine (VM) and peer-
to-peer services over multi-radio, wireless networks. We integrate emergent and self-
managing capabilities within the DCS framework, while dynamic node and topology

structures are formed through virtualization and self-organizing means.

1.2 BUILDING ROBUST, DECENTRALIZED
COMMUNICATION SYSTEMS (DCS)

Low-cost wireless communication systems are unwiring users and creating free
association of communication services with compute-rich devices. This change is
consistent with the ubiquitous computing [1] vision and the limitations of today’s
Internet mobile networks presents an opportunity to bridge towards such a transition.
As peer-to-peer computing demonstrated, the system exhibits viral behavior [11],
[13], [14] when the design incorporates the social population. In [6], Reed refers to
Group Forming Networks (GFN) as a capability to increase the value of networks
exponentially with the increased number of participants and groups. This insight
naturally motivates the DCS research direction of bringing the user inside the network
as a node in the network. Thus, we enable a decentralized communication
infrastructure that matches the peering, social nature of the users and enables a larger

number of physical and virtual group formations.

A significant challenge in moving towards decentralized communication systems is
scalability. Mesh networks provide capabilities for transport (e.g. dynamic routing) and
service diversity under conditions of load variations, failures and network resource
constraints. In DCS, dynamic conditions bring variability in the topology of mobile
infrastructure through selection of alternative radio communication options, signal
fading conditions and rogue or uncooperative nodes. In order to scale the environment,

scaling techniques such as using MIMO antennas, multiple channels, and multiple
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radios can support larger-scale mesh deployments. In addition, smart radios enable a
wireless device to sense its environment and alter its power, frequency or other
parameters to reuse available spectrum, which can further improve spectrum efficiency

and network scalability.

The creation and deployment of virtual machine networks [67] can help offset network-
wide complexities through virtual structures to partition or separate communities of
interest. However, there are clear distributed virtualization challenges such as service
provisioning and discovery, virtual machine migration and management and general
resource management. Further, decentralized communication systems allow any
physical node to customize and provision node capabilities to create virtualized
structures. In doing so, this minimizes physical node customization and physical
infrastructure construction or reconstruction. A generalized' DCS node construct draws
a more extreme virtualization requirement, as hardware must be software-defined to
allow for rapid virtual constructs of the platform for virtual computing and

communications.

1.2.1 STRUCTURAL SCALABILITY

The lack of predictable structure or routing is a known challenge for decentralized
systems. Similar issues, which have challenged [97], [108], [130], [135] peer-to-peer,
ad hoc, mesh or overlay networks are expected in the DCS environment. The
continuous operational state and policy changes due to a high-degree of node mobility
or node (self-serving) behaviors occur at an application-level, network services or
infrastructure-level. Socially organized networks (e.g., flash crowds) or dense,
population environments create network complexity challenges due to spontaneous

increases in node counts, erratic traffic demand or interference profiles.

1 DCS nodes are generalized in that role assignments in the topology can be formed dynamically allowing nodes
to operate as computing or internetworking virtual devices.



To address these challenges, we exploit the virtual properties of DCS and operational
superiority concepts to produce self-organizing structures. Utilizing hierarchical
virtual clustering (HVC) techniques, DCS facilitates alternative styles of computing
cooperation and connectivity structures. By observing and capturing operational
properties of the system at different levels of the hierarchy, the system can self-

organize to an optimal structure.

How does one efficiently manage and control DCS? Given limited and potentially
fleeting computational capacity and dynamic topologies, static management and control
of decentralized services are unlikely to lead to effective service reliance or network
optimization. In this work, the use of virtual machine networks at a local and
distributed level are evaluated towards addressing this challenge. Creating a virtual
structure for shared information [12], [78], [86] or for state and policy synchronization
between the higher level services and decentralized resources are a challenging
objective for DCS. In Chapter 5, we demonstrate through simulation the effectiveness
of share state and information exchange using HVC for achieving decentralized

management and network control.

1.2.2 STABILITY & CONVERGENCE

Optimal or dynamic structure does not necessarily guarantee stability in DCS as
several research contributions have shown [190], [192], [199]. Unlike traditional
client-server systems, where the client, the server and the switches and routers operate
in singular, physical and static roles with an obvious centralization strategy, DCS
does not follow a fixed architectural deployment. Alternatively, DCS nodes can serve
multiple, dynamic roles — source or sink consumer (e.g., client), internetworking (i.e.,
router or gateway) or source or sink provider (e.g., server). The associated structures
and traffic models for DCS systems are decentralized and dynamic. The degree of
static state or policy, configuration or structure is unknown at initial state or can
frequently change after deployment. Therefore, the system - the users, applications

and underlying network services cannot realistically rely on any fixed structure or



static operating environment. Further, given a lack of centralized authority and
administration — the coordination and operational complexity is clearly beyond
manual control and many of today’s approaches to network and distributed systems
management. Finally, since network devices serve both user and infrastructure
requirements, there is a natural tension between cooperation for optimization and

selfishness for serving end user needs.

Through hierarchical virtual clustering (HVC), we can create multiple tiers of local
and global separation for state and policy aggregation, distribution and decision-
making. As HVC expands the clustering model hierarchically and virtually, a lead
cluster node or clusterhead can operate in multiple, extended roles (i.e., member and
clusterhead) across the organized virtual node hierarchy. As the clustering promotion
process is exhibited at each tier of the hierarchy, emergence [18], [33], [34] is
exhibited, but extended beyond a local (micro behavior) and global (macro behavior)
definition, which is common in natural or biological systems. Emergence is the
architectural objective that HVC introduces into the proposed DCS management
architecture - the ability to create behavioral novelty or operational independence
between micro and macro elements of DCS. The intent here is to promote local and
global autonomy on state management and policy-based influence or control within

and across virtual cluster domains in an asynchronous way.

The HVC organizational model is structurally (not architecturally) consistent with
what is proposed in [179] and the proposed model for the human brain’s neocortex
layering structure for sensory storage, prediction and intelligence. Alternatively, this
thesis proposes a self-organizing and dynamic structuring model that has properties of
hierarchical organization, abstraction and aggregation. Further, the use of
asynchronous and event-oriented information storage and exchange allows for
predictive approaches to management and control. In DCS, these distributed
techniques are overlaid across the virtual node and cluster hierarchy to facilitate data

dissemination and state synchronization that have traditionally confronted peer-to-
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peer or cooperative processing (e.g., machine learning) approaches. The HVC
strategy assists in the convergence challenges that are exacerbated with increasing
network complexity by minimizing propagation, distributed synchronization and
coordination issues through virtual clustering (i.e., localization) and operationally-

organized hierarchy (i.e., centralization).

1.3 THESIS CONTRIBUTIONS

1.3.1 REALIZING DECENTRALIZED
COMMUNICATION SYSTEMS

Chapter 3 introduces OverMesh [14], a research platform and testbed environment for
DCS investigation and realization. Our research objectives were to validate a ‘proof-
of-concept’ platform capable of employing the DCS architectural elements and to
understand the merits of integrating peer-to-peer and multi-radio wireless mesh in
decentralized permutation. The OverMesh platform and testbed environment
provided a decentralized computing & communication system environment for
evaluating mobile applications and services. Chapter 3 also expands on the vision and
broader research agenda for DCS. Additionally, we used the OverMesh testbed as a
discovery environment for innovative mobile usage models including group
collaborative and mobile grid scenarios, classroom networks and as an office-
computing alternative to preexisting centralized infrastructure. For the purposes of
services deployment, we evaluated the advantages of using virtual machines in

distributed fashion to support peer-to-peer applications or management services.

In realizing the OverMesh platform, we recognized that much of the research on
wireless mesh networks focused primarily on network and lower layer solutions for
improving service efficiency or network optimization. Additionally, virtual
networks[14], [76], [80], [126] which have been designed for the wired Internet did not
work as efficiently on wireless networks as expected given the layered separation
between the upper services and the lower network layers. There is wide progress on

developing overlay services [76] to assist in network wide objectives, typically in the



areas of wired QOS and resource management. Alternatively, we studied a number
approaches in the areas of cross-layer services [135], [148] mostly associated with
wireless networks albeit with similar goals. We employed cooperative and adaptive
cross-layer control to reconcile the disparities between upper overlay services and
lower layer wireless mesh networks. Using information exchange and layer specific
service mechanisms (e.g., broadcasting or monitoring), we demonstrated efficient
services on resource constrained wireless mesh networks through the integration of the

two techniques. The information sources include the following:

* upper layer requirements, including application statistics, bandwidth
requirements, priority categories, packet loss impact;

* network state conditions from lower layers in the protocol stack such as routing
decisions, contention-less medium access control, retransmission limits, and
physical layer modulation and coding schemes, and;

* network-wide information, such as information related to interference and

congestion in the network, monitored and exchanged among network nodes.

Additionally, we employed policy changes or network actions in a local layer either
in fast time scale or more proactively on a distributed overlay in slower time scale to
respond to service or network conditions. Examples of this include:

* changing network configuration or route modifications when link conditions
degrade;

* varying distributed monitoring policies on active route links or forwarding
information about dynamic variations in link quality to nodes in the local routing
table;

* changing QOS, security policies, flow transport or monitoring parameters;

* broadcasting information via the MAC to endpoints for faster response and local

adaptation.
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Through OverMesh experimentation and simulation results, we studied the dynamics
of using link layer state and policy mechanisms to optimize distributed overlay
services and investigated cross-layer methods using lightweight VMs and a

distributed database for network information storage and distribution.

1.3.2 HIERARCHICAL VIRTUAL CLUSTERS

In DCS, operational dynamics occur at multiple virtual levels, creating a fluctuating
environment to manage against stability. Additionally, increasing network complexity
can quickly render the networked system useless if particular high-demand nodes or
sections of the network are failure prone, unreachable or load challenged. In Chapter 4,
we present hierarchical virtual clustering (HVC) as the self-organizing structuring
framework for DCS. Various decentralized systems including peer-to-peer [189],
sensor [184], [187] and ad hoc networks [186] have employed clustering concepts.
However, unlike those contributions, HVC facilitates a tiered and logical strategy for
organizing an operationally driven clustering structure within a fully decentralized
environment. Moreover, while the use of clustering is prevalent for network transport
[183], distributed control and management are the primary applications of HVC in this
thesis. Nodes promoted (aka clusterheads) across the HVC tiers will serve multiple
functional roles as they elevate towards the root of the distributed hierarchy. The HVC
system employs an operational superiority process for node promotion across the
hierarchy, aligning to the self-organizing objective. Logical structure can change
asynchronously at different tiers of the hierarchy and at different time epochs.
However, the higher tiers or logical nodes converge towards a more static and reliable
structure that operates at longer times scales for global state aggregation and policy
enforcement. The reverse is true for logical and physical nodes operating at the lower
tiers of the hierarchy, where more structural changes and reactive actions are expected.
Thus, network-wide visibility and policy control are incentives enabled through the
promotional process. The emergence property exists at each tier of the hierarchy,

where promoted (parent) cluster nodes manage global state and policy, while non-
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promoted (child) cluster nodes manage (cooperatively) local state and policy within the
associated cluster(s). Chapter 4 presents in detail the overall HVC architecture
including the concept of cluster emergent and a clustering manager responsible for
clusterhead selection, cluster addressing, messaging and operations. Chapter 4 also
elaborates on the HVC promotional process, the emergence and self-organizational
dynamics. Finally, as HVC expands virtual clustering structures and the self-organizing
framework, we demonstrate the effectiveness of HVC for structural scalability and
resilience by comparing static, dynamic and service-dynamic HVC node configurations
against traditional physical configurations based on P2P, centralized or tiered

structures.

Chapter 4 also presents a simulation model of the combined HVC and self-management
environment. The model analyzes scaling and stability properties of alternative DCS
scenarios with respect to structural scalability and stable operational management. We
focus the evaluation on demonstrating the operational advantages of emergent
management services integrated with an HVC-based structure against similar services
implemented with traditional physical, tiered or P2P configurations. To this end, the
results show evidence of improved stability through structural convergence across the
virtual hierarchy for clustering formations and operational stability across the three
operational services and network-wide scalability in balancing state optimization and

service efficiency.

1.3.3 EMERGENT MANAGEMENT

Chapter 5 introduces the emergent management framework and architecture along with
supporting results for the proposed emergent management system. An emergent
strategy enables multiple layers of architectural separation using the HVC methodology

to create tiers of local and global separation for state and policy management. In this
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decentralized framework®, separating the self-organizational aspects from the self-
management novelty is a design objective. However, we use common operational
parameters to drive organizational hierarchy and cluster promotion and to formulate
state aggregation and policy distribution and enforcement across the virtual hierarchy.
This consistency is a key aspect of balancing both the scalability aspects, driven by the
HVC architecture discussed previously and the emergent management architecture
discussed here. The following operational parameters influence the virtual structuring

methodology and form the basis of the emergent system:

* reachability — a state condition or aggregate conditional state of a DCS network
element or network subsystem describing an operational measure of the relative
reach or connectivity;

* stability — a state condition or aggregate conditional state of a DCS network
element or network subsystem describing an operational measure of the relative
stability;

* performance — a state condition or aggregate conditional state of a DCS network
element or network subsystem describing an operational measure of usage,

throughput or latency.

The three measures collectively assess operational state of the communication graph
across the virtual clusters and the complete virtual hierarchy. Emergent behaviors
segregate across four (4) concealed planes of the operational control system. These
include the (i.) global plane which associates to a higher degree of abstraction,
aggregation, and distributed view of the networked system; (ii.) local plane, which
associates more closely with discrete, event or real-time estimation and has direct
peering and interactions with neighboring elements; (iii.) state plane, which represents

a temporal and/or spatial status of any node element, cluster of node elements for some

% This is the basis for separating and positioning the HVC into its own chapter and contribution, independent to
this chapter. It is the expectation in this thesis, that existing management solutions or other self- management
work may be HVC integrated without context to the emergent approach being proposed in this thesis.
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operational state of the networked system, and the (iv.) policy plane, which represents
configuration, guiding rules and actions that control node elements, clusters or

connectivity of the networked system.

1.4 THESIS ORGANIZATION

Starting in Chapter 2, we present the background including the challenges and
requirements of evolving Internet systems along with a historical trail of previous work
and research progress related to the main contributions of the dissertation. Chapter 3
articulates the vision and the system components of the DCS conceptual framework.
Chapter 3 also introduces OverMesh an early proof-of-concept implementation of a
DCS platform where we evaluate virtual overlays, wireless mesh and self-organization
via experimentation and simulation. Respectively in Chapter 4 and 5, we expand on the
major contributions of this thesis, specifically hierarchical virtual clustering and
emergent management. Finally, Chapter 6 provides a summary of the thesis
contributions and positions a futures discussion on other pertinent areas of research to

enable decentralized communication systems by the broader research community.
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Chapter 2

2 BACKGROUND & PREVIOUS WORK

To understand the redirection proposed in this thesis, one must observe the architectural
transition of today’s Internet systems from its historical basis. This chapter focuses on
related, previous research in Internet networking systems that have direct correlation to
the contributions in this thesis — namely flexible networking and dynamic resource
management. Both topics have spawned broad research and commercial interest largely
due to the challenges brought forward through the vertical nature of Internet platforms,
the centralized nature of distributed computing and shifts in mobility due to pervasive
wireless communications. The specific challenges that this thesis will deliver technical
contributions include demonstrating the feasibility of building robust DCS platforms,
constructing DCS structures capable of adapting to dynamic topologies for control and
management and building and delivering emergent management services capable of
addressing dynamic and resource constrained DCS networks. The issues of security
and trust are notably relevant in building a robust DCS. More recently, the topics have
gained wide research attention [80], [91], [99], [199]. While this thesis does not address
the area of security, we suspect a wide range of decentralized systems security research

contributions in the near future.

2.1 FLEXIBLE NETWORKS

2.1.1 OPEN NETWORKING

The Internet Protocol (IP) established a common transport from which underlying
link-layer mechanisms are concealed and their dependencies removed from higher
layers, while higher layer services and diverse applications have proliferated.
Widespread use of heterogeneous wireless devices is also having significant influence
on the Internet transport delivery architecture. Past initiatives [36], [40], [48] have

promoted the development of open network architectures by offering a forum for
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communication of theoretical and experimental results aimed at re-examining
network control and management systems from traditionally constrained solutions.
Several previous projects [11], [14], [16], [48], [67] promoted the shift from current
monolithic and integrated Internet architecture and endorsed an open, flexible Internet
architecture. Past progress in open networking match the PC industry in the early
1980°s when the PC architecture enabled an expansion of IHVs and ISVs as
evidenced by today’s wide market of component hardware and services. As IP
networks have evolved, router and switch component devices have advanced more so
by their performance benchmarks than their service provisioning flexibility. Existing
internetworking platforms lag the rapid development needs of the IT industry in terms
of flexibility and provisioning speed as is currently achieved by the traditional
computing platform. The need to extend network device capabilities and support their
dynamic configuration enables network innovation to advance on an even scale with
the computing platform. With the convergence of heterogeneous wireless networks
with traditional Internet networks and the growing demand for mobile Internet
services, the requirement for flexible node platforms is a practical path of evolution

for future Internet architecture.

2.1.1.1 CHALLENGES

The deployment of emerging Internet services has introduced a growing number of
networks devices or increased vertical integration of traditional internetworking
device functionality. These devices add to rising depreciation costs and the necessity
for new levels of operations staff who must integrate these services into the
operational environment. The need to deploy such services into the existing
infrastructure ad hoc and deployed without the incremental addition of new devices or
operating system upgrades, reduces the depreciation cost factor and enables more
rapid service provisioning. As a result, we can design and deliver a more flexible and

cost-effective Internet.
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The Internet transport was designed for simplicity, connectivity performance and
reliable packet delivery. While these principles should continue to drive the core
transport design for packet delivery efficiency, the controversial ideas to push more
intelligence and services into the network (e.g., edge or access) has become a matter
of evolution and customer demand. While the need for emerging network services
continues to influence this evolution, several problems arise from the current service-
provisioning model in today’s Internet system. First, the introduction of new services
into a network operator’s environment is oriented to a network device or operating
system upgrade or new device deployment. This generally reduces the useful life span
of a network device and translates into a higher depreciation cost model over time.
Moreover, provisioning cycles are managed over a number of months or years. This
puts a strain on the service provider to adapt quickly to the changing business models
and meet evolving customer needs. Second, as new services are introduced, the
network management complexity and organizational burden (e.g., personnel training
or operational overhead) is abrupt and magnified, rather than seamless and
transitional. The reason for this relates (mostly) to the first issue since new services
are introduced as another vertical infrastructure component rather than as an
extensible service component of the existing infrastructure. Third, there exists little
integration and interoperability between network devices or alternative vertical
solutions. Lastly, network devices are not designed to provide feedback or transport
network state for the application’s specific needs. In what follows, we present the
author’s previous research that was motivated by these issues and sets path to the

current thesis direction.

2.1.1.2 PREVIOUS WORK

2.1.1.2.1TO0PEN, PROGRAMMABLE NETWORKS

In the PIN [38] project, we addressed the challenges of QOS interoperability between
protocols and layers through Application Programming Interfaces (APIs) as adaptation

interfaces. We proposed a set of QOS APIs spanning multiple network
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programmability layers to support application, network service and device-level QOS
programmability essential to the formation of an Internet service-delivery platform.
These APIs defined the essential protocol invariant specification of QOS through a
unified API framework for programming Internet QOS [38]. Rather than assume a
single API can meet the diverse requirements at multiple transport layers, the PIN
model described interactions between standard building blocks. The unified QOS
framework provided sets of low-level APIs that comprise the resource-specific and
service-centric QOS abstractions. Each level encapsulates the notion of building blocks
that enable network device programmability. At the platform level, these APIs act as
layered services that insulate the end-user from the complexity of network algorithms
(e.g., admission control, reservations, or service level agreements). The interfaces were
suitable to a network domain’s specific QOS characteristics. In addition, a higher-level,
architecture-independent interface established the QOS specification of Internet
sessions. Internet applications can leverage this interface without need for detailed
resource knowledge of the underlying network. Adapter policy objects convert
architecture-independent interfaces to architecture-dependent interfaces, while

maintaining policies for provisioning, accounting, charging and billing.
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Figure 3: PIN model for programmable Internet QOS

A generalized model for network programmability structured without network
architectural context is shown in Figure 3 with a layered, distributed API that exposes
services for customization and programmability. Each level comprises a number of
entities in the form of algorithms or objects representing logical or physical resources
depending on the level’s scope and functionality. The network programmability model
provided generic and specific interfaces to abstract common network operations over
any underlying networking technology. This enabled customization to support valued-
added services by use of the underlying network infrastructure for the delivery of
diverse services and QOS requirements. This customization was essential to a service
environment that adapts to new services or requirements. Ensuring this customization
is the assumption that the network does not impose limits to the diversity of providers
of networks, services, content or other functions. The deployment of QOS on the
scalable Internet is inherently complex due numerous providers and varying service

levels. Thus, simplification through common and open APIs and deployments of such
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standard interfaces may help manage or delegate the state information as the

technologies allow.

2.1.1.2.2 NETWORK TRAFFIC CONTROLLER

The motivation behind the Network Traffic Controller (NetTC) [119] was the
automation of QOS policy-based management (PBM). The concept is similar to the
"Air Traffic Control" system at an airport, which has to manage the many variables
associated with takeoff and landing of planes on an airport runway. The NetTC
research objective was to develop an automated, rule-based PBM administrative
capability to manage service level differentiation needs of application flows against
network bandwidth constraints under the support of application-oriented traffic control
and management specification. With the original intention of using QOS APIs [53],
[118] for enabling local service differentiation, the use of middleware services provided
distributed interfaces for implementation of the client NetTC agents with a centralized

NetTC Administrator for distributed control and management.

Architecture
The NetTC software architecture consisted of four (4) major software components

(Figure 4) including the NetTC Administrator, LAN Segment Data Collector, the NetTC
Console, and the NetTC agent. A SQL server stored relevant configuration, policy and
specification information, which was used by the NetTC Administrator to control and
refine QOS services and managing global network bandwidth. The NetTC agent
supported local invocation of Traffic Control functions on flows (e.g., defined filters
and QOS flow specs) as instructed by the NetTC admin. In addition, the Agent was
designed to integrate per flow information into local Agent structures when enabled.
Per flow performance information is obtained through Windows performance utilities

and through the QOS API functions for flow-level querying of scheduler performance.
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Figure 4: NetTC distributed architecture

Figure 5 illustrates the QOS API approach [53]. As highlighted, NetTC models a 3rd

party application in its provisioning of QOS on the local host via the Traffic Controller

SP, TC API, and QOS Packet Scheduler. The implementation required the use of layer
2 and layer 3 resources facilitated by the QOS API. The QOS Scheduler is installed on

the local device to support the various functions and parameters of the scheduler.
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Operating Model
The Traffic Control API supports traffic control functions shown in Table 1. The

names are descriptive to their actions and invoked via the API for flows, filters and
network interfaces. The TC APIs are AddFlow and AddFilter. AddFlow causes a flow
to be created in the kernel network stack. The flow has certain actions and
characteristics associated with it. These include marking behavior, packet-scheduling
behavior and other media-specific behavior. AddFilter attaches a filter to a flow; a filter
specifies classification criteria, which determine the set of packets that are directed to

the associated flow.

Table 1: Windows QOS Traffic control APIs

TcCloselnterface TcOpenlnterface
TcDeleteFilter TcQueryFlow
TcDeleteFlow TcQuerylnterface
TcDeregisterClient TcRegisterClient
TcEnumerateFlows TcSetFlow
TcEnumeratelnterfaces TcSetInterface
TcAddFilter TcGetFlowName

TcAddFlow TcModifyFlow
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Figure 6: NetTC distributed deployment

One of the unique aspects of the NetTC traffic control model is the use of performance
feedback information on a flow level and network-wide level. Feedback and automated
decisions can be made on multiple timescales, in addition to manual invocations via a
console to set policies, reset thresholds, police "greedy" flows or better manage the
QOS needs of applications against the shared network resource by setting appropriate
thresholds at different timescales and augmenting per flow specifications to reduce
potential contention or spiky congestion behavior. To manage QOS provisioning and
control an underlying algorithm was integrated as part of the NetTC Admin to manage
using either automated methods or manual invocations from user-influenced
provisioning and control. Figure 6 depicts the NetTC distributed implementation for

administering and managing network QOS.
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2.1.1.3 DISCUSSION

The NetTC project introduced automation through rule-based techniques for managing
application QOS in a local network environment using a threshold-based trigger
methodology to address the challenges of ‘closed-loop’ state management and
provisioning response. The PIN project demonstrated the use of a programmable
platform to facilitate provisioning end-to-end QOS through open APIs used to abstract
the resource and functional heterogeneity in underlying networks. While both projects
demonstrated the value of open programmability as methods for facilitating
provisioning over heterogeneous networks, these approaches relied on manual design
and static control to match complex and dynamic state dependencies or conditions (e.g.,
environment failures or topology instability due to mobile nodes). Additionally, the
lack of support for on-line evaluation, learning and state prediction for response
automation limits the flexibility to adapt to the dynamics of DCS environments.
Further, given a centralized framework, provisioning distributed services in larger,
decentralized scenarios poses notable scaling challenges for network-wide provisioning
coordination. Finally, these projects illustrated how traditional centralized and closed
networks limited online flexibility to augment or provision novel services into the

network through rigidly designed internetworking nodes.

2.1.2 NETWORK VIRTUALIZATION

Distributed virtualization®, based principally on a distributed virtual machine (DVM)
strategy, has strong merits to serve as an architectural underpinning in future Internet
systems [10], [15], [67], [82]. Infrastructure flexibility is one of the key design
properties of virtualization. Virtualization is typically discussed in the context of data
centers or compute servers, where multiple virtual machines are loaded onto a single

host to increase server utilization or reduce the cost of buying new hardware. However,

3 See [72, 82] for a good discussion on distributed virtualization based on progress from the PlanetLab research
community. A recent NSF proposal [67] expands on PlanetLab with a new direction for Internet systems using
distributed or network virtualization.
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virtualization enables additional capabilities to allocate virtual machines at the location
of choice or to deploy or migrate virtual machines; enabling a spectrum of new uses.
With virtual machine monitors [68], [71] and hardware virtualization [73] service
providers can deploy unmodified guest operating systems (OS) to employ safe
experimentation environments for OS migration or for porting tools and services.
Further, the ability to allocate virtual machines at the location of choice opens up other
possible use cases - monitoring and debugging internal networks from multiple vantage
points or validating internal security policies from different address spaces and
networks. In deploying wireless systems, we have shown [14] through the use of cross-
layer overlays that one can improve the flexibility and efficiency of heterogeneous
wireless networks through integration of overlay techniques for distributed searching or
to facilitate network monitoring & resource control using multi-layer information

exchange and inference techniques.

2.1.2.1 CHALLENGES

Distributed virtualization creates non-trivial challenges for operations, increasing
complexity, introducing new vulnerabilities for current management solutions. System
integrators must address technology development challenges including solutions for
incremental validation, reconfiguration or rollback procedures for deployed
virtualization services. The solutions must be designed for scale and supported by
commercial-grade operational facilities. As distributed virtualization becomes more
prevalent, the federation of distributed virtual resources across the public Internet for
corporate-to-corporate business computing and mobile services will necessitate a

discussion of distribution of operations and management.

Today, making provisioning changes to the infrastructure is extremely difficult and
slow, but required to avoid costly impact on mission critical services. While the goal is
to avoid outages, the consequences of such a paradigm is hardened infrastructure,

which effects the evolution to changing service demands against slow hardware and
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software adoption cycles and increased operational time to implement changes.
Network infrastructure must also integrate new applications seamlessly so legacy
services are not affected by the changes. The need to deploy such services into the
existing infrastructure in an ad hoc fashion and without adding new devices or
operating system upgrade cycles reduces the depreciation cost factor and enables faster
service provisioning. Service flexibility can introduce a higher degree of network
automation and control; allowing the administration and deployment of network
services to be sped up and operational procedures (e.g., change management) to be

reduced or automated.

Ensuring application virtual resource allocation and operational resiliency in a manner
that is equivalent to physical models is clearly a notable challenge. In supporting a
virtualization paradigm, distributed applications are multiplexed onto shared physical
hardware, making operational service interactions and reconciliation more difficult
albeit with similar service-level expectations from the physical deployment scenario.
Similarly, root-cause diagnosis and isolation of faults for virtualized network services
poses similar challenges. While physical faults (e.g., power or thermal) may pervade a
collection of virtual machines on a single machine, the diagnosis of a distributed VM
service will require better methods and practices for failure associations (e.g., hidden
dependencies) between physical and virtual instances. Distinguishing local, shared state
based on VMM technology and shared state via distributed VMs is certain to be more

challenging in diagnosis or performance analysis.

2.1.2.2 PREVIOUS WORK

2.1.2.2.1 VIRTUAL NETWORK RESOURCE
MANAGEMENT

In [45], we described a virtual network kernel distributed across end-system and
network nodes providing support for spawning of distinct virtual network architectures.

The virtual network kernel builds virtual network architectures over the physical



25

network through the deployment of virtual network infrastructure. The parent virtual
network kernel ‘bootstraps’ the child virtual network and then creates a set of routelets
[48], [49] and virtual links that constitutes the virtual network topology. The child, like
its parent, inherits the capability to spawn other virtual networks creating the notion of
nested virtual networks within a physical network. The virtual network kernel creates a
natural hierarchy through partitioning and isolation of virtual networks, and in turn,
promoting inheritance and the autonomous control of network resources. Virtual
networks form hierarchically through nested parent-child formations along a virtual
network hierarchy structure. Virtual network kernels build organized hierarchy over the
physical network thereby reducing the complexity of spawning virtual networks and

handling nested networks through inheritance and state aggregation.

A key component of the virtual network kernel is management of spawned virtual
networks. In this section, we describe virtuosity [49], a virtual network resource
management system that minimizes the complexity of handling multiple spawned
virtual networks that operate over multiple timescales on the same physical network
hardware. Virtuosity is driven by per virtual network policy exerting control and
management over multiple virtual networks and their spawned architecture by
dynamically influencing the behavior of resource controllers over slow timescales.
Virtuosity manages and controls virtual network resources on a slow performance
management timescale that operates over a period of multiple minutes. This is a
suitable timescale for virtuosity to operate over while allowing virtual networks to

perform dynamic provisioning.

Architecture

The elements of the virtuosity architecture as illustrated in Figure 7 comprise of
maestros, delegates, auctioneers, arbitrators, and monitors are instantiated as part of the
child virtual network kernel and deployed as distributed objects within routelets. As
shown in Figure 7 with the exception of the arbitrator, all other elements operate in the

management plane. The arbitrator operates in the data plane. Through the process of
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virtualization, virtual networks are separated from the physical or parent virtual

network within a partitioned and separate name and address space.
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Figure 7: Virtuosity architecture model

The following are the Virtuosity design characteristics:

* autonomous control - spawning results in the composition of a child virtual network
architecture, partitioning of parent network resources in support of a child’s
resource needs, and the separation of responsibilities and transparency of operation
between parent and child architectures. Once a child network is spawned, the child
has complete freedom to manage its resources and users' QOS in an autonomous
manner based on its instantiated architecture;

* dynamic provisioning of virtual network resources is limited to either static or
policy-based provisioning [63]. Virtuosity envisions a different form of
provisioning where the capacity needs of individual virtual networks may change
more dynamically in term of timescales and events. Virtuosity employs a per-
virtual network policy-based approach that can be programmed by the subscriber to

support a wide range of dynamic resource provisioning strategies;
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capacity classes within which child traffic classes (e.g., assured service, constant bit
rate, best effort) are mapped and multiplexed. Capacity classes provide general-
purpose ‘resource pipes’ allowing the underlying parent controller architecture to
deal with child traffic in an aggregated manner. The mapping of the child QOS to
parent capacity classes is made transparent to the parent and is the responsibility of

the child virtual network architecture;

inheritance through middleware services, resource management inheritance allows
a child virtual network to transform itself to serve as a provider; giving it resource
management capabilities and provisioning characteristics of its parent or,
alternatively, to create completely distinct capabilities. Through inheritance,
aggregation and the provisioning of a common set of capacity classes, virtuosity
can efficiently support the resource management needs of multiple virtual networks.
The nesting process allows us to push the complexity of the management of virtual
network resources up the inheritance tree with the benefit of having to manage

reduced state information.

Operating Model

The elements of virtuosity exist as part of the child virtual network kernel and execute

as deployed distributed objects. As shown in Figure 7, with the exception of the

arbitrator, which operates in the data plane, all the other virtuosity elements operate in

the management plane. These elements are as follows:

maestro, which is the key resource controller responsible for managing the global
resource policy within the virtual network or virtual network domain®. The maestro
operates on management or coarse timescale, resource availability and virtual

network policy. Maestros set pricing and rate strategies across its managed

* A domain is defined to be a set of virtual network resources (i.e., virtual links, routelets and
capacity) that the virtual network provider has authority for administration, pricing, control and
management.
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resources influencing child virtual networks in a manner to promote the efficient

use of resources;

* delegate, serving as a decentralized proxy agent for a maestro, manages all local

resource interactions and control mechanisms on a routelet as shown in Figure 7;

* auctioneer, which implements an economic auctioning model for resource
allocation supporting various strategies between virtual network providers and
subscribers. The auctioneer services bids from child virtual networks over slow
provisioning timescales promoting a competitive system among subscribers. A
monitor performs policing and monitoring on individual parent resources. Policing
assures that child virtual networks are not consuming parent virtual networks'
resources above and beyond an agreed allocation of the virtual link capacity being

managed;

* arbitrator, which represents a transport module capable of abstracting the virtual
network capacity 'scheduler' controlling access to each parent resource. The
arbitrator receives a virtual network scheduling policy from the maestro over slow
timescale provisioning intervals upon the completion of a resource allocation
process. The virtual link arbitrator manages the access and control to the parent's

virtual link based on virtual network policy.

Virtuosity manages the partitioned resource space and interfaces with the parent
virtuosity system to increase or decrease the current partitioned resource space through
dynamic provisioning. The arbitrator and monitor elements are instantiated on routelets
on each port, managing the integration of provisioned capacity and local resource
policy over each routelet virtual link. A single delegate and auctioneer are instantiated
per routelet and manage local resource management activities on the routelet. The
delegate is a coordination proxy working on behalf of the maestro to distribute local
activities, while the auctioneer brokers the provisioning requirements from multiple
child networks on the routelet. Maestro is the only virtuosity element that oversees the

entire resource domain. While managing all domain resources, it seeks optimal global
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policy and distributes (via delegates) per routelet auctioning parameters and per virtual
link arbitration policy. Maestro, although conceptually a centralized controller, can be
implemented on a centralized server node or decentralized using cooperating server-

based agents instantiated on a per routelet basis.

2.1.2.3 DISCUSSION

Virtuosity was a dynamic virtual network resource management system. Key
operational considerations in the development of the virtuosity framework were
scalability and stability. Several scalability considerations associated with resource
management architecture for managing virtual networks included network complexity,
computational complexity (e.g., routelet management processing overhead) and
transport data path impact based on frequency of control or management interactions.
One of the scalability benefits of the architecture was achieved through the virtual
network inheritance model. Through the maestro and delegate, we centralized
management intelligence and processing but decentralized the interactive activity
required between the delegate and the other virtuosity components. In addition, by
selecting a single delegate model per-routelet, we scaled management processing with
node complexity rather than link resource complexity. Finally, with the virtual network
(capacity) scheduling approach, we simplified network provisioning by leveraging
ideas of slow-time scale management and capacity aggregation, which helped to
remove interactive concerns. The issue of stability in virtuosity was conditioned by
programmed policy. It was important that policy-based dynamic provisioning guide the
stability of the network. By limiting the provisioning timescales, we achieved a balance
between the gains derived from statistical sharing of resources between virtual
networks and the desired stability of virtual networks. The timescale was influenced by
virtual network size and hierarchy complexity. There were several considerations in the
trade-off between stability and resource efficiency. First, network services, which
operate within the context of virtual networks can operate at some defined steady state

rather than continuously fluctuate. Second, provisioning intervals must be lower-
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limited such that admission control and auctioning processes for resource allocation can
reach convergence within minutes. Finally, the infrequent requirement for child

networks to do dynamic provisioning keeps the virtuosity system inactive.

Key associations between the virtuosity management system and the emergent
management system include the use of a system dynamics approach to resource
management through distributed auctions. Additionally, the use of both centralized and
decentralized mechanisms via the maestro and delegate are employed as a cooperative
strategy. Using monitor and arbitrator objects, the network state and policy control
system formed a closed-loop system with an asynchronous process for state and policy
synchronization. Hierarchical resource control and management is inherent to the
virtuosity framework through the virtual network inheritance methodology. While
predictive methods are not employed in virtuosity, the use of capacity planning
provides for proactive management through historical data aggregation and trending.
However, virtuosity does not address the decentralization concepts, where end-nodes
orchestrate in peer-to-peer or leader-based communities. Alternatively, it is heavily
driven by rule-based methodologies for triggering responses for auctioning control and
resource state perturbations. Nevertheless, virtuosity has many similar characteristics

to the HVC-based emergent management architecture as expanded in Chapters 4 and 5.

2.2 DYNAMIC RESOURCE MANAGEMENT

Broadcasting or multicasting system-level information in smaller-scale networks or
directing exchange of information between nodes with information propagation is
proposed for cooperative control and management. System-wide adaptive management
of resources can ensure that the system is made more aware and resilient to varying
constraints or that the best option is taken during improved network conditions. In [14],
when the wireless link is feasible, P2P transmission helps to reduce path loss over large
distances in wireless links with multiple hops employed over shorter distances to
reduce packet loss. In multi-hop networks, one must be concerned with both exposed

nodes (in the sender’s range but out of the range of the destination) and hidden nodes
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(out of the sender’s range but within the range of the destination). The network
configuration between two endpoints may vary dynamically due to varying network
conditions, mobility, or other constraints in the system. Thus, QOS policy or state
information exchange through intermediate nodes is necessary to meet end-to-end

service quality expectations.

In large wireless ad-hoc networks, routing tables with link quality information can
grow significantly in size. To achieve scalability, nodes can store only local
information about nearby links. This information, stored in distributed fashion, can be
propagated through nodes on request to correlate end-to-end performance on a
communication path between two endpoints in the network. The responsiveness of a
node’s adaptation mechanisms to changing mobile operating conditions will determine
how effective these mechanisms are in responding to the variations in the network or
the application. Thus, a key decentralization challenge is the tradeoff between local
information scaling and responsiveness due to information sharing or propagation - a
challenge this thesis aims to address using the HVC through cluster-based localization

and hierarchy-based global distribution.

2.2.1 CHALLENGES

On a network-wide level, the associated structures and traffic models for wireless
decentralized systems are highly distributed and dynamic. Mesh or ad hoc networking
systems including the users, applications, underlying network services and the
infrastructure services cannot realistically rely on any fixed node structure or
transport environment. Additionally, given a lack of centralized authority and
administration for control and state management, the coordination complexity and
operational administration is well beyond many of today’s automation or autonomic

approaches to distributed management.

Alternatively, the ability of applications to adapt to positive or negative changes in

wireless conditions by leveraging in-network services or inter-layer node mechanisms
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will give applications greater flexibility in managing real-time or media adaptation
within a wireless environment. The application’s adaptation flexibility will depend on
its ability to detect or respond on a much faster time-scale (e.g., to support fast
handoff), thus requiring the application to cooperate with the transport layer’s
congestion control loop. Alternatively, the necessity to manage the wireless channel
bandwidth will depend on the clocking rate and control mechanisms used by the
application or session layer to control the incoming rate of the flow. Sharing knowledge

or policies between these layers can further increase their cooperative effectiveness.

2.2.2 PREVIOUS WORK

2.2.2.1 ADAPTIVE WIRELESS RESOURCE
MANAGEMENT

The adaptive techniques at a single node are not sufficient to address overall scalability
issues in the wireless or hybrid wireless networks. Optimizing overall end-to-end QOS
requires knowledge or state of key elements of the network system or the
communicating session. The optimization across the network is required due to
variations in link conditions and user mobility constraints in the wireless environment.
Local conditions at the MAC and PHY layers can be propagated to the network layer at
each node, and joint optimization between the network and MAC layers can be used in
conjunction with network-wide information to optimize routing and end-to-end QOS

dynamically in the network.

Network-wide adaptation can be achieved through rapid exchange of information about
individual links between endpoints to assess end-to-end performance. Physical layer
conditions on each link in a wireless network can vary dynamically due to several
factors such as network congestion with other users, interfering signals and noise, and
path loss. The optimal path between two endpoints in a network is a function of the
quality of each of the links on the path between the endpoints. With dynamically

varying constraints in a wireless network, a statically configured optimal path may soon
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become a less optimal one. Alternate paths can be proactively established to allow
switching paths in the system as conditions vary over time. In [130], we proposed a
system approach to balance wireless and mobile channel conditions against IP-based

service differentiation and end-end service requirements.

e Application utility spec

Flow Adaptation « Flow congestion control
e Flow reliability
Control Management
e Proxy application utility
Local Wireless ¢ E2E QoS policy (IP & MAC) enforcement
Channel Management e Device-channel access maximization
¢ Flow-channel access fairness
Control Management

» Proxy E2E flow QoS policy
¢ Channel QoS global policies
e Channel resource efficiency

Global Wireless
Channel Management

Figure 8: Conceptual model

Figure 8 depicts a simple, conceptual model of the system approach to support flow
adaptation in concert with local and global wireless channel resource management. As
shown, both control and management signaling services are used to maintain proper
end-to-end flow delivery, optimal channel access and channel efficiency. By control,
this refers to such services as QOS, congestion control, reliability and bandwidth
control. By management, this refers to monitoring mechanisms to support appropriate
feedback to optimize control or policy-based decisions. Control policies are based on
conditions specific to the application flow, the local wireless device and the global
channel. On a flow level, the conditions are at the scope of the application or
connection transport level. The local device refers to the mobile endpoint, which may
have time-varying conditions (e.g., fading, overlapped cells) imposed on its aggregate
flows within its local vicinity, but may not necessarily reflect global conditions

affecting all mobile devices within the span of the radio network.
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Alternatively, global conditions (e.g., channel traffic load) may affect the entire
channel, and thus, all wireless devices within the same local area network. The
approach does not suggest the three state machines are decoupled. Instead, they must be
cooperative in such a way that each operates autonomously, while policies and states
for their operation are exposed or exchanged for the intended operational balance of the
system. To achieve this, different components cooperate through exposed interfaces for
binding configuration or state management. Furthermore, one can have greater control
on the stability and efficiency of the system by enforcing policy controls at different

timescales as warranted by the mobile device, application or wireless channel.

A middleware layer is employed to automate cooperative control between a central
wireless IP radio resource manager (RRM) handling global resource management and
multiple, distributed RRM Agents at the mobile clients (and base stations). These
agents work on behalf of the RRM to distribute global policies, while also managing
local resource management and reacting to local channel conditions. The RRM Agent
can be seen as mediation control point between the global channel (layer 2 and 3)
policies, local (layer 2) channel policies and application flow adaptation at the

transport-level (layer 4) and above.

Architecture

Figure 9 depicts a general model supporting alternative wireless radio infrastructure.
The framework supports alternative radio technologies layered on IP-based network
services.  Using middleware services, the IP stack is exposed to support a more
integrated QOS and resource control system, while preserving its layered boundaries.
In [119], we used a programmable classifier and scheduler based on a traffic control
API [53],[118] to dynamically, configure or enforce IP-based QOS policies (e.g.,
marking, shaping, metering, dropping, priority, etc.) based on network monitoring
feedback. We extended the work in [119] by recognizing the need to feedback time-
varying conditions and further, by distinguishing local feedback conditions from global

conditions in making proper resource and QOS policy decisions. We also extended the
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previous work by enabling features that are more dynamic across multiple layers and
providing support for utility-based specification, allowing the wireless application to

adapt to either SINR or channel congestion feedback.
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Figure 9: IP Radio resource control framework

System Components

The Radio Resource Manager is a central resource controller operating at an access
point, base station or wireless LAN router. The RRM primarily oversees wireless
resource control and management by negotiating wireless channel bandwidth
requirements supporting its wireless clients while maximizing global channel
bandwidth efficiency. The RRM uses method invocations to adjust provisioning
policies or program layered component services resident at one or more wireless

endpoints via the RRM Agent API.

The RRM Agent is a distributed extension of the central RRM. The Agent is a
mediation point balancing global channel resource policy, local channel policy, and
flow-level adaptation. It communicates with local applications accepting utility-based

SINR and QOS specifications. Using RRM APIs, the agent communicates the
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specifications to the central RRM to support global channel optimization algorithms
operating at the RRM. The agent supports service programming (e.g., buffer
management algorithm) or resource provisioning control (e.g., marking, rate shaping
policies), directly or via of the RRM. Previous works (e.g., [121], [123]) have proposed
alternative transport services necessary to match the requirements of wireless and
mobile infrastructure in managing to faster congestion and drop type detection. A
programmable transport, where alternative transport control schemes can be employed
or configured in real-time can provide flexibility to the varying conditions exhibited by

the wireless channel.

An important aspect of the RRM Agent is to coordinate policy and state between
protocol stack layers to maintain constant synchronization. Such coordination may
happen directly using header information (e.g., IP options), inter-layer header mapping
(e.g., IP DSCP to 802.1p mapping) or via the RRM Agent through method invocation
and parameter passing. The latter can be used for requesting or responding with

monitoring state or QOS enforcement policies.

In [8], we demonstrated that a flexible network layer QOS mechanism allows
automated provisioning and reconfiguration through threshold-triggered remote method
invocation. Using centralized (multi-threaded) resource management algorithms,
alternative IP flow QOS policies can be enforced remotely over a common API
exposed by client QOS agents. In this work, we proposed a similar IP-based
provisioning service at wireless devices, but allowed alternative IP QOS bindings and
algorithmic choices enabling greater design and provisioning freedom to the QOS
programmer or administrator. Through coordination with the RRM Agent acting as a
local proxy, the IP QOS service can be (per application flow) configured through global
policies and managed by the centralized RRM. Finally, alternative MAC level QOS
bindings or algorithmic choices can be programmed into the MAC layer and

reconfigured dynamically by the RRM Agent as needed.
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Through coordination with the RRM Agent, differentiated access can be reconfigured
through local policies algorithmically determined through SINR [123] utility curves
managed by the RRM Agent. Thus, bandwidth, access, and latency differentiation is
made possible at the local link level. In this scenario, the local policies may preempt the
IP QOS global policies in order to manage time varying or fairness issues caused by
fading or degraded local conditions on one or more flows. These policies may conflict
with the end-to-end or global channel policies enforced at the higher layer. However,
the higher layer QOS policies may be triggered active as local channel conditions

improve.

Operating Model

Under a wireless environment, we partition the control system across the resource
control hierarchy towards achieving consistent control on a global network level, a
local network level and flow level. Each is directed at a different set of objectives, but
overlapped on their influence on the wireless channel resource. As illustrated in Figure
10, three autonomous levels of feedback control support the distributed state machine.
At each level, a stable and unstable state exists, while an operational state is centered
between them to represent the control state. Also at each level, a monitoring service
checks against stability thresholds to determine the possibility of instability and the
need to enter into a control state, invoking alternative algorithms, which manage the
particular level of concern. At the global and local level, policy changes will cause the
state machine to enter into an unstable local channel state or unstable flow state,
respectively. Multiple instances of the state machine process will run - one per wireless
client and one for each of the flows running within the wireless environment. The flow
procedure is essentially part of the normal transport process supporting both congestion
and reliability control for each session flow. Also shown at the local and flow level is a
procedure to update the application on specific bandwidth availabilities and SINR state,

respectively.
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2.2.3 DISCUSSION

With the focus on adaptive wireless resource management, this project produced
several important contributions to position the emergent and self-organization direction.
First, the hierarchical approach to managing the dynamics of the wireless environment
positions both a macro- and micro-granularity to manage state and control (policy)
execution. Second, the ‘closed-loop’ and asynchronous nature of the distributed state
machine for loosely-coupled state management and policy-driven control is evident in
the same RRM framework. Third, the adaptive, cross-layer requirements position a
similar objective for addressing the gap between the network and application
discontinuity. Finally, distributed programmability promotes an architecture for
endpoint (rather than inter-networking devices) rapid service provisioning and
flexibility. This is consistent with the HVC direction, which aims for greater flexibility
in the binding and service composition in client or endpoint devices, albeit orthogonal
to the virtual machine orientation to service provisioning. However, the adaptive
wireless resource management system falls short towards the direction of an emergent

strategy for network control and state management. First, we employed (human-
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defined) rule-based methodologies using static thresholds for inter-layer, hierarchical
state and policy management synchronization rather than predictive/learning methods
or more broadly complex adaptive methods. Further, there is continued focus on
network programmability enabled by process-driven methodologies for service control

rather than a state-driven methodology for dynamic service control.

2.3 SUMMARY

Low-cost wireless communication systems are introducing an inflection opportunity for
unwiring users and creating free association of communication services on more
horizontal and compute-rich devices. This change is consistent with the ubiquitous
computing [1] direction and the limitations of today’s Internet and telecommunication
networks present an opportunity to bridge a transition towards alternative mobile
computing and communications systems. The limitations of these works towards DCS
are consistent — there is emphasis on human operator design for managing the state
space and the corresponding network control response. Further, such systems are
incapable of learning state, adjusting policies and making online prediction to help
scale to new and more complex network state and configuration. A key transition is
occurring towards applying concepts of natural or system dynamics to manage
increasing information technology complexity and scale. The previous works present
the author’s thought evolution of research, while summarizing key shortcomings
consistent with more recent network management and provisioning developments in

emergent research.

How do we build scalable, dynamic structures capable of adapting to dynamic
topologies? In DCS, the barriers for scalability are greatly increased because the
distributed systems limitations can occur at multiple levels, as the architecture is highly
decentralized and dynamic. The continuous operational state and policy changes due to
a high-degree of node mobility or node (self-serving) behaviors occur at an application-

level, network services or infrastructure-level.
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Chapter 3

3 DECENTRALIZED COMMUNICATION
SYSTEMS

3.1 VISION

Today’s centralized computing and communication systems are based on a usage
model that is fundamentally orthogonal to current mobile, socially networked
population and transient usage scenarios. Like mainframes in the *70s and early ‘80s,
today’s predominance of client-server or communication systems have reached a level
of commercial quality or enterprise grade, which decentralized systems are far off
today. The premise in this thesis is that decentralized systems can reach similar levels
of resilience, scale and commercial reliance that the industry has realized through
centralized systems. Our vision addresses this discontinuity and proposes transparency
of the user or user groups between hardened centralized (e.g., data center) systems and
ad hoc decentralized systems. This thesis proposes to decentralize Internet computing
and communication systems by integrating people within the design of the
infrastructure, delivering application information or mobile services based on location,
social or group context using virtual machine, peer-to-peer technologies and offsetting
traditional operational management support using principles of emergence and self-
organization for scalable operational control. One emerging use case for decentralized
systems is in developing countries where centralized infrastructure tends to be frail or
cost prohibitive and common information technology services and support are
challenging or absent. = However, decentralized usages can extend to enterprise
business computing, educational classrooms or remote collaboration, vehicular
communications and processing, community networks (e.g., gaming networks), first-
second responder systems (e.g., communications infrastructure disaster situations) or

residential or hot spot networks.
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To achieve the vision of building robust decentralized communication systems (DCS),
the proliferation of computing, storage and wireless communications to the user
(mobile) population through mobile devices must be cooperatively resource and service
brokered with hardened, persistent environments (e.g., data centers) through wireless
mesh networks for communications relaying, peer-to-peer computing and content
synchronization. Scaling the network infrastructure requires wireless networks formed
of cooperative, mesh networks between multi-radio portal infrastructure (when
available) and multi-radio-enabled mobile endpoints. Dynamic topologies capable of
restructuring to serve the opportunistic environment through peer-to-peer physical or
virtual structures of mobile devices and hardened infrastructure can share, discover,
provision or consume services. It is not difficult to envision a large grid of
computationally rich, mobile devices and a larger number of virtual machines to
achieve greater provisioning reach, capacity efficiency and service capabilities as seen
in today’s high-end server farms or computing clusters. A significant challenge in
realizing this vision is sustained operational stability and scalability. Correspondingly,
decentralized management, using principles of emergence and self-organization can be
employed to achieve community cooperation, decentralized trust, state or policy
propagation to facilitate operations, maintenance and provisioning functions. To this
end, we introduce structural concepts of hierarchical virtual clustering for self-
organization based on operational superiority (e.g., military or corporate organizations)
and peered intra-cluster cooperative behavior. The use of virtualization or virtual
machines employs the HVC infrastructure. In DCS, there is greater dependency on
static or mobile virtual machine or virtual container’ constructs that can provision or

consume services or just act as service intermediaries to other DCS services.

> A virtual container is a more general abstraction of a virtual compute execution object, of which a virtual
machine is one type; virtual containers can support different levels of granularity in execution type, local state
and persistence.
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3.2 CONCEPT ARCHITECTURE

Decentralization is the first key characteristic in future computing and communication
architectures. For communications, one can envision a more flat network system with a
large number of end nodes with similar physical form and function, but with varying
resou