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Abstract 
It is becoming increasingly clear that robotic systems need to have capa- 
bilities similar to the human haptic system in order to perform complex 
grasping, manipulation and object recognition tasks using dextrous 
hands. This paper is an exploration of using a dextrous, multi-fingered 
hand for high-level object recognition tasks. The paradigm is model- 
based recognition in which the objects are modeled and recovered as 
superquadrics. which are shown to have a number of important attributes 
that make them well suited for such a task. Experiments have been per- 
formed to recover the shape of objects using sparse contact point data 
from the hand with promising results. We also present our approach to 
using tactile data in conjunction with the dextrous hand to build a 
library of grasping and exploration primitives that can be used in recog- 
nizing and grasping more complex multi-part objects. 

1. INTRODUCTION 

The use of multi-fingered robotic hands has previously focused on 
the low-level aspects of control [10,12,19,24,25]. While such low- 
level control is a necessary component for an intelligent grasping sys- 
tem, it must also be linked to an understanding of the higher-level stra- 
tegies and requirements of complicated grasping [lS,18,21,31]. Our 
work at Columbia in dextrous manipulation has focused on these higher 
level tasks and the building of an overall intelligent robotic system that 
includes dextrous hands, vision sensors, and multiple degree of freedom 
manipulators. With the advent of dextrous hands such as the Utah/MIT 
hand [17] intelligent grasping systems have become a reality. Our 
research goal is in building a comprehensive grasping environment, 
capable of performing tasks such as locating moving objects and picking 
them up, manipulating man-made objects such as tools, and recognizing 
unknown objects. In addition, we hope to build an integrated program- 
ming environment that will allow grasping and grasping primitives to be 
included in an overall robotic control and programming system. It is 
becoming increasingly clear that robotic systems need to have capabili- 
ties similar to the human haptic system in order to perform complex 
grasping, manipulation and object recognition tasks using dextrous 
hands. 

This paper is an exploration of using a dextrous, multi-fingered 
hand for high-level object recognition tasks. Object recognition has trad- 
i t i o ~ l l y  been the domain of vision sensor systems. However, these sys- 
tems suffer from a number of inherent problems, not the least of which 
is occlusion. Any visual system will be limited at most to a view that 
obscures_ all back-facing areas of the object. In robot manipulation 
tasks, important areas of the work environment are occluded by the 
end-effector itself. This difficulty is especially acute during the act of 
acquiring a grasp on an object, when the contact areas will be occluded. 
It is our belief that borh visual and haptic sensor systems are needed in a 
complex robotic system, and the previous research of Allen [3] and 
Stansfield [28] has explored and quantified this multi-sensor capability. 

In order to fully understand the power of haptics, we have first set 
out to perform a series of object recognition tasks using touch alone. If 
we can achieve success in object recognition using the haptic approach, 
then we will be able to extend our system’s power greatly by using both 
touch and vision. We are motivated by the research of Lederman and 

Klarzky [20] who quote a %-99% success rate in identifymg 100 com- 
mon objects using two-handed, haptic object recognition. They have 
also identified a number of important exploratory strategies that humans 
use in performing these tasks that we ~ t ’ e  txansporting to the robotics 
domain. 

The outline of this ppe r  is as follows: Section 2 describes our 
use of superquadric primitives for model-based haptic object recognition. 
section 3 describes our shape recovery procedure from sparse contact 
data, section 4 describes our work in adding tactile sensing capability to 
a dextrous hand and section 5 discusses methods for more complex 
shape recovery and extensions of our work to grasping. 

2. OBJECT MODELS FOR HAPTIC RECOGNITION 
An intelligent robotic system will necessarily have to deal with a 

combination of internal models and data gathered from various noisy 
sensors. Thus, to function in its dynamic, three-dimensional envimn- 
ment, an intelligent robotic system must be able to quickly and BCCU- 
rately build these models by combining noisy sensory data. The model- 
based approach has proven very useful in a variety of recognition pb- 
lems ranging from image understanding [9] to intelligent touch sensing 
[3,13,28]. The choice of model for an intelligent haptic recognition sys- 
tem is an important one, since the model chosen must meet the criteria 
set forth by M?rr [23] and olhers. In essence, the d e s i l e  qualities that 
the model must possess include accessibility, efficiency, stability, 
uniqueness and scope. In addition, we seek models that are in suine 
Sense prototypical or generic, since the manipulation tasks we foresee 
will be using sets of objects with similar attributes, although differing 
somewhat in size and shape (tools, man-made objects, etc.). Finally, the 
modeling system should provide the ability to synthesize shapes as well 
as providing a convenient paradigm for recovering shape from sensory 
data. General purpose robotic tasks require that we recover models, or 
parts thereof, from sensory data. Thus, we seek to extend CAD models 
in a way that allows efficient recovery from sensory data. 

We have chosen to model objects as superquadrics [4,5,%]. Some 
representative models are pictured in Figure 1, and the equation for a 
superquadric is shown in Figure 2. These models are derived from a 
parameterization that allows a wide degree of freedom in modeling 
objects. The parameter space is continuous and allows a smooth change 
from a cuboid to a sphere to a cylinder, with more complex shapes 
derivable with the addition of bending and tapering parameters. These 
“lumps of clay” are deformable by the usual linear stretching and scal- 
ing operations and can be combined using boolean set operations to 

In addition to possessing most of the desirable modeling criteria, 
discussed above, the models arc surprisingly easy to recover from sparse 
and noisy Sensor data. The small number of parameters needed to 
recover the shape describes a very large class of objects, that can be 
equated with generic or prototypical recognition. Efficient “very of 
superellipsoids (a subclass of superquadrics) from vision and range 
has already been shown in the work of Pentland [%I. Solina [271 and 
Boult and Gross [71 who have also studied the error properties of the 
recovery process [14]. 

What makes superquadrics particularly relevant for haptic recogni- 
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tion is the following: 
The models are volumetric in nature, which maps directly into the 
psychophysical perception pacases suggested by grasping by 
containment [20]. 
The models can be constrained by the volumetric constraint 
implied by the joint positions on each finger. 
The models can be recovered with sparse amounts of point contact 
data since only a limited number of parameters need to be 
recovered. There. are 5 parameters related to shape (see Figure 2) 
and 6 related to position and orientation in space. Global defor- 
mations (tapering, bending) may add a few more. 
In addition to the use of contact points of fingers on a surface, the 
surface normals from contacts can be used to describe a dual 
superquadric which has the same analytical properties as the 
model itself. 
The analytic nature of the model created from sparse data allows 
searching suategies in the model space to proceed in a 
hypothesize and test fashion as suggested by the work of Allen [l] 
and Stansfield [a]. 

e, 10.1 e * - 1  C, = 1.9 

5- 1.9 

Figure 1: Superquadric shapes. 

C,, S, stand for Cosine(q) and Sine(0). 
El. Ez are the superquadric shape parameters. 

a l .  a2, u3 are scaling factors along the X, Y and Z directions. 

Figure 2: Superquadric equation. 

3. HAPTIC RECOVERY OF OBJECT SHAPE 
Previous efforts in recovering shape from grasping have focused 

on pattern recognition methods of discriminating between samples in 
many dimensional spaces [8,22,2!91. Our approach is to actually 
recover a 3-D model from sparse contact data. We have attempted to 
create robotic analogues of the exploration strategies humans use in 
object recognition tasks, noting positional contacts during these explora- 
tions. Our experimental apparatus is depicted in Figure 3 and described 
in [2]. It consists of a Utah/MlT dextrous hand mounted on a PUMA 
560 manipulator. The hand contains 16 degrees of freedom, allowing it 
to grasp the object in a containing grasp. The PUMA provides 6 addi- 
tional degrees of freedom (3 translation, 3 rotation) providing an overall 
system with 22 degrees of freedom. 

Figure 3: Utah/MIT hand mounted on PUMA 560 

The first of these strategies we have implemented is grasping by 
containment. This is an anempt to understand an object’s gross contour 
and volume by effectively molding the hand to the object. With sparse 
contact point data, it is unclear how much “information content’’ is 
included in this measure. The experiments we present in this paper have 
shown it is a powerful and useful discriminator of objects, and in the 
examples we will show, is sufficient to allow robust and accurate shape 
recovery. 

3.1. Recovery Procedure 
For this initial work on recognition, we have used a simplified 

procedure to gather data points. Our intent is to use integmted tactile 
sensors (described below) mounted on the finger links to generate con- 
tact position data However, during our initial trials, our tactile sensors 
were not yet mounted on the hand. Instead, we opted for a method that 
used the hand‘s internal joint angle readings and tendon forces to gen- 
erate Cartesian positions of contact Lxwd upon fingertip contact. 

The Puma am moves the hand to a position in which it will close 
around the object. The fingers are spread wide during approach. Then 
the fingers are closed by position commands until the observed force 
(estimated by the difference between the flexor and extensor tendon ten- 
sions) exceeds a given threshold, which indicates that the finger is in 
contact with the object. The joint angle positions are read, and 
kinematic models of the hand and the Puma arm are used to convert 
them to XYZ positions in world coordinates. Then the fingers are 
opened wide again, and a second containing grasp is executed, with the 
fingers taking different approach paths. The fingers are spread once 
again, and the Puma arm moves the hand to the next position. 

The sequence of Puma positions is given in advance. Once the 
contact points are determined using the forward kinematics of the hand 
derived from the joint angle sensors, the sparse sets of point data are 
then injected into the recovery algorithm developed by Solina [27]. This 
algorithm uses a Levenberg-Marquardt non-linear least squares approxi- 
mation to fit the superquadric “inside-out function”. This is an implicit 
form of the equation in Figure 2 which records if a sample data point 
lies inside, outside or on the surface of the superquadric model. By 
summing the squared distance of each sample data point from the 
current model, an error of fit measure is generated that is minimized by 
the algorithm. 

The equation in Figure 2 is for a canonical superquadric located at 
the origin. Since our sensor data can exist anywhere. in the world coor- 
dinate space, the algorithm must recover the 6 rotation and translation 
parameters in addition to the 5 superquadric shape parameters 
(al. a2. a3, E ~ ,  Ei). In addition, we allow global deformations to 
include tapering of superquadric forms. The taper is defined to be a 
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Figure 4: Object Database. 

linear tapering with 2 parameters that control the t ap ing  in both the X 
and Y dimensions. The algorithm must recover a minimum of 11 
parameters and 13 if the object is tapered 

We tested this procedure against a database of 6 objects (shown in 
figure 4 plus a smaller cylinder). The database included objects that 
could be modeled as undeformd superquadrics (block, large cylinder, 
small cylinder) and deformed (tapered) superquadrics (lightbulb, funnel, 
triangular wedge). The recovered shapes are shown in Figures 5a-e, 
with the sample data points overlaid on them. 

The results of these experiments are quite good, especially consid- 
ering the sparse nature of the data and the e m  in the derived contact 
points. These errors are a function of the accuracy and calibration of 
the robotic ann, the hand pint position sensors and the kinematic model 
of the hand itself. In spite of this sensor error, the recovered shapes are 
an accurate representation of the actual object’s shape. The data points 
are overlayed on the recovered shapes to show the closeness of fit and 
the sparseness of the data. Each object’s shape was recovered with 
extremely sparse amounts of data; typically 30-100 points, depending on 
the object. It is important to note that this is about two orders of magni- 
tude less than typical range data images which by to recover shape with 
denser data, that, unlike touch sensing, is limited to a viewpoint that 
only exposes half the objects surfaces to the sensor. In addition, we B T ~  
able to calculate in a closed form the volumes of undeformed superqua- 
drics. Volume calculations for the recovered cylinder are within 1-2 % 
of the actual volume of the object. 

We are in the process of revising the recovery algorithm utilizing 
the ideas of Gross and Boult [14]. In their recovery algorithm, a volume 
minimization term is not included and the distance metric on the points 
is measured differently from the inside-out function used by Solha. It 
should be noted that both recovery schemes work well with denser data 
(as in range data) but the sparseness of the data points may lead to a 
modified method that may utilize aspects of both of the recovery 
methods. we also are idcluding the surface normal constraints f m e d  
from the. dual superquadric representation into our recovery procedure. 

33. Matching 
Once these shapes have been recovered, it is necessary to do 

object discrimination to correctly identify the objects. The superquadric 
recovery process supplies 5 relevant parameters that are useful in 
discriminating among an object’s shape and !&e. The superquadric 
shape parameters, E1 and q are good indicators of gross shape and the 
scaling parameters a l ,  ax  a3 are useful in size discrimination. We 
have written a simple matching algorithm that matches the recovered 
superquadric parameters against the database of models, and is able to 
discriminate among the 6 objects successfully. The algorithm does a 

simple comparison of the 6 recovered superquadric parameters against 
each set of model parameters, and takes a weighted sum of these param- 
eter distance measures as the error of fit We experimented with 10 
different sets of sampled data, encompassing the 6 objects, some in more 
than one pose. Using this simple procedure on this limited database, we 
were able to successfully recognize each object uniquely during each 
trial. 

However, we are not claiming that simple discrimination tests like 
these are adequate to solve the matching problem. Our intent is to make 
two important points related to object recognition using sensor data. 
The 6rst point is that sparse, noisy data can yield good estimates of 
shape. Second, that this method of haptic shape recovery is viable for a 
first level of object discrimination in the presence of sparse, noisy data. 
By effectively pruning a much larger set of models by the procedures 
outlined above, we can enter the next phase of active sensing with 
hypotheses about what an object’s structure might be, or alternatively, 
methods to discriminate between objects which all match the sensor 
data. The recovery algorithm is useful in active sensory feedback loops 
where initial coarse estimates can be used to derive the shape, position, 
and orientation of objects to one level of precision and then subsequent 
active haptic probes can be used to recover the details of the shape to a 
finer level. 

The next steps in this process is to implement other exploratory 
procedures, including edge following and lateral contour exploration that 
further discriminate among objects. For these procedures, we will util- 
ize our tactile sensors. 

4. TACTILE SENSING FOR A DEXTROUS HAND 
The Utah/MIT hand provides a number of levels of sensory feed- 

back for manipulation. Each joint is provided with a hall effect sensor 
that can accurately provide positional information on each of the 16 
joint angles. In addition, velocity at each joint is computed. The con- 
trol of the hand is effected through cocontraction of 32 tendons (16 
flexion, 16 extension). The force applied to each of these tendons, 
measured at the wrist of the hand, is also available. 

While the level of sensing provided by this hand is better than ear- 
lier implemented hands, it still falls far short of the requirements for a 
dextrous manipulation system. In particular, what is desired is accurate 
positional contact information between the hand and a target object, and 
a measure of the forces exerted by the fingers at these contact points. 
The sensory feedback provided by the hand does not allow for localiza- 
tion of contacts. Hence, a requirement for the tasks envisioned in this 
system is a robust and accurate tactile sensor system, utilizing sensors 
mounted on the links of the fingers. 

To satisfy this requirement, we are currently implementing tactile 
sensors on each of the hand’s fingers. The technology being used is a 
piezo-resistive polymeric material manufactured by Interlink. Inc. 
[16.30] This material has good fonx response characteristics and is able 
to be deposited on arbitrary, conformable surfaces. The design of the 
tactile pads we are using sandwiches the polymer between two pliable 
sheets of Kapton material that contains electrical etching. The applica- 
tion of forces on the pads provides an increased electrical flow channel 
between the two sheets as the material within is compressed. Results 
with this sensor have been good, particularly with respect to signal isola- 
tion and hysteresis. We have built an electronics package to multiplex 
the sensor signals, and hope to schieve a high enough bandwidth in sig- 
nal processing of the Sensors to achieve real-time integration of the tac- 
tile data into the grasping procedures. Figures 6 shows the output of 
tactile responses filtered with median and averaging filters when a pen 
cap is placed sensor pads. The signal is very localized (the sensing area 
is on the order of 0.5 inches by 1.0 inches). Figure 7 shows the output 
of a credit card applied across these sensors. 

Using this tactile data, we are in the process of implementing the 
exploratory procedures of lateral motion on a surface and edge/contour 
following with the addition of tactile sensing capability to the hand. We 
will initially implement a number of simple finger level primitives 
(guarded moves, fingertip force, etc.) for grasping and manipulation and 
create a library of grasping primitives based upon tactile feedback. 



These will form the basis for our ability to perform dextrous manipula- 
tions. 

5. EXTENDING H A W K  PERCEPTION 
We wish to extend the exploratory strategies beyond the initial 

primitives mentioned above. The work of Grimson and Lozano-Perez 
[13] and Ellis et al. [ l l ]  appears to be important here in suggesting new 
ways to interpret a set of underconstrained data by generating new sen- 
sor probes of an environment. This, coupled with matching criteria 
developed from the model-based approach suggested above, will allow 
intelligent high-level reasoning for manipulation tasks. The analytic 
nature of the proposed superquadric models will allow generation of sur- 
face paths and finger constraints that will be ceneal to a particular 
grasping strategy. 

5.1. Extension to grasping. 
Results from work on haptic exploration and recognition should be 

very useful for improving performance in grasping an object. After a 
superquadric has been fit to the object. it can be used both for choosing 
a grasp from a known set and filling in any parameters required for that 
grasp; and also for planning a pre-grasp configuration for the hand and 
an approach path (see [31]). The initial shape recovery process is 
important in identifying the overall shape of the object in order to per- 
form a pshaping function for the hand as outlined by Iberall [151. 
Many features which will be useful for haptic recognition are also good 
candidates as grasp contact areas on an object: edge. hole, cavity, neck, 
two-finger opposition. We may expect that many of the local explora- 
tory movements will be useful for adjusting and improving an initial 
grasp. 

The low pass nature of tactile recognition will try to model classes 
of complex objects into equivalent simplex primitives. particularly with 
respect to grasping criteria. Given a task of determining what an object 
to be picked up is and where to grasp it, we can classify the object at a 
coarser level which expands the equivalence class depending upon the 
task. For example, many objects such as cups, glasses, mugs, etc. can 
be modeled as a type of cylindrical primitive when the task is simply, 
raising it up to drink. As task level complexity increases @ick up by 
the handle) then the recovery processes will need to work harder to 
accomplish the task. 

5.2. Segmentation 
Complex objects are made up of more primitive sub-parts, and a 

shape recovery procedure will necessarily need to perform a segmenta- 
tion of a complex object into its sub-parts. As 3-D data is sampled, it 
has to be associated with a unique surface or volume that it coheres 
with. Modeling systems by nature are made up of boolean operations on 
primitives, and discovering which primitive a data sample belongs to is 
critical. Most systems, in fact, do not do this well. A number of tech- 
niques have been used on this problem with varying degree8 of success. 
A common approach is to use regularization techniques that ey to 
smooth the data into a global energy minimum. However, the discon- 
tinuities that these systems smooth may, in fact, be the relevant segmen- 
tation criteria for forming new model primitives from sensor data. 

Our approach to the segmentation problem makes use of the active 
nature of tactile sensing with controllable fingers. Segmentation in a 
geometric sense (it may be left to psychology [6] to understand just 
what “segmentation” is! ) is determined by finding discontinuities on 
surfaces. Given a set of active fingers that can trace contours and deter- 
mine face-edge-vertex relationships, it is possible to use the fingers 
themselves as segmentation devices. The ability to trace a surface and 
discover significant discontinuities with the appropriate tactile feedback 
will allow us to recover multiple superquadric volumes that can be 
combined in a boolean sense to recreate the scene. Multi-finger haptic 
exploration offers two kinds of help for the segmentation problem. 
First, because haptic exploration is inherently a multi-stage process, seg- 
mentation uncertainties can be resolved by further probes. Second, 
features which are very helpful for segmentation can be detected by 
multi-finger strategies. A neck @lace where the circumference of an 

object about an axis comes to a minimum) can be detected by a two- 
finger opposing or encircling grasp (moved along the axis). A neck is 
an excellent indicator of non-convexity, and thus multiple shape primi- 
tives. A hole or cavity can be difficult for vision to handle, but is well- 
suited for haptic perception. It can indicate the presence of a negative 
shape primitive. 

6. SUMMARY 
We have presented an integrated approach to robotic haptic object 

recognition that tries to blend the 3-D model and feature based 
approaches to object recognition with the ability to actively sense 
objects using both kinaesthetic and tactile feedback. The results for sim- 
ple objects are quite encouraging and with the advent of more complex 
exploratory procedures using tactile sensors, we hope to be able to per- 
form recognition on complex multi-part objects using these ideas. 
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Figure Sa: Recovered shape of a rectangular block. 

Figure 5b: Recovered shape of a triangular wedge. 

Figure 5c: Recovered shape of a funnel. 



Figure 5d: Recovered shape of a cylinder. Figure 6: ki l tcred 1:lctilr response\ for a pen c W .  

Figure Se: Recovered shapes of a light bulb. bigtire 7: biltered tactile re\ponw\ lor  a linear edge. 
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