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Abstract 

We propose a method for visual control of a robotic sys- 
tem which does not require the formulation of an explicit 
calibration between image space and the world coordinate 
system. Calibration is known to be a difficult and error 
prone process. By extracting control information directly 
from the image, we free our technique from the errors nor- 
mally associated with a fixed calibration. We demonstrate 
this by performing a peg-in-hole alignment using an uncal- 
ibrated camera to control the positioning of the peg. The 
algorithm utilizes feedback from a simple geometric effect, 
rotational invariance, to control the positioning servo loop. 
The method uses an approximation to the Image Jacobian 
to provide smooth, near-continuous control. 

1 INTRODUCTION 

In many real world applications, there exists a need to 
align one object with another. Many researchers have con- 
centrated their efforts on recovering the true position (the 
world coordinates) of the object to be manipulated. They 
used these results to generate movement commands for 
their servoing systems. The results of their research were 
a body of techniques which required a precise calibration 
between the Camera and world systems to insure adequate 
performance. Typically, these calibrations are only accu- 
rate in a small subspace of the robot’s workspace. As the 
robot leaves the region where the calibration occurred, ac- 
curacy degenerates quickly. 

Instead of recovering the calibration between the real 
world and the image plane, our algorithm exploits a trans- 
formation which converts a 3-D quantity (positional loca- 
tion) into a 2-D effect (positional invariance under rotation). 
The traditional mapping problem (also known as the cali- 
bration problem) determines the position of objects based 
on relative scale difference, perspective distortion, andor 
several other relationships which exist between a calibrated 
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system and an observing system. Several methods exist for 
finding this calibration, but none exploit the fact that a 
known movement of the camera system can result in useful 
motion information in the image system without knowing 
the exact calibration between the systems. 

We approach the problem of visual servoing through a 
classic, robot-control problem: how to insert a peg into a 
hole using only vision to control the peg’s movement. We 
propose a new technique which will allow the robot sys- 
tem to maintain an arbitrary, geometric relationship with 
an object system, and 8 a result of certain operations, the 
robot-object system can “calibrate itself to” or “can define 
its location with respect to” the unknown camera system. 
Our system “calibrates” itself while performing the use- 
ful task of moving to the goal position without ever really 
knowing the true location of the camera system. In this 
respect, it is possible to servo to a location based purely on 
the object’s change in image coordinates. Given a camera 
which rotates about an axis and images an object, we can 
observe the effect that the image of the object will not trans- 
late when the rotational axis is directly above the object. 
We use this effect as the basis of a simple algorithm for 
performing visual servoing which uses an approximation 
to the Image Jacobian to control the servoing process. This 
method exploits a control signal which is proportional to 
the error signal. 

This work is characteristic of research currently exam- 
ined in the domain of active vision, which includes moving 
cameras to obtain dynamic rather than static images and 
often includes the use of vision as a feedback signal for 
real-time control. Due to space constraints, we are unable 
to document the full gamut of literature pertaining to visual 
servoing; for a representative overview of the field, see 
Blake and Yuille [ 13. 

2 OVERVIEW OF METHOD 

Research in peg-in-hole servoing tasks is rich and varied. 
Some of the classical techniques include the work of Nevins 
and Whitney[8] in Remote-Center-Compliance (RCC) and 
the work of Lozano-Ptrez et a1.[7] with back-projections. 
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Figure 1 : Experimental setup 

These works try to solve the peg-in-hole problem primarily 
as a navigation problem (first, determining if a route exists 
from the peg to the hole, and second, determining what 
is the best path from the peg to the hole). Our work, 
on the other hand, only concerns itself with the task of 
aligning the end effector with the target. However, our 
work is extremely useful in solving the initial positioning 
problem for alignment and is consistent with the use of 
these previously mentioned methods. 

A simplified schematic of our experimental setup is 
shown in figure 1 and figure 2 is an overhead view. The 
task of the vision-robot system is to insert the tip of the 
probe, which is mounted on the end-effector of the robot 
arm coincident with the robot’s final axis, into one of the 
small holes in the block on the table in figure 2. The cam- 
era is mounted on the wrist of the end-effector such that it 
rotates about the final axis of the robot and images the area 
directly below the end-effector. 

The method relies on the following simple effect: as we 
rotate the camera system about the robot’s final axis (see 
figure 3), those objects which are farther away from the axis 
of rotation move a greater distance in the image plane than 
those objects closer to the axis. If we track these objects in 
the image plane during the rotation, they trace out elliptical 
paths. We refer to these ellipses as image-ellipses. 

Figure 4 shows a series of simulated image-ellipses 
formed by tracking a feature point in the image plane. 
The family of image-ellipses was generated by changing 
the distance of the tracked feature point from the axis about 
which the camera system rotates. The center dot is an 
image-ellipse generated when the tracked feature point is 
coincident with the rotational axis (or in other words, when 
the manipulator is right over the point feature). As the 
tracked feature point is moved farther and farther away 
from the rotational axis, it sweeps out larger and larger 
image-ellipses (which satisfies our intuition). 

In figure 5 ,  the robot-camera system is constrained to 
move in the plane A which is defined by the circle swept by 

Figure 2: Overhead view of camera, robot, and multiple 
target setup 

Figure 3: Image space movement of objects due to camera 
rotation about the final axis of the robot. 

Figure 4: Family of image-ellipses generated by changing 
the distance of the tracked feature point from the axis about 
which the camera system rotates. 
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Figure 5:  Overview of the coordinate systems. 

the camera around the rotational axis. The camera subsys- 
tem itself is constrained to move in a circular orbit around 
the axis of the last joint of the robot. In order to align the peg 
with the hole, we examine the movement of a hole feature, 
which projects to a small set of pixels in image space. By 
moving the robot-camera system to positions in plane A, 
and rotating the camera system about the final axis, we can 
generate imageellipses and compute their area. The heart 
of the method is.creating a search strategy which minimizes 
the number of positions that the robot-camera system must 
move to before the alignment condition occurs. We broke 
the peg-in-hole task into two parts: the alignment task and 
the actual insertion task. The alignment task servos the 
end effector in a plane in robot space until the alignment 
condition occurs (when the peg and hole lie on the same 
axis). Once the alignment has been performed in plane A, 
the only movement necessary for insertion of the peg into 
the hole is a pure translation along the rotational axis (in 
our scenario, the Z-axis). 

To perform our peg-in-hole insertions we also make the 
following assumptions (see figure 5 ) :  

T5, the transform from the world coordinate system to 
the end-effector of the robot, minus the last rotational 
degree of freedom, is known. 

R, the rotational transform for the final axis, 06, of the 
robot is known. 

Tc,, , the camera transform matrix, is unknown. 

Tobject, the transform from the world system to the 
feature point where the probe is to be inserted, is un- 
known. 

P(A), the perspective effect introduced by the camera 
system with focal length A is unknown. 

Once the camera is mounted, it remains fixed with 
respect to the rotational axis of the final joint (6th) of 
the robot. 

The camera must be able to image the target object 
during any servoing operation. The object should 
never leave the focal plane. 

0 The object remains a fixed distance below the robot 
(we assume a constant Z value during the alignment 
operation). 

0 The features to be tracked are point-like features. 

Intuitively, all we require is a robot that can tell us where 
its end-effector is and a camera system that rotates about the 
robot's final axis while keeping the feature point in view. 
We do not know where the camera is located with respect 
to the robot and we do not require the optical axis of the 
camera to intersect the final rotational axis of the robot. ' 

3 RECOVERY OF IMAGEELLIPSE PA- 
RAMETERS 

A number of other researchers have created a body of 
literature on the recovery of ellipses from point data (see 
Safaee-Rad et al. [lo] and Sawhney et al. [l  I].) These 
algorithms typically use data sampled from the full circum- 
ference of the ellipse (i.e. sampled over 2% radians). While 
these methods work very well, sampling over a complete 
rotation about the robot's axis is very slow, and precludes 
real-time use of these methods. Accordingly, our algorithm 
requires that we sample the ellipse only over a small part 
of a complete rotation. In our current setup, we sweep our 
camera system over lr/2 radians in world space. * 

As we sweep the camera system about the rotational 
axis, we accumulate sets of samples (&, Vi, vi) where f?i is 
the rotational angle of the robot's final axis as the tracked 
feature point is imaged, and (Vi, K )  are the coordinates of 
the feature point in camera space. 

We then parameterize the curve traced out by the feature 
as: 

V ( 8 )  = Acos(0) + Bsin(8) + C 

V(0)  = Dcos(d) + E sin(0) + F 
(1) 

(2) 

'To see this, imagine the system setup (camera, extending rod. gripper 
and task system) where each piece is immovable. Notice that the rotational 
axis p r o ~ t s  to a line in the camera imaging uea. This line, by definition 
of the rigid system, cannot change. Its position is dictated by a 6x4 
projection and sincc we use as our daving assumption the fact that the 
line simply rotates around its own symmetrical axis, its position does not 
change. Otherwise. the rotational axip shif'ts while it rotates. (This would 
meaatbattherotationalotationaluisis notpmlymtationalandmayectuallyhave 
translational components which must be dealt with separately). 

'The r / 2  radian swath in world space does not usually conespond to 
an equal 7r/2 radian swath in cullcrp space. Because of the perspective 
distortion, the path swept out in the umera system will either be smaller 
or larger than r / 2  radian. 
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We fit these equations to the triplet data using linear least 
squares. Upon recovering the ellipse parameterization, we 
are able to compute the area enclosed by the ellipse by 
using the following formula: 

Area = (A2 + B2 + D2 + E 2 ) z  2 ’  (3) 

(which was derived using the previous two equations and 
Green’s Theorem). 

4 ESTIMATING THE IMAGE JACOBIAN 

Our method to perform the alignment task revolves 
around the use of the Image Jacobian. The Image Jacobian 
has been used by a number of other researchers including 
Weiss et al. [13], Feddema et al.[4], Hashimoto et al.[5], 
Chaumette et al.[3], and Castaiio et al.[2]. These methods 
track feature points and effect servoing movements using 
an Image Jacobian which relates Cartesian movements with 
positional errors derived from the tracked features. Other 
methods include the work of Papanikopolous et al. [9], 
Koivo et al. [6] and Miller [ 121. 

The basic idea behind the Image Jacobian is to model 
the differential relationship between the camera system and 
the robotic control system in order to accurately predict the 
effects of small changes in one system on the other. It is a 
linear, position-dependent (i.e. non-constant) transform. 

The relationship between the camera and world coordi- 
nate systems is given by the following formula: 

L 

Equation 4 can be differentiated with respect to time 
and the resulting equation is the differential relationship 
which relates the two coordinate systems. However, full 
knowledge of equation 4 is necessary to correctly derive the 
Jacobian matrix. In our system, since we assume that the 
calibration between the camera system and robot system is 
unknown, the task of recovering the actual Image Jacobian 
cannot be done directly. 

We are only interested in control movements in the 2-D 
X - Y  plane of the robot (we assume the alignment occurs 
at a fixed depth 2 above the object). Accordingly, we 
can state the differential relationship between the camera 
coordinate system and the robot control system as follows: 

which basically means that small perturbations around 
some point in image space (U,V)  can be linked to some 
small, linear move in world space (X,Y) .  The variables a, 
b, c, and d ( the components of the Jacobian) are depen- 
dent on the robot parameters, the transformation between 
the camera system and the robot system, and the camera 
system parameters. However, we can estimate the Image 
Jacobian empirically using simple known movements in 
Cartesian space, and observing the movement of the ob- 
ject feature in camera space. By continuously updating the 
Image Jacobian, we can use its estimate to servo the robot 
to the correct alignment position even though we have not 
calibrated the two systems. 

Our method is as follows: 

1. The robot moves to some real world position (X, Y ,  
2). 

2. We rotate the camera 7r/2 radians about the robot’s 
final axis, tracking the feature point in image space 
and we calculate the area of the image-ellipse traced 
out. 

3. At the midpoint of the rotation, 7r/4 radians, the robot 
freezes the rotation angle and translates to positions 
(X + 6X, Y, 2) and ( X ,  Y + 6Y, 2). The change in 
image coordinates of the tracked object feature (6U,  
6V) is calculated after each positional change. 

4. Each change in X - Y  coordinates ( 6 X , 6 Y )  results in a 
change in image coordinates (6U,SV) which allows us 
to empirically solve for the components of the Image 
Jacobian, a, b, c, and d,  in equation 5 .  

5. The alignment condition occurs when the image- 
ellipse formed by tracking the object feature’s 
path has zero area. We can computs the vector 
(6Ucenter, 6Vcenter) from the position in the image 
where we calculated the Jacobian to the center of the 
projected ellipse. We estimate the alignment position 
in image space as the center of the image-ellipse (see 
figure 6). 

6. We can now use our computed Image Jacobian to 
transform the vector (6Ucenterl 6Vcenter) into a con- 
trol movement in Cartesian space ( S X ,  6Y). 

7. This procedure is repeated until the image-ellipse re- 
solves either to a single point or to an ellipse of area 
5 1.0pixe12. 

This algorithm approaches continuous control since it 
estimates differential changes at each step. Although the 
actual computed movement is larger than a differential 
move, the vector (6Ucenter, Gl/eenter) provides both an ac- 
curate direction of movement in image space as well as 
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Figure 7: The image-ellipses formed by tracking the object 
over all 4 positions moved to by the robot. 

Figure 6: Estimating the image-space movement vector 
(GUcenter,SVcenter). This vector is derived from the 
point where the Image Jacobian was computed and the 
center of the imageellipse. Using the Image Jacobian, 
(bvcenter,  b q e n t e r )  can be transformed into a Cartesian 
movement (ax, 6Y) to control the robot's movement. 

a reasonable estimate of the magnitude of movement in 
Cartesian space so that we may limit overshoot and oscil- 
lation. 

4.1 EXPERIMENT 

In figure 1, we show a schematic of the system set up 
used for testing the new alignment method. We mounted a 
Sony XC-77 CCD camera in a bracket system off theend ef- 
fector of a Puma 560 robot. The camera was not calibrated 
or position-constrained when initially placed. The robot 
system was controlled using RCCL. The images were digi- 
tized at 256~242resolution and 8 bits gray scale at standard 
NTSC frame rates using the PIPE parallel image process- 
ing engine. The object was positioned so the robot would 
not encounter singularities when moving to new control 
positions. The other constraints on our system are listed in 
section 2. 

At the beginning of the experiment, we performed the 
following operations: 

1. The robot was moved to its initial X-Y position in 
plane A. 

2. The user indicated the position in the image of the 
object feature to be tracked. 

3. A moving edge-detection region was created about 
that point. The edgsdetection region was used to 
track the object as the camera rotated about the robot's 
final axis. 

We started the robot system at point (0,O) in Cartesian' 
space (with the object approximately lOcm away in the X- 
Y plane). We ran the experiment using the Image Jacobian 
to control the movement of the robot system. The tracked 
feature was a 2mm diameter hole. Figure 9 shows the robot 

Figure 8: Positions examined by the Image Jacobian-based 
controller. 

system placing a "peg" (the tapered probe) within 3mm of 
the center of the hole using uncalibrated camera data. The 
algorithm performed the same task over several different 
runs with about the same accuracy. 

Figure 7 shows an overlay of all ellipses generated by 
the Image Jacobian control algorithm while trying to find 
the alignment condition. Notice that the system converges 
rapidly to the solution state. The estimate of the move- 
ment vector in image space (SUcenterr SVcenter) and the 
computed Image Jacobian provide accurate movements in 
Cartesian space to position the robot Probably the clearest 
indication of the Image Jacobian's convergence property 
is the result gained from plotting the positions moved to 
by the robot in Cartesian space (figure 8). It is possible to 
construct pathological situations where the algorithm may 
oscillate (by placing the camera system and object in posi- 
tions where the center of the ellipse lies very close to one 
edge of the ellipse), but these cases are rare. 

5 CONCLUSIONS 

We have described a technique for performing an align- 
ment task without using calibratd cameras. The technique 
exploits a simple geometric effect, rotational invariance, to 
perform the alignment. In our system, we mount a camera 
on the wrist of an end-effector such that it rotates about the 
final axis of a robot and images the area directly below the 
end-effector. By tracking the movement of the projection 
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Figure 9: Robot system after performing the insertion task 

of a point-likefeature in image space, we can determine that 
the feature is aligned with the final axis when its projection 
simply rotates and does not translate during the rotation. 

We have created a controller which uses rotational in- 
variance and the Image Jacobian to effect active visual 
control of the alignment process. The key idea behind the 
Image Jacobian-based controller was to servo to the center 
of the image-ellipse (the best approximation to the point of 
rotational invariance) using a discrete approximation of the 
Jacobian at a given point. By exploiting an effect which 
is more continuous by nature, it was possible to create a 
servoing algorithm which converged smoothly and quickly 
to the alignment position. Using this controller, the robot 
system with an uncalibrated camera was able to place a peg 
within 3mm of the center of a 2mm hole with a high degree 
of repeatability. 

This research indicates the possible existence of a whole 
class of servoing techniques which are orthogonal to cal- 
ibration oriented methods. These techniques use simple 
geometric constraints to give robots the power to servo vi- 
sually. While calibration is necessary and useful for many 
vision-robot tasks, we have shown that it is possible to use 
a non-calibrated technique to perform a task which was 
originally classified as needing calibrated vision. Also, by 
not using a calibrated camera, we do not suffer from the 
known errors of calibrated systems. 

Our future research includes relaxing the constant 2 con- 
straint, the implementation of a faster image-space tracking 
system, and the investigation of other non-calibrated tech- 
niques for visual-servoing. 
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