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[1] Vertical fluxes of wave activity from the troposphere to the stratosphere correlate
negatively with the Northern Annular Mode (NAM) index in the stratosphere and
subsequently in the troposphere. Recent studies have shown that stratospheric NAM
variability is also negatively correlated with the amplitude of the wave pattern coherent
with the large-scale climatological stationary wavefield; when the climatological stationary
wavefield is amplified or attenuated, the stratospheric jet correspondingly weakens or
strengthens. Here we quantify the importance of this linear interference effect in initiating
stratosphere-troposphere interactions by performing a decomposition of the vertical wave
activity flux using reanalysis data. The interannual variability in vertical wave activity
flux in both the Northern and Southern Hemisphere extratropics is dominated by
linear interference of quasi-stationary waves during the season of strongest
stratosphere-troposphere coupling. Composite analysis of anomalous vertical wave activity
flux events reveals the significant role of linear interference and shows that “linear” and
“nonlinear” events are essentially independent. Linear interference is the dominant
contribution to the vertical wave activity flux anomalies preceding displacement
stratospheric sudden warmings (SSWs) while split SSWs are preceded by nonlinear wave
activity flux anomalies. Wave activity variability controls the timing of stratospheric final
warmings, and this variability is shown to be dominated by linear interference, particularly
in the Southern Hemisphere. The persistence of the linear interference component of the
vertical wave activity flux, corresponding to persistent constructive or destructive
interference between the wave-1 component of climatological stationary wave and the
wave anomaly, may help improve wintertime extratropical predictability.

Citation: Smith, K. L., and P. J. Kushner (2012), Linear interference and the initiation of extratropical stratosphere-troposphere
interactions, J. Geophys. Res.,117, D13107, doi:10.1029/2012JD017587.

1. Introduction

[2] It is well established that Northern Hemisphere (NH)
extratropical zonal-mean stratospheric circulation anomalies
exhibit a downward-propagating character, coupling to the
troposphere on intraseasonal timescales [Baldwin and
Dunkerton, 2001]. The associated tropospheric anomalies,
which are coherent with the Northern Annular Mode
(NAM), persist for over a month, suggesting that knowledge
of the state of the stratosphere may improve seasonal pre-
diction of tropospheric climate. The stratospheric anomalies
themselves are initiated from the interaction between the
stratospheric zonal mean flow and vertical Rossby wave

activity fluxes from the troposphere to the stratosphere
[Newman et al., 2001; Polvani and Waugh, 2004;
Limpasuvan et al., 2004]. Interestingly, large wave anoma-
lies in the extratropical troposphere are not always associ-
ated with enhanced vertical wave activity flux [Nishii et al.,
2010]. For example, most stratospheric sudden warmings
(SSWs) are preceded by a blocking event yet there are many
more blocking events than SSWs [Taguchi, 2008]. This
study examines a particular wave process, termed linear
interference, which has helped to clarify the connection
between vertical wave activity fluxes and the wave anoma-
lies themselves.
[3] Linear interference is defined to be the enhancement or

attenuation of the climatological stationary wavefield by
wave anomalies in interannual variability. In this report it is
shown that a term related to linear interference is an impor-
tant, and often a dominant, contributor to interannual vari-
ability in vertical Rossby wave activity fluxes from the
troposphere to the stratosphere. The term arises from calcu-
lating wave activity flux anomalies for perturbations to a
wavy background flow. Although the total wave activity
flux is quadratic in the waves, wave activity flux anomalies
for perturbations to a wavy background flow include con-
tributions that are both linear and quadratic in the wave
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anomalies (section 2). The linear contributions can dominate
when the wave anomalies are of sufficiently small amplitude
compared to the climatological stationary wave and when
the wave anomalies constructively or destructively interfere
with the stationary waves. There are several illustrations of
linear interference in the literature [e.g., Ineson and Scaife,
2009, Figure 2; Smith et al. 2011, Figure 9]. As a summary,
Figure 1 schematically illustrates constructive and destruc-
tive interference in the pressure-longitude plane. Upward-
propagating Rossby wave anomalies (dashed lines) are
shown to be in-phase with the climatological stationary wave
(solid lines) in Figure 1a and out-of-phase in Figure 1b (the
westward tilt of both the climatological stationary wave and
the anomalous wave is shown by the thin gray lines).
[4] The importance of linear interference in maintaining

anomalous circulation patterns in the general circulation has
been previously identified [e.g., Branstator, 1992;Weickmann
and Sardeshmukh, 1994; Watanabe and Nitta, 1998;
DeWeaver and Nigam, 2000a]. Branstator [1992] finds that
low-frequency variability in a perpetual winter general circu-
lation model (GCM) simulation is maintained primarily by
fluxes related to the interaction between the anomalous and
climatological stationary waves.DeWeaver and Nigam [2000a]
demonstrate that linear interference is critical in maintaining
observed tropospheric zonal mean zonal wind anomalies
associated with the North Atlantic Oscillation (NAO), and that
there is a positive feedback between the tropospheric zonal
mean and stationary wave flow components [DeWeaver and
Nigam, 2000b].
[5] The role of linear interference in contributing to vertical

wave activity flux anomalies preceding stratosphere-tropo-
sphere interactions has only recently become appreciated
[Nishii et al., 2009, 2010, 2011;Garfinkel et al., 2010;Kolstad
and Charlton-Perez, 2010; Smith et al., 2010, 2011; Fletcher
and Kushner, 2011]. Nishii et al. [2009] find that a term
corresponding to the linear interference term we identify here
is important for the sudden stratospheric warming of the NH in

January 2006 but less important for the major warming in the
Southern Hemisphere (SH) in 2002.More generally,Garfinkel
et al. [2010] show that the variability of the NH winter
stratospheric polar vortex is anti-correlated with a tropospheric
wave pattern that is coherent with a small wave number
approximation of the climatological stationary wavefield [see
also Kodera et al., 1996]. Kolstad and Charlton-Perez [2010]
also show that a similar relationship exists in the suite of
CMIP3 models. Linear interference effects have been shown
to be important in linkages between the NAM and Eurasian
snow cover [Smith et al., 2010, 2011], ENSO and tropical
variability [Ineson and Scaife, 2009, Cagnazzo and Manzini,
2009; Fletcher and Kushner, 2011], and blocking [Martius
et al., 2009; Woollings et al., 2010; Nishii et al., 2010, 2011].
[6] While the effects of linear interference in the coupled

stratosphere-troposphere circulation have been quantified in
the context of specific climate anomalies like Eurasian snow
forcing and ENSO [Smith et al., 2010, 2011; Fletcher and
Kushner, 2011], a broader look at the role linear interfer-
ence plays in NAM related variability is warranted. For
example, these studies have shown that constructive or
destructive interference tends to persist for several weeks. It
is not clear whether this is a general characteristic of linear
interference and what role this persistence may play in ini-
tiating stratospheric NAM events. Nor is it clear whether
wave amplitude effects or wave phase structure effects
dominate the variability and persistence of the wave activity
flux. Finally, the characteristics and relative importance of
the nonlinear contribution is unclear.
[7] This study presents a quantitative analysis of the gen-

eral role of linear interference in stratosphere-troposphere
interactions using Smith et al.’s [2011] linear/nonlinear
decomposition of vertical wave activity flux anomalies that
initiate stratosphere-troposphere interactions. The study will
focus on the meridional wave heat flux, which is a proxy for
the vertical wave activity flux. Emphasis is on the NH but
comparisons are made with the SH. In section 2, the methods

Figure 1. Schematic of (a) constructive and (b) destructive linear interference as a function of pressure
and longitude. Solid and dashed black lines indicate the climatological stationary wave, Z*c, and the
anomalous wave, Z*′, respectively. The thin gray lines indicate the westward tilt of the waves.

SMITH AND KUSHNER: LIN INTERFERENCE AND STRAT NAM D13107D13107

2 of 16



will be briefly outlined. Section 3.1 describes the seasonal
cycle of the meridional wave heat flux decomposition in the
NH. In section 3.2 composite analysis of anomalous heat
flux events in the NH is conducted with the aim of quanti-
fying the relative importance of linear and nonlinear terms
in the heat flux decomposition in stratospheric NAM
variability.
[8] Stratospheric sudden warmings (SSWs) are the most

dramatic and identifiable stratospheric NAM events, con-
sisting of a reversal of the zonal mean zonal wind in the
extratropical stratosphere. Recent work has systematically
characterized this important phenomenon in observations
and general circulation models [Charlton and Polvani, 2007;
Charlton et al., 2007; Matthewman et al., 2009; de la Torre
et al., 2012]. In keeping with this line of work, in section
3.3, the relative importance of the linear and nonlinear heat
flux anomaly terms for SSWs is established.
[9] Section 3.4 highlights the main features of linear

interference and its role in stratosphere-troposphere coupling
in the SH. The main issue addressed here is to what extent
linear interference effects operate in the relatively weak SH
stationary wavefield.
[10] Finally, in section 3.5, the role of linear interference

in the timing of stratospheric final warmings (SFWs) in the
NH and SH is discussed. SFWs characterize the breakdown of
the stratospheric polar vortex during the transition from strong
westerly winds in winter to weak easterly winds in the sum-
mer. They have been associated with a coupled tropospheric
circulation anomaly that resembles the negative phase of the
NAO [Black et al., 2006]; their timing has implications for
tropospheric seasonal forecasting [Ayarzagüena and Serrano,
2009; Hardiman et al., 2011] and polar stratospheric ozone
[Salby and Callaghan, 2007; Hurwitz et al., 2010]. The issue
addressed here is whether linear interference affects the timing
of the westerly to easterly stratospheric wind transition at the
same time as the stratospheric stationary wavefield is being
suppressed.

2. Methods

[11] The characteristics of heat flux anomalies in the
extratropical atmosphere are investigated using daily aver-
aged NCEP/NCAR reanalysis from 1979 to 2009 [Kalnay
et al., 1996]. The analysis is limited to the modern satellite
era given the improvements in the reanalysis in the SH for
this time period [Kistler et al., 2001]. For the SH, the year
2002, the only year on record in which a major stratospheric
warming occurred, is excluded (this event is described in
terms of linear interference in Nishii et al. [2009]). Linear
trends have been removed from all time series excluding the
time series used in the analysis of final warmings. The
atmospheric fields of interest are the geopotential height
(GPH) anomaly area-averaged over the polar cap bounded
by 60!N or 60!S and standardized by its seasonally varying
standard deviation, denoted S(Zpcap′) (this field is well-
correlated with the annular mode index [Cohen et al., 2002;
Baldwin and Thompson, 2009]); the wave GPH at 60!N or
60!S, Z*, (where the superscript asterisk indicates the devi-
ation from the zonal mean); and the zonal mean meridional
wave heat flux averaged from 40 to 80!N or 40–80!S,
{v*T*} (braces indicating a zonal mean), which is used as a

proxy for the vertical component of the wave activity flux
(with a sign change in the SH). Daily, monthly and 40-day
averaged heat fluxes are used (40-day averages are com-
puted as the average over the 40 days prior to each day
[Polvani and Waugh, 2004]). The focus is on heat fluxes at
100 hPa, i.e., wave activity fluxes from the troposphere
to the stratosphere; however, all of the decompositions
described below have been calculated at all vertical levels.
We define, for a given day during year j,

v*j ¼ v*′j þ v*c and T*j ¼ T*′j þ T*c ð1Þ

where the subscript j indicates the year, the subscript c
indicates the climatological mean over the total number of
years and the prime indicates the deviation from the clima-
tological time mean, i.e., the anomaly. Using v*j and T*j
from (1), the anomalous meridional wave heat flux can be
decomposed into two components,

v*jT*j
! "

′ ¼ v*jT*j
! "

& v*jT*j
! "

c

¼ v*′jT*′j
! "

þ v*′jT*c
! "

þ v*cT*′j
! "

þ v*cT*cf g& v*jT*j
! "

c

¼ v*′jT*′j
! "

þ v*′jT*c
! "

þ v*cT*′j
! "

þ v*cT*cf g& v*cT*cf g& v*′jT*′j
! "

c

¼ NONLINþ LIN ð2Þ

where

NONLIN ¼ v*′jT*′j
! "

& v*′jT*′j
! "

c ¼ v*′jT*′j
! "

′ and

LIN ¼ v*′jT*c
! "

þ v*cT*′j
! "

[12] The climatological mean of both LIN and NONLIN
is zero. Thus, LIN represents the contribution to {v*jT*j}′
involving the interference between the climatological sta-
tionary wave and the wave anomalies and is linear in the
wave anomalies (see Figure 1) while NONLIN represents
the contribution inherent to the wave anomalies themselves
and is quadratic in the wave anomalies. Assuming that the
wave anomalies are in approximate hydrostatic and geo-
strophic balance, NONLIN is proportional to the square of
the geopotential wave amplitude (which is always positive),
the zonal wave number and the vertical derivative of the
phase of the geopotential wave anomaly, i.e., the baroclinic
structure of the wave anomaly. This decomposition of the
meridional wave heat flux provides a powerful tool for
interpreting the effect of tropospheric wave anomalies on the
stratospheric circulation. We have found a similar decom-
position useful for interpreting extratropical circulation
responses to localized perturbations in GCM simulations
[Smith et al., 2010; Fletcher and Kushner, 2011].
[13] Using equation (2), the interannual variability of

{v*T*} can be written as (the subscript j will be omitted for
the remainder of the paper)

var v*T*f gð Þ ¼ var LINþ NONLINð Þ ¼ var LINð Þ
þ var NONLINð Þ þ 2cov LIN;NONLINð Þ: ð3Þ

The heat fluxes can also be decomposed into high- and low-
frequency wave components. The data is low-pass filtered
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using an 11-day running mean. The climatological variance
of the heat fluxes may be written as

var v*T*f gð Þ ¼ var
#
v*lowT*lowf gþ v*highT*low

! "

þ v*lowT*high
! "

þ v*highT*high
! "$

ð4aÞ

¼ var v*lowT*lowf gð Þ þ var v*highT*low
! "# $

þ var v*lowT*high
! "# $

þ var v*highT*high
! "# $

þ R; ð4bÞ

where R represents the series of covariance terms in the
expansion of equation (4a). In addition, each of the terms in
equation (4b) can be decomposed into LIN and NONLIN
terms as in equation (2).
[14] Composites of anomalously positive (“HIGH”) and

negative (“LOW”) 40-averaged {v*T*}′ events are gener-
ated [Polvani and Waugh, 2004]. Many methods for devel-
oping composites employ the selection of a threshold
parameter for anomalously high and low events and a tem-
poral separation parameter such that the same event is not
counted more than once. Although such methods are com-
monly used, selection of the threshold and separation para-
meters is somewhat arbitrary. As an alternative simplified
procedure, here the maximum or minimum 40-day averaged
{v*T*}′ standardized by its seasonally varying standard
deviation for each year from November–March in the NH
and June–February in the SH for the years 1979–2009 is
selected for the HIGH and LOW composites, respectively
[Mudryk and Kushner, 2011]. The dates of these events are
listed in Table 1. It has been verified that the results are very
similar when the maximum or minimum 40-day averaged
{v*T*}′ is selected rather than the standardized {v*T*}′.
Standard threshold composite methods yield qualitatively
similar results for a range of threshold values, but the simi-
larity can break down for large threshold values when the
number of events per composite becomes small [Smith,
2011, chapter 4]. The threshold method was used to con-
struct Figure 1 of Smith et al. [2011], and the results found
this way are similar. We also use the maximum/minimum
event per year composite method to construct composites of
40-day averaged HIGH and LOW LIN and NONLIN heat
flux events standardized by the seasonally varying {v*T*}
standard deviation (hereafter, HIGH LIN and NONLIN
events, and LOW LIN and NONLIN events; see Table 1).
For all the composite time series presented below from
[&60, 60] days from the day of maximum or minimum heat
flux anomaly, it is important to note that there is some
overlap between the HIGH and LOW events. Table 1 indi-
cates that HIGH and LOW events are generally separated by
over one month in each winter, thus, the most robust char-
acteristics of the composite time series’ are illustrated in the
[&30, 30] day range.
[15] For the SSW events, central SSW event dates from

1958 to 2009 are used from Charlton and Polvani [2007]
and Butler and Polvani [2011]; the longer time period
compared to the previous analysis is chosen to improve
statistical sampling of SSWs. A central date is defined as the
date when the zonal mean zonal wind at 60!N and 10 hPa
becomes easterly during the season of climatological west-
erlies (excluding the final breakdown of the vortex in
spring). There are 33 SSWs during the 1958–2009 time

period. The vortex “displacement” and “split” SSW classi-
fication of Charlton and Polvani [2007] is used to identify
20 displacement events and 13 split events (classifications
for 2002–2009 provided by Peter Hitchcock using the
method of A. J. Charlton-Perez and L. M. Polvani (personal
communication, 2007)). Displacement events involve dis-
placement of the polar vortex off the pole and project pri-
marily onto wave-1. Split events involve a stretching and
split of the vortex into two (or more) distinct vortices and
project primarily onto wave-2.
[16] Finally, for the analysis of stratospheric final warm-

ing (SFW) events, NH SFWs are identified as the final time
that the 50-hPa zonal-mean zonal wind at 70!N drops below
zero without returning to a value of 5 m s&1 until the fol-
lowing autumn [Black and McDaniel, 2007a], and SH SFWs
are identified as the final time that the zonal mean zonal
wind at 60!S drops below 10 m s&1 until the following
austral autumn [Black and McDaniel, 2007b].

3. Results

3.1. Northern Hemisphere Seasonal
Heat Flux Characteristics
[17] Figure 2 shows the monthly interannual {v*T*} var-

iance decomposition using equation (3). The total variance
(Figure 2, black line) grows steadily over the autumn and
early winter months, peaks in February, drops sharply in
March, slowly decreases over the spring and summer, and
reaches a minimum in July. The variance of the LIN flux
anomalies is the largest contribution to the total variance
from October to April (Figure 2, red line). The seasonal
cycle of variance shows that the peak in the LIN variance
occurs in January, coinciding with the peak in the climato-
logical mean {v*T*} (not shown), while the peak in the
NONLIN variance occurs in February (Figure 2, blue line).
The relative contributions of the terms in the variance
decomposition (including two times the covariance term,
which is negative; Figure 2, green line) result in a peak in the
total variance that is one month later than the peak in the
climatological mean {v*T*}.
[18] Notably, the covariance between the LIN and NON-

LIN fluxes is negative throughout most of the year except in
May. The covariance is significant at the 95% level in Sep-
tember, November, May and July (correlations ranging from
&0.45 to &0.6) and is significant at the 90% level in January
and April (correlations of '&0.3). The variance decom-
positions for both the November to March averaged {v*T*}
and the December to February averaged {v*T*} yield sta-
tistically significant correlations between LIN and NONLIN.
This negative correlation may reflect interannual compen-
sation between quasi-stationary and transient fluxes of dry
static energy, which has been argued arises due to the con-
straints of energy conservation [Trenberth and Stepaniak,
2003]. We will show that in the composite mean over
HIGH and LOW heat flux events, however, the LIN and
NONLIN terms appear largely independent (see Figure 5).
[19] Figure 2 includes the low-frequency contributions to

the {v*T*} variance for LIN and NONLIN using equation
(4b). The variance of LIN consists primarily of low-fre-
quency waves (Figure 2, dashed red line). The variance of
NONLIN also consists of a considerable low-frequency
contribution (Figure 2, dashed blue line) but high-frequency
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Table 1. Dates of the Largest Amplitude {v*T*}′, LIN and NONLIN Events, Separately Listed for HIGH and LOW Heat Flux Events
and for the Northern Hemisphere and Southern Hemispherea

Year

{v*T*}′ LIN NONLIN

HIGH LOW HIGH LOW HIGH LOW

Northern Hemisphere
1979–1980b Mar. 21 Jan. 18 Mar. 21 Dec. 22 Dec. 19 Jan. 27
1980–1981 Feb. 16 Dec. 27 Nov. 1 Dec. 31 Feb. 17 Nov. 28
1981–1982 Jan. 26 Mar. 21 Jan. 6 Mar. 8 Nov. 3 Dec. 17
1982–1983 Mar. 31 Nov. 30 Jan. 4 Nov. 30 Mar. 31 Nov. 18
1983–1984b Mar. 14 Feb. 4 Mar. 10 Jan. 30 Feb. 22 Dec. 19
1984–1985b Jan. 5 Mar. 4 Dec. 18 Mar. 4 Mar. 19 Dec. 15
1985–1986 Mar. 27 Feb. 28 Mar. 26 Dec. 13 Dec. 2 Feb. 7
1986–1987b Feb. 14 Jan. 7 Feb. 15 Dec. 19 Dec. 3 Mar. 18
1987–1988 Nov. 12 Jan. 26 Dec. 11 Feb. 10 Mar. 14 Dec. 31
1988–1989b Mar. 13 Jan. 23 Feb. 14 Dec. 30 Mar. 13 Jan. 31
1989–1990 Feb. 12 Mar. 26 Feb. 11 Jan. 3 Mar. 7 Nov. 22
1990–1991 Feb. 4 Dec. 8 Mar. 31 Feb. 6 Feb. 4 Dec. 7
1991–1992 Feb. 14 Dec. 1 Feb. 11 Dec. 4 Dec. 8 Mar. 13
1992–1993 Mar. 10 Jan. 26 Mar. 11 Jan. 26 Mar. 21 Dec. 8
1993–1994 Nov. 8 Feb. 27 Jan. 2 Feb. 15 Nov. 16 Jan. 25
1994–1995 Jan. 26 Mar. 16 Feb. 3 Dec. 25 Dec. 23 Mar. 2
1995–1996 Mar. 31 Dec. 21 Feb. 3 Dec. 23 Mar. 15 Feb. 7
1996–1997 Nov. 28 Mar. 9 Dec. 22 Mar. 4 Nov. 28 Mar. 22
1997–1998 Jan. 9 Nov. 16 Mar. 31 Nov. 14 Jan. 10 Mar. 8
1998–1999b Jan. 6 Jan. 30 Jan. 5 Feb. 12 Mar. 10 Nov. 1
1999–2000 Nov. 1 Jan. 12 Nov. 1 Feb. 17 Nov. 1 Jan. 3
2000–2001b Feb. 19 Mar. 31 Feb. 19 Mar. 31 Dec. 10 Nov. 2
2001–2002b Jan. 3 Mar. 14 Jan. 21 Mar. 24 Jan. 3 Nov. 26
2002–2003b Jan. 24 Feb. 26 Jan. 22 Nov. 10 Feb. 13 Mar. 5
2003–2004 Nov. 11 Mar. 31 Feb. 9 Mar. 31 Nov. 10 Feb. 15
2004–2005 Mar. 26 Feb. 14 Mar. 7 Jan. 25 Mar. 27 Feb. 28
2005–2006b Feb. 9 Mar. 15 Nov. 26 Mar. 31 Jan. 31 Mar. 11
2006–2007b Feb. 27 Dec. 9 Nov. 1 Dec. 10 Dec. 15 Nov. 3
2007–2008 Nov. 3 Dec. 7 Mar. 18 Jan. 4 Feb. 19 Dec. 2
2008–2009b Feb. 20 Mar. 23 Feb. 21 Nov. 1 Feb. 4 Mar. 12

Southern Hemisphere
1979–1980 Oct. 24 Jan. 13 Jun. 1 Dec. 3 Oct. 18 Jan. 10
1980–1981 Dec. 1 Jan. 14 Dec. 13 Sept. 17 Jul. 2 Jan. 14
1981–1982 Sept. 20 Nov. 1 Jan. 24 Sept. 8 Sept. 18 Oct. 31
1982–1983 Oct. 21 Dec. 1 Oct. 25 Jun. 3 Jun. 1 Jul. 14
1983–1984 Nov. 8 Dec. 18 Jul. 30 Oct. 20 Oct. 4 Jun. 15
1984–1985 Jul. 3 Feb. 1 Jul. 4 Dec. 21 Nov. 6 Jan. 30
1985–1986 Jul. 16 Jan. 16 Jun. 19 Sept. 29 Jul. 16 Jun. 6
1986–1987 Aug. 18 Dec. 27 Dec. 6 Oct. 27 Aug. 18 Dec. 28
1987–1988 Dec. 27 Oct. 5 Jul. 1 Nov. 25 Dec. 27 Oct. 5
1988–1989 Sept. 2 Jan. 12 Nov. 18 Jun. 26 Sept. 2 Jan. 18
1989–1990 Nov. 17 Jan. 21 Nov. 16 Oct. 23 Nov. 18 Jan. 30
1990–1991 Jan. 17 Nov. 6 Jan. 14 Nov. 4 Aug. 21 Jun. 1
1991–1992 Nov. 25 Jan. 4 Nov. 22 Aug. 6 Nov. 25 Jun. 5
1992–1993 Jun. 7 Dec. 9 Jun. 10 Dec. 2 Jul. 4 Aug. 25
1993–1994 Aug. 24 Oct. 11 Dec. 2 Oct. 12 Jul. 20 Jun. 1
1994–1995 Dec. 10 Jan. 20 Nov. 26 Oct. 7 Nov. 10 Jan. 21
1995–1996 Dec. 29 Oct. 26 Sept. 19 Jul. 11 Dec. 29 Oct. 24
1996–1997 Jan. 5 Nov. 5 Dec. 29 Nov. 7 Jan. 14 Dec. 6
1997–1998 Aug. 22 Oct. 26 Nov. 9 Sept. 30 Aug. 11 Nov. 11
1998–1999 Jan. 17 Nov. 28 Jul. 22 Nov. 6 Jan. 17 Jul. 30
1999–2000 Jan. 28 Nov. 15 Dec. 25 Jan. 24 Jan. 28 Dec. 3
2000–2001 Nov. 8 Feb. 24 Nov. 12 Jun. 18 Oct. 2 Jan. 17
2001–2002 Jan. 17 Dec. 13 Jun. 28 Dec. 9 Jan. 17 Aug. 6
2002–2003 n/a Dec. 23 n/a Nov. 6 n/a Dec. 24
2003–2004 Nov. 4 Feb. 4 Oct. 14 Nov. 23 Nov. 5 Aug. 15
2004–2005 Jun. 1 Dec. 1 Aug. 19 Nov. 11 Jun. 2 Dec. 5
2005–2006 Nov. 14 Dec. 25 Sept. 26 Jan. 2 Jan. 8 Oct. 20
2006–2007 Jan. 23 Oct. 8 Dec. 21 Nov. 14 Jan. 24 Aug. 12
2007–2008 Jul. 10 Nov. 21 Oct. 22 Aug. 25 Jan. 15 Jun. 1
2008–2009 Jan. 23 Nov. 26 Jan. 1 Nov. 22 Jan. 23 Jul. 20

aWhen a given LIN or NONLIN event coincides to within 10 days of a {v*T*}′ event, the date is bold.
bYears in which a HIGH heat flux event coincides with a SSW. The dates of the HIGH heat flux events cannot be directly compared to the central dates of

the SSWs of Charlton and Polvani [2007] and Butler and Polvani [2011] given the 40-day averaging of {v*T*}′.
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waves and the covariance between high- and low-frequency
components, i.e., the R term in equation (4b), also contrib-
ute. In the winter season, the largest contribution to inter-
annual variability in the wave activity flux, var({v*T*}), is
from low-frequency LIN flux anomalies.

3.2. Northern Hemisphere Anomalous
Heat Flux Composites
[20] Polvani and Waugh [2004] demonstrate that high (low)

index NAM events are highly correlated with 40-day averaged
anomalously low (high) wave activity fluxes, diagnosed as
meridional wave heat fluxes, in the lower stratosphere. Time–
pressure composite plots of the NAM index based on heat flux
anomalies are very similar to those based on NAM events
themselves. Using the method outlined in section 2, 30 HIGH
heat flux events (corresponding to negative NAM events) and
30 LOW heat flux (corresponding to positive NAM events)
are identified. These are then composited to examine the sep-
arate contributions from the LIN and NONLIN terms.
[21] There is no significant difference in the mean timing

of the HIGH and LOW heat flux composites: the mean date
for HIGH heat flux events is January 28th with a standard
deviation of 48 days and the mean date for LOW heat flux
events is February 2nd with a standard deviation of 42 days.
Table 1 shows the dates of each event for both the HIGH and
LOW heat flux composites.
[22] Figures 3a–3d show the composite mean heat flux

anomaly time series at 100 hPa as a function of lag (in days)
and the corresponding composite mean standardized polar
cap-averaged GPH anomaly, S(Zpcap′), as a function of lag

and pressure for both the HIGH and LOW heat flux com-
posites. For HIGH heat flux events (Figure 3a) LIN fluxes
are consistently larger than the NONLIN fluxes; at zero lag
the LIN term is about 50% larger than the NONLIN term.
The LIN flux evolves more slowly than the NONLIN flux:
the LIN term increases to its peak value approximately lin-
early from a lag of &40 days while the NONLIN flux
increases sharply near the zero lag. LIN fluxes clearly
dominate LOW heat flux events (Figure 3b). The basic
conclusions, that LOW heat flux events are predominantly
LIN events and that HIGH heat flux events involve a mix-
ture of LIN and NONLIN terms, are robust to the composite
method used (see section 2). Consistent with Polvani and
Waugh [2004], Figures 3c and 3d show robust negative
and positive NAM-like stratosphere-troposphere coupling
associated with the HIGH and LOW heat flux composites.
[23] Observed stratospheric temperature anomalies are

positively skewed [Taguchi and Yoden, 2002], which implies
that {v*T*}′ are likely also positively skewed. It is of interest
to see how the LIN and NONLIN terms contribute to the
frequency distribution of wave activity fluxes. We have cal-
culated the distributions of the three terms in equation (2);
40-day averaged {v*T*}′, LIN and NONLIN at 100 hPa for
the months of November to March inclusive. The distribu-
tions all have means of approximately zero. The distribution
of {v*T*}′ is somewhat positively skewed (skew = 0.23,
standard deviation = 3.1). The positive skew arises from the
positive skew of the distribution of NONLIN fluxes
(skew = 1.14, standard deviation = 2.1) and is consistent with
large amplitude wave anomalies in the NH extratropical
stratosphere having westward vertical tilt with height. The
slight negative skew of the distribution of LIN fluxes
(skew = &0.14, standard deviation = 2.8) partly compen-
sates. The fact that the NONLIN contribution to the com-
posite of the HIGH heat flux events is considerably larger
than in the LOW heat flux events is consistent with the skew
of the terms in the {v*T*}′ decomposition (Figure 3).
[24] To more clearly separate the LIN and NONLIN

events, we create separate HIGH and LOW composites for
anomalously positive and negative LIN and NONLIN events
described in section 2 and listed in Table 1. These compo-
sites involve partially overlapping sets of events and are not
independent of the HIGH and LOW heat flux composites of
Figure 3. However, they are useful in that they highlight
features of LIN and NONLIN events. Table 1 lists the dates
for these additional composites. The HIGH LIN (Figure 4a)
and NONLIN (Figure 4b) heat flux composites demonstrate
the principal reason why the LIN and NONLIN fluxes are of
the same sign if Figure 3 (HIGH heat flux composites in left
column of Figure 3), despite the negative covariance shown
in Figure 2; Figure 3a largely reflects sampling over events
that consist of either predominantly LIN or predominantly
NONLIN fluxes. Specifically, of the 30 HIGH heat flux
events in Figure 3, 13 are also HIGH LIN events and ten are
also HIGH NONLIN events (a single event that is common
to both the HIGH LIN and NONLIN composites has been
excluded; see Table 1). The HIGH LIN composite consists
of slightly larger {v*T*}′ (black line) than the HIGH
NONLIN composite. Figures 4a and 4b also show some
evidence of the anti-correlation between LIN and NONLIN
in the {v*T*} variance decomposition (Figure 2).

Figure 2. Monthly interannual {v*T*} variance decompo-
sition at 100 hPa averaged over 40–80!N (see equations (3)
and (4b)). Subscript “low” indicates fluxes that were calcu-
lated using 11‐day low-pass filtered wavefields. The black
squares denote months for which the correlation between
LIN and NONLIN is statistically significantly different from
zero at the 95% level.
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Figure 4. Composite mean 40-day averaged heat flux anomaly decomposition at 100 hPa; {v*T*}′
(black line), LIN (red line) and NONLIN (blue line) for HIGH (a) LIN and (b) NONLIN heat flux events.
Solid sections of the lines indicate times for which the composite mean is different from zero at the 95%
significance level. (c and d) same as Figures 4a and 4b but for LOW LIN and NONLIN events. The dotted
lines indicate the wave-l component for LIN in Figures 4a and 4c and NONLIN in Figures 4b and 4d.

Figure 3. Composite mean 40-day averaged heat flux anomaly decomposition at 100 hPa; {v*T*}′
(black line), LIN (red line) and NONLIN (blue line) for NH (a) HIGH and (b) LOW heat flux events. Solid
sections of the lines indicate times for which the composite mean is different from zero at the 95% signif-
icance level. Composite mean S(Zpcap′) for NH (c) HIGH and (d) LOW heat flux events. Contour interval
is [&1.5 &1 &0.5 &0.25 &0.1 0.1 0.25 0.5 1 1.5]. Black contour indicates pressures and times for which
the composite mean is different from zero at the 95% significance level.
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[25] LOW LIN and NONLIN composites were also con-
structed (Figures 4c–4d). Of the 30 LOW heat flux events in
Figure 3, 12 are LOW LIN events and seven are LOW
NONLIN events. The LOW LIN and NONLIN composites
show similar but opposite signed features to their HIGH
counterparts in Figures 4a and 4b. The anti-correlation
between LIN and NONLIN shown in Figure 2 is somewhat
evident for the LOW LIN and NONLIN composites.
[26] The dotted lines in Figure 4 represent the wave-1

contribution to the LIN (red dotted line; Figures 4a and 4c)
and NONLIN (blue dotted line; Figures 4b and 4d) flux
anomalies. Generally, wave-1 dominates the LIN fluxes and
is an important contributor to the NONLIN fluxes. Wave-2
contributes most of the remainder to both the LIN and
NONLIN terms (not shown).
[27] The LIN term, which is important or dominant in all

these composites, includes both a phasing effect and an
amplitude effect that can be separately diagnosed. The
phasing effect is illustrated in Figure 5a, which shows the
wave-1 phase differences (Dq) between the composite mean
anomalous wave GPH, Z*′, and the climatological stationary
wave GPH, Z*c, at 60!N and for days [&30, &1] for the
original HIGH and LOW heat flux composite represented in
Figure 3 (red and blue lines, respectively). Because {v*T*}′
used to generate the composites are 40-day averaged, a time
interval preceding the zero lag is selected to illustrate the
phase differences. The waves are constructively interfering
(LIN is positive) if they are in-phase, i.e., if the phase

difference is &90! < Dq < 90! and destructively interfering
(LIN is negative) if they are out-of-phase, i.e., if the phase
difference is 90! < Dq < 270!. For the HIGH heat flux
events, the composite time mean phase difference varies
between 20! and 40! from the mid-troposphere into the
stratosphere, while for LOW heat flux events, the composite
time mean phase difference varies between 150! and 170!

from the mid-troposphere into the stratosphere. The waves
are close to neutrally phased in the lower troposphere and
are most strongly in or out-of-phase in the stratosphere.
[28] The time evolution of the spatial correlation between

Z*′ and Z*c, at 60!N sheds light on the persistence of the
linear interference effect [Smith et al., 2010, 2011]. For
HIGH heat flux events, in the stratosphere (100 hPa and
above) and troposphere (below 100 hPa), the anomaly cor-
relation remains highly positive for approximately 40 days
before the zero lag in both the troposphere and stratosphere
(Figures 5b and 5c, solid curves); this effect is dominated by
the wave-1 correlation (dashed curves). For corresponding
plots of the LOW heat flux composite (Figures 5d and 5e)
the behavior is opposite. Thus, both HIGH and LOW heat
flux composites exhibit persistent linear interference (con-
structive and destructive, respectively) preceding the zero
lag. The persistent phasing and anti-phasing is what gives
rise to the persistent positive and negative LIN flux ten-
dencies illustrated in Figure 3 beginning around a lag of
&40 days. (The flux anomalies become statistically signifi-
cant at around &20 days.) The sudden switch in the sign of

Figure 5. (a) Phase difference (Dq) between the composite mean Z*′ and Z*c at 60!N averaged over days
[&30, &1] for the HIGH (red line) and LOW heat flux composites (blue line). (b and d) Stratospheric
anomaly correlation between the composite mean Z*′ and Z*c at 60!N at 100 hPa for the full wave-
field (solid line) and the wave-1 component (dashed line) for the HIGH and LOW heat flux composites,
respectively. (c and e) Same as Figures 5b and 5d but for the tropospheric anomaly correlation.
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the anomaly correlation at the zero lag implies a sudden
weakening or strengthening of the part of the wave anomaly
that projects onto the climatological stationary wave, for
the HIGH and LOW heat flux composites, respectively.
Approximately 10 days after the zero lag, the anomaly cor-
relations in the troposphere and stratosphere in Figure 5
become uncoupled for both composites and the magnitude
of the LIN flux weakens (Figures 3a and 3b).
[29] We stated above that the LIN term includes both

phasing and wave amplitude effects. Further analysis
demonstrates that there is little coherent change in the wave-
1 or wave-2 amplitudes of Z*′ at 100 hPa and 60!N pre-
ceding the zero lag for either the HIGH and LOW heat flux
composites (not shown). The one exception is a slight
increase in the HIGH heat flux composite mean wave-1
amplitude 5–10 days prior to the zero lag. For HIGH heat
flux events, wave-1 amplitude for days [&15, &1] is posi-
tively correlated with the NONLIN fluxes (r = 0.6) but not
the LIN fluxes. Thus, the primary process responsible for
generating the LIN fluxes in these composites is constructive
or destructive interference between Z*′ and Z*c with little
contribution from changes in amplitude.
[30] Given that there is little change in amplitude preced-

ing the zero lag of the LOW heat flux composite (this is also
true for the LOW LIN and NONLIN composites) and that
such a change would not result in negative NONLIN
anomalies, changes in the baroclinic structure of Z*′ are
likely responsible for the NONLIN flux contribution to the
composite shown in Figure 3b. In other words, negative
NONLIN fluxes are likely associated with waves whose
baroclinicity (anomalous eastward tilt with height) is
changing. This has proven difficult to quantify; however, we
do find a correlation of 0.3 between the vertical gradient of
the phase of the wave-2 component of Z*′ at 100 hPa and
60!N for days [&15,&1] and the NONLIN fluxes at the zero
lag, relating eastward tilted waves to negative NONLIN
fluxes and westward tilting waves to positive NONLIN
fluxes (not shown). Perlwitz and Harnik [2003, 2004], Shaw

and Perlwitz [2010] and Shaw et al. [2010] discuss the
occurrence of wave reflection in the NH and find it to be a
moderate contribution to stratosphere-troposphere interac-
tions in winter. Wave reflection is characterized by negative
{v*T*}. Because the above composites are based on
anomalies, {v*T*}′, rather than on the total {v*T*}, there is
no direct link between negative NONLIN fluxes and wave
reflection. Examination of {v*T*} indicates that eight of the
LOW heat flux events could potentially consist of some
wave reflection.
[31] The suggestion from the analysis thus far that LIN

fluxes are more persistent than NONLIN fluxes is confirmed
in Figure 6a, which shows the autocorrelation of each term
in equation (2) at 100 hPa as a function of positive lag (in
days) for NDJFM. The lagged autocorrelation of LIN and
NONLIN includes the effect of the negative covariance
between them resulting in these auto-correlations being less
than one at the zero lag. The explicit lagged cross-correlation
term is also shown (green line) [Mudryk and Kushner,
2011]. The autocorrelation of {v*T*}′ decays relatively
quickly. This can be partly attributed to clear differences in
the autocorrelation characteristics of the LIN and NONLIN
fluxes at lags shorter than 10 days, with the LIN fluxes being
more persistent than the NONLIN fluxes. The negative
cross-correlation also contributes to the rapid decay of the
{v*T*}′ autocorrelation. Thus, linear interference appears to
enhance the overall persistence of {v*T*}′ while the NON-
LIN and cross-correlation components appear to reduce it.
Figure 6a is consistent with Figure 2, which shows that the
interannual variance of LIN arises primarily from low-
frequency waves while that of NONLIN involves signifi-
cant contributions from other higher-frequency terms in
equation (4b).
[32] The persistence of the phasing effect is emphasized in

Figure 6b, which shows the autocorrelation function for the
phase and amplitude of the anomalous wave-1Z* for NDJFM
at 60!N and 100 hPa. The decorrelation of the phase is con-
siderably slower than that of the amplitude. As discussed

Figure 6. (a) Heat flux anomaly autocorrelations for {v*T*}′ (black line), LIN (red line) and NONLIN
(blue line) and the cross-correlation of LIN and NONLIN (green line) at 100 hPa as a function of lag.
(b) Amplitude (black line) and phase (blue line) autocorrelations for Z*′ at 60!N and 100 hPa as a function
of lag. (c) Correlation between S(Zpcap′) at 10 hPa and {v*T*}′ (black line), LIN (red line) and NONLIN
(blue line) at 100 hPa as a function of integration period. Dashed lines show wave-1 component of fluxes.
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above, the LIN fluxes primarily reflect the phasing between
the wave anomaly and the climatological wave while the
NONLIN fluxes reflect a complex combination of changes in
wave amplitude and baroclinicity. Figure 6b suggests that the
persistence of the LIN fluxes arises due to the persistence of
the phase of the wave-1Z* anomaly while the NONLIN
fluxes are less persistent due in part to the relatively short
autocorrelation timescales of the amplitude of the anomalous
wave-1Z*. Somewhat similar phase and amplitude decorr-
elation functions exist for wave-2 although they decay
approximately twice as quickly as those for wave-1.
[33] Stratospheric NAM anomalies are negatively corre-

lated with 40-day cumulative average {v*T*}′ at 100 hPa
[Polvani and Waugh, 2004]. Figure 6c shows the correlation
between {v*T*}′, LIN and NONLIN and S(Zpcap′) at 10 hPa
as a function of integration period. It demonstrates that the
strongest correlations between {v*T*}′ and the stratospheric
circulation occur at integration periods between 30 and
40 days, and that these timescales reflect the timescales of
the correlations with the LIN term. The NONLIN correla-
tions are weak for all integration periods. The dashed lines
show correlations for the wave-1 component of the fluxes.

Although the correlations are weaker, similar correlation
characteristics are observed with peak correlations for wave-
1 {v*T*}′ and LIN occurring at integration periods between
30 and 40 days and the correlations for NONLIN remaining
relatively weak.
[34] In summary, while the LIN term is always important

in wave activity events, LIN fluxes are more dominant for
the LOW heat flux composite than for the HIGH heat flux
composite. LIN flux events are dominated by wave phasing
effects rather than wave amplitude effects, and wave-phas-
ing effects control the persistence of the LIN events. Based
on this analysis, we propose that identification of persistent
anomalous wave-1 phase that constructively or destructively
interferes with the climatological stationary wave-1 phase
may assist with seasonal prediction of extratropical winter
variability, since this persistence might reflect the initiation
of a stratosphere-troposphere coupled event.

3.3. Stratospheric Sudden Warming Events
and Linear Interference
[35] In this section, the relative contributions of LIN and

NONLIN fluxes to SSWs over the period 1958–2009 are
investigated. Since SSWs are associated with strong positive
wave activity flux anomalies, it is expected that there will be
overlap between the HIGH heat flux events of section 3.2
and SSW events. Indeed, of the 19 SSWs that occurred in
the period 1979–2009 in Table 1, 12 correspond to HIGH
heat flux events according to the classification of section 3.2
because these SSWs were the largest {v*T*}′ events in their
respective years. The remaining 7 SSWs of that period were
not the strongest positive {v*T*}′ events in their respective
seasons.
[36] Charlton and Polvani [2007] demonstrate that there

are two distinct classes of SSWs: displacement (D) SSWs
that are preceded by relatively weak and persistent {v*T*}′
and dominated by wave-1 {v*T*}′, and split (S) SSWs that
are preceded by relatively strong and pulse-like {v*T*}′ and
dominated by wave-2 {v*T*}′. The analysis of section 3.2
suggests that D SSWs correspond to LIN events and that S
SSWs correspond to NONLIN events. To support this claim,
the composite mean {v*T*}′, LIN, and NONLIN are plotted
for the 20 D events (Figure 7) and the 13 S events (Figure 8)
that occurred during the 1958–2009 period. In Figures 7
and 8, daily rather than 40-day averaged {v*T*}′ are used
in order to directly compare this analysis with other pub-
lished work on SSWs [Charlton and Polvani, 2007; Nishii
et al., 2009; Cohen and Jones, 2011]. D and S events are
clearly distinguishable by the nature of {v*T*}′ preceding
them; D events are preceded by a steady increase in LIN
heat fluxes (primarily wave-1 (not shown); Figure 7b) and
S events are preceded by a pulse of NONLIN heat fluxes
(primarily wave-2 (not shown); Figure 8c). Figure 7b also
demonstrates the robust persistence of the LIN fluxes pre-
ceding the D events relative to the NONLIN fluxes preced-
ing the S events in Figure 8c. Figures 7 and 8 also
demonstrate different processes driving the suppression of
wave activity flux following the different types of SSW
events. D events are followed by a suppression of primarily
NONLIN fluxes (Figure 7c) while S events are followed by
strong negative LIN fluxes (i.e., strong negative interfer-
ence; Figure 8b). Thus, the {v*T*}′ decomposition provides

Figure 7. Composite mean daily heat flux anomaly decom-
position for Displacement (D) SSWs. (a) {v*T*}′, (b) LIN
and (c) NONLIN. Contour interval is 2 mKs&1. Black con-
tour indicates pressures and times for which the composite
mean is different from zero at the 95% significance level.
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evidence for complementary processes controlling dis-
placement and split SSW events.
[37] These results are partially consistent with Martius

et al.’s [2009] description of wave-1 constructive interfer-
ence preceding displacement events but differ somewhat
from their conclusion that split SSWs are associated with
constructive interference of wave-2. Instead, this result
suggests that instrinsic wave activity associated with wave
anomalies themselves is the primary driver of split SSWs.
There is some evidence in Figure 8b that there may be a
preconditioning of the vortex due to positive LIN fluxes at a
lag of &30 days; however, these positive LIN fluxes are
partially canceled by negative NONLIN fluxes. It is notable
that Cohen and Jones [2011] show that displacement events
are preceded by a zonally asymmetric tropospheric circula-
tion pattern that is consistent with the enhancement of LIN
fluxes preceding these events.

3.4. Comparison Between Northern
and Southern Hemisphere
[38] Figure 9 shows the monthly {v*T*} variance

decomposition for the SH using equation (3). The total
variance grows slowly over the austral autumn and winter,

but there is a doubling in the variance from August to Sep-
tember with a peak in October (black line). Late winter and
spring (September–December) are when stratosphere-tropo-
sphere interactions are most frequent in the SH [Thompson
et al., 2005]. In late spring and summer, the variance
decreases sharply, reaching a minimum in February [see also
Randel, 1988]. From August to November, the variance of
the LIN fluxes (red line) is the largest contribution to the
total variance. The variance of the NONLIN fluxes (blue
line) for the most part is larger from December to July. In
June, the larger LIN contribution to the variance reflects
the weaker stratospheric winds in the early winter season
allowing for greater amplitude and vertical propagation of
the stationary wavefield than in July [Plumb, 1989; Yoden,
1990; Scott and Haynes, 2002]. The contribution from the
covariance between LIN and NONLIN (green line) is
typically negative although LIN and NONLIN are not
significantly correlated and the covariance is weaker in the
SH than the NH.
[39] As in the NH, the LIN fluxes primarily consist of low-

frequency waves (red dashed line in Figure 9), while the
NONLIN fluxes consist of both low- and high-frequency
wave contributions (blue dashed line in Figure 9). Thus, in
general, the SH wave activity flux is dominated by low-
frequency LIN fluxes, similar to the NH.
[40] How does the relative contribution of LIN to the {v*T*}

variance carry over to extreme events in the SH? Using the
maximum and minimum composite method, 29 HIGH heat
flux events and 30 LOW heat flux events are identified in the
period 1979–2009 (Table 1; the HIGH heat flux event of 2002
was a major SSW; this event is excluded). Themean date of the
HIGH heat flux events is November 10th with a standard

Figure 8. Composite mean daily heat flux anomaly
decomposition for Split (S) SSWs. (a) {v*T*}′, (b) LIN
and (c) NONLIN. Contour interval is 2 mKs&1. Black contour
indicates pressures and times for which the composite mean is
different from zero at the 95% significance level.

Figure 9. Monthly interannual {v*T*} variance decompo-
sition at 100 hPa averaged over 40–80!S (see equations (3)
and (4b)). Subscript “low” indicates fluxes that were calcu-
lated using 11‐day low-pass filtered wavefields.
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deviation of 66 days; the mean date of the LOW heat flux
events is October 21st with a standard deviation of 73 days.
Similar to Figure 3, Figures 10a and 10b show composites for
{v*T*}′, LIN and NONLIN for HIGH and LOW events in the
SH, respectively (the convention used is that positive {v*T*}′
corresponds to poleward {v*T*}′). Unlike in the NH, for both
composites, we see that the NONLIN fluxes contribute slightly
more to {v*T*}′ than the LIN fluxes. As in the NH, the LIN
fluxes increase linearly toward the zero lag while the NONLIN
fluxes increase rapidly very close to the zero lag. The
corresponding S(Zpcap′) in Figures 10c and 10d show robust
negative and positive stratospheric Southern Annular Mode
(SAM) signatures, respectively. The composite mean {v*T*}′
for both composites is slightly weaker in the SH than the NH,
which is linked to the weaker S(Zpcap′) and stratosphere-
troposphere coupling in the SH.
[41] As was done for the NH, complementary composites

of maximum and minimum LIN and NONLIN fluxes are
constructed (Table 1). While in the NH there were more LIN
events that coincided with the HIGH and LOW heat flux
events, in the SH there are more NONLIN events that
coincide with HIGH and LOW heat flux events. Specifi-
cally, there are 17 (12) HIGH (LOW) NONLIN and 6 (7)
HIGH (LOW) LIN events. Two of the 17 HIGH NONLIN
events are also HIGH LIN vortex events.
[42] The linear interference diagnostics shown in Figure 5

for the NH are very similar for the SH (not shown).
The main differences include slightly weaker-magnitude

anomaly correlations between Z*′ and Z*c preceding the
zero lag, particularly in the troposphere, for both the HIGH
and LOW heat flux composites. This is likely due to the less
stationary nature of long waves in the SH [Manney et al.,
1991]. However, the SH also exhibits persistent construc-
tive and destructive interference of up to 30 days preceding
the zero lag for HIGH and LOW heat flux events, respec-
tively. As in the NH, it is found that the LIN fluxes are
primarily wave-1 while the NONLIN fluxes consist of an
equal contribution from wave-2. Examination of the full
heat fluxes shows that there are potentially eight events in
the SH LOW heat flux composite that consist of some
wave reflection, i.e., the full heat fluxes preceding the zero
lag are negative.
[43] Comparing our composite method to the threshold

method of Polvani and Waugh [2004] reveals that the main
features shown in Figure 10 are representative over a range
of threshold values (see section 2). A notable difference
between the SH and NH at large negative threshold values is
the dominance of the NONLIN fluxes in the SH, illustrating
greater anomalously eastward-tilting waves and wave
reflection in the SH [Shaw et al. 2010].
[44] In summary, although the stationary wavefield is

markedly weaker in the SH compared to the NH, LIN fluxes,
which are dominated by phasing effects, and NONLIN
fluxes, which are dominated by variability in the vertical tilt
of the wave anomalies contribute roughly equally to SH
polar vortex variability. In terms of anomalously eastward

Figure 10. Composite mean 40-day averaged heat flux anomaly decomposition at 100 hPa; {v*T*}′
(black line), LIN (red line) and NONLIN (blue line) for SH (a) HIGH and (b) LOW heat flux events. Solid
sections of the lines indicate times for which the composite mean is different from zero at the 95% signif-
icance level. Composite mean S(Zpcap′) for SH (c) HIGH and (d) LOW heat flux events. Contour interval
is [&1.5 &1 &0.5 &0.25 &0.1 0.1 0.25 0.5 1 1.5]. Black contour indicates pressures and times for which
the composite mean is different from zero at the 95% significance level.

SMITH AND KUSHNER: LIN INTERFERENCE AND STRAT NAM D13107D13107

12 of 16



tilting waves, the SH and NH differ in that while in the NH,
negative NONLIN fluxes do contribute to strong vortex
events, they are substantially weaker and do not play as
important a role as in the SH.

3.5. Stratospheric Final Warmings
and Linear Interference
[45] To conclude the discussion of linear interference

in stratosphere-troposphere interactions, we diagnose the
{v*T*}′ decomposition associated with “early” and “late”
season stratospheric final warmings (SFWs). As for the
previous examples, we find that the variability in the timing
of SFWs is associated with significant contributions from
linear interference effects.
[46] As mentioned in section 2, for this analysis, no linear

trends are removed from the data. This heuristic approach is
taken because there has been a pronounced trend in the
timing of the SH SFW: the delayed breakdown of the SH
polar vortex in spring is a well-known consequence of the
Antarctic ozone hole [Black and McDaniel, 2007b; Eyring
et al., 2010, chapter 4; Thompson et al., 2011]. The mean
date of NH SFW onset is April 20th with a standard devia-
tion of 18 days and the mean date of SH SFW onset is
December 7th with a standard deviation of 12 days. Of the
30 SFWs in both the NH and SH, the 10 earliest and 10 latest
are chosen for “early” and “late” composites of SFWs. The
mean dates of “early” and “late” NH SFW onset are April
1st with a standard deviation of 10 days and May 10th with a

standard deviation of 9 days. The corresponding dates in the
SH are November 23rd with a standard deviation of 4 days
and December 19th with a standard deviation of 6 days. As
expected, in the SH the late events are typically from the
latter part of the climate record and the early events from the
earlier part of the record. In the NH the events are randomly
distributed across the record.
[47] Figures 11a and 11c and 11b and 11d show the com-

posite mean 40-day averaged {v*T*}′ (black line), LIN (red
line) and NONLIN (blue line) flux anomalies and Zpcap′ for
“early” and “late” NH SFWs, respectively. “Early” SFWs are
associated with weak and generally marginally significant
positive {v*T*}′ after the mean date of the SFW (lag 0). Of the
10 “early” SFWs, six are predominantly LIN events and only
one is clearly a NONLIN event. “Late” SFWs, on the other
hand, are associated with primarily negative LIN anomalies
(Figure 11b). Thus delayed springtime transitions in the
stratosphere are associated with a wave anomaly field that
cancels the stationary wave pattern, while early transitions are
not associated with a clear pattern of behavior.
[48] The situation is somewhat more interesting in the SH

(Figure 12), where the timing of the springtime transition is
dominated by linear interference effects: LIN flux anomalies
preceding the zero lag are positive for the “early” composite
and negative for the “late” composite. Figure 12 has an
implication for simulation of the SH stratosphere in climate
models. The SFW in chemistry climate models (CCMs) tends
to occur later than observed; this bias has been attributed to

Figure 11. Composite mean 40-day averaged heat flux anomaly decomposition at 100 hPa; {v*T*}′
(black line), LIN (red line) and NONLIN (blue line) for (a) “early” and (b) “late” NH SFWs. Solid sections
of the lines indicate times for which the composite mean is different from zero at the 95% significance
level. Composite mean Zpcap′ for (c) “early” and (d) “late” NH SFWs. Contour interval is […, &40,
&20, &10, &5, 5, 10, 20, 40,…]. Black contour indicates pressures and times for which the composite
mean is different from zero at the 95% significance level.
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stationary wave biases and poorly simulated gravity wave
drag effects [Hurwitz et al., 2010; McLandress et al., 2012].
The current analysis suggests that discrepancies in the phas-
ing of the wave anomalies with respect to the climatological
stationary wave could also play a role in this bias.

4. Conclusions

[49] This paper has examined the role of linear interfer-
ence in initiating NH and SH stratosphere-troposphere
interactions using a decomposition of interannual variability
in the vertical wave activity flux in to terms LIN and
NONLIN that are linear and quadratic in wave anomalies. In
both hemispheres, LIN fluxes are dominated by contribu-
tions from low-frequency waves and tend to partially cancel
NONLIN fluxes (Figures 2 and 9). In the NH, anomalously
high heat flux events consist of a greater contribution from
NONLIN fluxes than anomalously low heat flux events,
reflecting in part the positive and negative skew of the
NONLIN and LIN flux distributions. Linear interference
diagnostics demonstrate that the time evolution of the
phasing of the wave-1 anomaly with the wave-1 climato-
logical wave explains most of the time evolution of the
spatial correlation of the full wave anomaly with the clima-
tological wavefield. In addition, phasing throughout the
depth of the troposphere and stratosphere appears necessary
in order to establish coherent LIN fluxes. Constructive or
destructive interference between wave anomalies and the
climatological wave begins approximately 40 days before

the anomalous heat flux event. The wave-1 phase appears to
be a relatively persistent variable with a multiple week
timescale that might be exploited for seasonal prediction.
This paper has also shown that displacement stratospheric
sudden warming (SSW) events are predominantly LIN
events and that split SSWs are predominantly NONLIN
events. Due to the persistence of anomalous wave patterns
preceding LIN events, the work suggests that displacement
SSWs may be potentially predictable.
[50] LIN flux terms play a surprisingly large role in

SH vertical wave activity flux variability, despite the rela-
tively weak stationary wavefield (Figure 9). SH anomalously
high and low heat flux events consist of roughly equal
contributions from LIN and NONLIN fluxes, although there
are more strong NONLIN events in the SH composites rel-
ative to the NH. As in the NH, linear interference diagnostics
show that constructive and destructive interference begins
roughly 30 days before the anomalous heat flux events.
[51] Finally, a comparison of “early” and “late” strato-

spheric final warming composites in both the NH and SH
reveals that these events are associated with weak heat flux
anomalies consisting of a substantial contribution from
LIN, particularly in the SH. Thus interactions involving the
stationary wavefield can still affect the zonal mean circula-
tion even as the stationary wavefield is being suppressed
during the transition from westerly to easterly flow.
[52] At this point we have not developed a hypothesis as

to why linear interference operates so strongly in wave

Figure 12. Composite mean 40-day averaged heat flux anomaly decomposition at 100 hPa; {v*T*}′
(black line), LIN (red line) and NONLIN (blue line) for (a) “early” and (b) “late” SH SFWs. Solid sections
of the lines indicate times for which the composite mean is different from zero at the 95% significance
level. Composite mean Zpcap′ for (c) “early” and (d) “late” SH SFWs. Contour interval is […, &40,
&20, &10, 10, 20, 40,…]. Black contour indicates pressures and times for which the composite mean is
different from zero at the 95% significance level.
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driving from the troposphere to stratosphere and, as such,
this work leaves several open questions. Is there a mecha-
nism that couples the wave phase to the zonal mean circu-
lation? What sets the '40-day persistence time scale of
linear interference? Do the LIN events identified here
involve traveling waves that transition into and out of phase
with the climatological stationary wavefield, or do they
involve a growing and decaying stationary wave pattern?
Answers to these questions may improve our understanding
of wave-mean flow dynamics in the presence of a zonally
asymmetric background flow.
[53] In summary, as DeWeaver and Nigam [2000a] dem-

onstrate for momentum fluxes (horizontal wave activity
fluxes) and zonal mean variability in the troposphere, this
paper demonstrates that linear interference is an integral part
of heat flux (vertical wave activity flux) variability and zonal
mean variability in the stratosphere, and, consequently, the
coupled variability of the stratosphere and troposphere.
Taken together, the present study and DeWeaver and Nigam
[2000a] demonstrate that interactions between anomalies
and the large-scale zonally asymmetric circulation appear to
be vitally important to Annular Mode dynamics in both the
troposphere and stratosphere. Future work includes estab-
lishing a better understanding of how the persistence of the
LIN fluxes relates to the timescales of the Annular Modes. In
addition, the extent to which linear interference plays a role
in tropospheric SAM variability has yet to be investigated.
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