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Abstract

This paper investigates the empirical performance of a new class

of uninsurable risk models in the context of UK indexed bond market.

Using closed form expressions for pricing kernels, we test the ability of

three consumption-based models to price indexed bonds in the UK, and

�nd that the standard general equilibrium, complete markets model is

soundly rejected in favour of two uninsurable-risk models. Using the

estimated bond price equation, impulse response analysis is undertaken

to understand the e¤ects of three macroeconomic fundamental shocks

on real interest rates. In contrast to the estimates that typically arise

in equity markets, the estimated coe¢ cient of relative risk aversion is

found to be small in this class of models with uninsurable risk.
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1 Introduction

The e¤ect of uninsurable risk on �nancial asset prices has generated increas-

ing interest among �nancial economists in recent years (Constantinides and

Du¢ e, 1996, Kocherloakota and Pistaferri, 2007, 2009, Basu et al., 2011).

While the majority of research in this area has focused on linking macro-

economic factors to stock prices and exchange rates, less attention has been

paid to explaining bond prices and the term structure of real and nominal

yields until recent years. Recent macro-�nance papers on bonds include

Piazzesi and Schneider (2007), Eraker (2008) and Rudebusch and Swanson

(2012) who explore the implications of Epstein and Zin (1991) preferences

for important bond market variables including the term premium.1However,

all these papers are based on a complete market/ full risk sharing paradigm.

The aim of this paper is to derive the implications of uninsurable risks

for the bond pricing and real interest rate behavior. To the best of our

knowledge, this is the �rst paper that attempts to make such a connection

between uninsurable risk and the in�ation indexed bond market and the

underlying real interest rates.2 While bond prices and the associated real

interest rates are arguably the most fundamental bond market aggregates,

the di¢ culty in measuring the expected in�ation poses challenge in mea-

suring the ex ante real interest rate. A partial solution to this problem is

provided by in�ation-indexed bonds since the real value of their expected

coupons is almost wholly independent of expected in�ation. A number of

papers have attempted to model real rates using such bonds, including Barr

and Campbell (1997) and Piazzesi and Schneider (2007). Of these, Piazzesi

1See Rudebusch (2010) for an excellent survey of three types of macro-�nance models
employed in the recent literature to explain the relation between macro economic variables
and the term structure.

2A huge literature exists in exploring the implication of incomplete markets for as-
set pricing puzzles (see for example, Heaton and Lucas (1995), Thelmer (1993) and by
others). but they do not explicitly deal with in�ation indexed bonds and the underlying
term structure of real interest rates. Basu et al. (2011) investigate the implications of
uninsurable risk to address various �nancial market puzzles including the risk premium
puzzle and the risk free rate puzzle. However, they do not explore the implications of
uninsurable risk for term structure of real interest rates which are the major focus of this
paper.
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and Schneider (2007) are closest to the present paper in that they link real

rates to consumption growth via the usual Euler equation. Our paper di¤ers

from Piazzesi and Schneider (2007) in several respects. First, Piazzesi and

Schneider (2007) explore the implications of aggregate risk while our en-

deavour is to understand the role of idiosyncratic uninsurable consumption

risk for bond price behavior, which is the central aim of this paper. Sec-

ond, their paper employs a two-variable VAR in in�ation and consumption

growth while our VAR includes these variables with an additional variable

to re�ect uninsurable risk. Third, while Piazzesi and Schneider (2007) cali-

brate the two parameters of their asset pricing model to the short and long

ends of an estimated nominal yield curve, we estimate the parameters by

maximum likelihood based on �tting the model to market prices of bond.

As in Basu et al. (2011) the pricing kernels are derived using a lognormal

process for the cross-sectional distribution of consumption which has strong

empirical validity.3 The bond price is thus a log linear function of three

state variables whose expected future values are constructed from a vector

autoregression. The lognormality of the consumption process yields a simple

analytical form for bond prices in the tradition of a¢ ne yield curve models.4

Two of the macroeconomic state variables, namely aggregate consumption

growth and the cross sectional log variance of consumption (which represents

the uninsurable risk) come directly from the underlying equilibrium model.

A third factor, in�ation, is included because we are �tting the market prices

of indexed bonds, which are likely to depend on expected in�ation due to

3 Battistin et al. (2009) establish that the cross-sectional consumption distribution in
both the US Consumer Expenditure Survey (CEX) and the UK British Family Expen-
diture Survey (FES) is approximately log normal within demographically homogeneous
groups. This is due to the fact that the Gibrat�s law applies to consumption. Brzozowski
et al. (2009) provide further empirical evidence that the cross-sectional distribution of con-
sumption within cohort groups in Canada may be approximated by a log-normal distribu-
tion. Blundell and Lewbel (1999) also provide powerful empirical evidence of log-normality
of the cross-sectional distribution of consumption in a variety of data sets. Attanasio et al.
(2004) assume log-normality of the cross-sectional distribution of household consumption
when studying the evolution of inequality in consumption in the US both within cohorts
and for the all population.

4See for example, Campbell et al. (1997, Ch. 11) for a comprehensive exposition of
this class of a¢ ne yield models.

3



the imperfect nature of their indexation. The estimated VAR is then used

to provide the expectation proxies that allow us to estimate the structural

parameters (agent�s risk aversion and the time preference) by �tting the

closed form price equation to market data.

Our estimated model of bond pricing is consistent with the common

�nding that the standard complete market model performs poorly against

the data while the models with uninsurable risk fare better. We use the

estimates of the real yield curve provided by the Bank of England as a check

on the plausibility of the yields implied by our estimated bond price equa-

tion. Although there are discrepancies between the Bank�s rates and ours,

particularly at the short end of the curve, the incomplete market models

come closer to the Bank estimates than does the standard RA model. This

suggests that uninsurable risks matter for the long term real interest rates.

However, our estimated coe¢ cient of risk aversion is found to be too small

which is indicative of the standard limitation of the expected utility models

in replicating the empirical bond premium as pointed out by Rudebusch and

Swanson (2012).

Finally, an impulse response analysis based on our three factor model

reveals that a rise in in�ation lowers real interest rates of nearly all maturities

(due to the news it carries about future consumption); a rise in economic

growth raises real interest rates, which is consistent with the permanent

income hypothesis, and a greater uninsurable consumption risk lowers real

rates as one predicts from standard theory of precautionary savings. A

similar impulse response analysis for US real rates was performed by Piazzesi

and Schneider (2007) although they did not explore the impulse response

with respect to cross section consumption variance which is our measure of

uninsurable risk.

The paper is organized as follows. The following section lays out the

basic setup for the three pricing kernels. Section 3 presents the applications

of these pricing kernels to UK indexed-bond prices. Section 4 discusses the

estimation methods and the data. Section 5 presents the estimation results.

Section 6 concludes and suggests areas for future research.
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2 Theoretical models

2.1 Three Pricing Kernels

Our benchmark case is the traditional complete market model with homo-

geneous agents. With a power utility function (with risk aversion parameter


), the stochastic discount factor is given by:

MRA
t+1 =

�c�
t+1
c�
t

(1)

where � is the subjective discount factor and ct is the aggregate consumption

at date t.

In two in�uential papers (2007, 2009) Kocherlakota and Pistaferri (K-P

hereafter) introduce consumer heterogeneity and uninsurable risk for two

distinct market environments: (i) incomplete market (INC) where private

skill shocks are uninsurable, (ii) partial insurance environment where the

private skill shocks are partially insured by an insurance company who stip-

ulate long term contracts with agents subject to a truth revelation constraint

for eliciting e¤orts and private skill shocks. The latter environment is con-

strained Pareto e¢ cient and K-P call it private information Pareto optimal

(PIPO) environment.

Using the law of large numbers K-P demonstrate that the pricing kernels

for these two market environments can be written as:

M INC
t+1 =

�
P
i c
�

it+1prob(i)P

i c
�

it prob(i)

(2)

MPIPO
t+1 =

�
P
i c


itprob(i))P

i c


it+1prob(i)

(3)

where cit is the consumption of individual i at date t and prob(i) is the

cross sectional probability of the occurrence of the ithe household in the

population.
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2.2 Lognormal Parameterization of the Consumption Process

In a similar spirit as in Constantinides and Du¢ e (1996), we consider a log-

normal parameterization of the post-trade consumption process. We repre-

sent the post-trade allocation of consumption as follows.5 The ith investor�s

consumption is:

ci;t = �i;t:ct (4)

where �i;t is the ith investor�s share in aggregate consumption , ct. This

speci�cation basically means that the log of individual consumption is the

sum of the log of aggregate per capita consumption and the uninsurable

consumption due to the idiosyncratic uninsurable skill shock. De Santis

(2007) also assumes this log-additive speci�cation to estimate the welfare

cost of business cycles.

We assume the following lognormal process for �i;t:

�i;t = exp(ui;t
p
xt �

xt
2
) (5)

where ui;t is standard normal i.i.d. shock, and xt is the cross sectional

variance of log consumption.

Note that in Constantinides and Du¢ e (1996) because of the assump-

tion of an endowment economy, a lognormal process for consumption simply

imposes restriction on the individual endowments. Since K-P (2007, 2009)

have a production economy, such a lognormal consumption process imposes

further restrictions on preference, technology and stochastic processes for

skill shocks. These restrictions may not necessarily be unique. In the Ap-

pendix A, we have identi�ed one such speci�cation and provided a micro-

foundation of the posited consumption process (4).

5Constantinides and Du¢ e (1996) write the post trade allocation in terms of a con-
sumption growth rate while we write here in terms of a level of consumption. The moti-
vation for doing this is to apply this post-trade allocation to the Kocherlakota-Pistaferri
(2007, 2009) discounting methodology. The Kocherlakota-Pistaferri incomplete market
discount factor is based on the cross sectional moments of consumption in level while
Sarkissian (2003) and Semenov (2008) use the Constantinides-Du¢ e (1996) discount fac-
tor which is based on the cross sectional average of the intertemporal marginal rates of
substitution.
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The sth raw moment of the cross sectional distribution of consumption

is given by:

Ei
�
csi;t
�
= cst exp

�
(s2 � s)
2

xt

�
(6)

Note that, by construction, aggregate consumption is the sum of indi-

vidual consumption, which can be checked by setting s = 1. Following the

same approach as in Basu et al. (2011), we next derive the unique pricing

kernel for each environment, namely INC and PIPO.

2.3 Lognormal Pricing Kernels

Substitute (6) into (2), and evaluating at s = �
 to obtain the following
pricing kernel for the INC environment :

M INC
t+1 = �

�
ct+1
ct

��

exp

�

(
 + 1)

2
(xt+1 � xt)

�
(7)

Likewise, substitution of (6) into (3), and evaluating at s = 
, yields the

pricing kernel for PIPO :

MPIPO
t+1 = �

�
ct+1
ct

��

exp

�
�
(
 � 1)

2
(xt+1 � xt)

�
(8)

In the absence of any information frictions and heterogeneity (xt = 0 for

all t), both (7) and (8) reduce to (1).

2.3.1 Di¤erence from Long-run risk models

Pricing kernels (7) and (8) involve a latent variable xt which gives rise to

heterogeneity in consumption streams. The latent variable xt captures

idiosyncratic risk in consumption and it washes out in the aggregate. Thus

by construction this latent variable xt will not show up in the per capita

consumption variable.6 Our pricing kernels are thus fundamentally di¤erent

from the long run risk model of Bansal and Yaron (2004) and Piazzesi and

Schneider (2007). The latter deal with long run aggregate risk which does

6To verify this set s = 1 in (6) and we obtain Ei(ci;t) = ct.
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not wash out in the aggregate while our focus is exclusively on idiosyncratic

risk which disappears in the aggregate. 7

3 Application to UK Indexed Bonds

3.1 Pricing pure-real zero-coupon bonds

We start by considering the real price, PRnt, of a zero-coupon bond with ma-

turity n, and develop this into the nominal price of the imperfectly indexed

coupon bonds that are traded in the UK. PRnt can be written as follows for

each of the market environments, h = RA; INC;PIPO:

PRnt = Et

h
PRn�1;t+1M

h
t+1

i
(9)

Assuming log normality we get the following expression for the log real

price of a perfectly indexed zero-coupon bond of maturity n,

pRnt = Et[m
h
t+1 + p

R
n�1;t+1] +

1

2
V art[m

h
t+1 + p

R
n�1;t+1] (10)

where

mRA
t+1 = ln(�)� 
gt+1 (11)

mINC
t+1 = ln(�)� 
gt+1 +

�

(
 + 1)

2

�
vt+1 (12)

mPIPO
t+1 = ln(�)� 
gt+1 �

�

(
 � 1)

2

�
vt+1 (13)

and gt+1 � ct+1 � ct, vt+1 � xt+1 � xt.8

7Bansal and Yaron (2004) employ a non-expected utility (Epstein-Zin (1991)) type
preference while we focus on a simple expected utility model. To make a valid comparison
between their pricing kernel and ours, we need to reduce their model to an expected utility
paradigm. It is easy to check that in Bansal and Yaron (2004), if one sets their parameter
� = 1; their pricing kernel (their equation 1) reduces to a standard RA pricing kernel

�
�
ct+1
ct

��

which stands in sharp contrast with our INC and PIPO pricing kernels (7)

and (8). This clearly demonstrates the stark di¤erence between the pricing kernel of long
run risk model and the KP pricing kernels that we employ in our model.

8 In K-P�s (2007, 2009) setup, there are both aggregate and individual shocks and
the former are completely hedged by a set of aggregate-shock contingent claims. In our

8



3.2 Pricing imperfectly indexed coupon bonds

UK indexed bonds are indexed to the change in goods prices9 over a base

period starting 8 months before their issue date, and ending 8 months before

their redemption date.10 We approximate this eight-month lag by 3 calendar

quarters because we are using quarterly data. Thus the total in�ation com-

pensation for an n-period zero-coupon indexed bond is Qt+n�3=Q�, where

Q� is the goods price for the bond�s base period, which leaves the bond�s

real price exposed to in�ation over �nal 3 periods of its life. Thus equation

(9) becomes

PRnt = Et

" 
nY
s=1

Mh
t+s

!
Qt+n�3
Q�

1

Qt+n

#
(14)

from which we get the nominal price of the bond as,

PNomnt =
Qt
Q�

Et

" 
nY
s=1

Mh
t+s

!
Qt+n�3
Qt+n

#
(15)

After log-linearizing (15) and denoting the lower cases as the log of upper

cases, gives the nominal price as

pNomnt = (qt � q�) + Et[zn;t+1] +
1

2
V art[zn;t+1] (16)

where

zn;t+1 =
nX
s=1

mt+s �
2X
s=0

�t+n�s (17)

and �t+s = qt+s � qt+s�1:
The nominal price, in natural units, of a bond that pays a quarterly

bond economy, if these contingent claims do not exist in addition to bonds, PIPO market
environment is not constrained Pareto optimal and the use of the PIPO discount factor
is not justi�ed. In order to avoid this problem, we assume that there are both these
contingent claims and bonds traded but for brevity we focus on bonds and do not present
a fully speci�ed model which is available from the author upon request.

9Measured by the Retail Prices Index (RPI).
10The indexation method for UK bonds changed in 2005 (after the end of our sample).

For bonds issued since that date the indexation lag is 3 months.
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coupon11 C can then be expressed as a linear combination of zero coupon

log prices as follows:

PNom;cnt =
nX
s=1

exp(pNomst )C + exp(pNomnt ) (18)

This price is exposed to changes in current in�ation to the extent that it

in�uences expectations of future in�ation and the consumption components

of the stochastic discount factor.

4 Estimation Method and Data

Our focus is on maximum likelihood estimation of the log-linearized bond

pricing models described above. We use a �panel�of observed prices consist-

ing of a time-series of a selection of about six bonds in each period. The

structural parameters can be estimated from a single cross-section, or from

a time-series of prices for a single bond. Subject to parameter stability, the

simultaneous use of both cross-sectional and time-series data should increase

the e¢ ciency of the estimates and provide a sharper test of the model than

we get from either cross-section or time-series estimation alone.

4.1 A vector autoregressive model for the state variables

The nominal coupon bond price PNom;cnt in (18) through (16) depends on

expectations of the three state variables; consumption growth (g), the change

in the cross-sectional variance of consumption (v), and in�ation (�), which

we generate from a separately estimated vector autoregression as explained

below.
11UK indexed coupons are paid 6-monthly. We �t this into our quarterly model by

assuming half of the 6-monthly coupon to be paid each quarter. This introduces a small
error due to the overvaluation of each coupon that accompanies our assumption that half
of it is paid earlier than it is in reality.
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Let wt be a vector of state variables

wt =

0B@ gt

vt

�t

1CA (19)

where all variables are in logs.

We assume the state vector to be autoregressive

wt+1 = A+Bwt + �t+1 (20)

where

�t+1 � N(0;
�) 8t

We de�ne a coe¢ cient vector �R for each of the 3 models, consistent

with equations (11) to (13), as follows:

�RAR =

0B@ �

0

0

1CA ; �INCR =

0B@ �


(
+1)
2

0

1CA ; �PIPOR =

0B@ �

�
(
�1)

2

0

1CA

along with a second vector �L that captures the e¤ects of in�ation, as

�RAL =

0B@ �

0

�1

1CA ; �INCL =

0B@ �


(
+1)
2

�1

1CA ; �PIPOL =

0B@ �

�
(
�1)

2

�1

1CA
The log of the pricing kernels can then be written in the following general

form,

mh
n;t+1 = ln(�) + �0Rwt+1 (21)

11



and, from (17),

Et[zn;t+1] =

n�3X
i=1

�0REt[wt+i] +
nX

i=n�2
�0LEt[wt+i] + ln(�) (22)

V art[zn;t+1] =

n�3X
i=1

�0R
t+i�R +
nX

i=n�2
�0L
t+i�L (23)

where

Et[wt+i] = ~BiA+Bwt (24)


t+i =
i�1X
j=0

Bj
�B
j0 8 t (25)

and

~Bi =
i�1X
j=0

Bj

After substituting (22) and (23) into (16), the real price of the indexed

zero-coupon bond can then be expressed in familiar a¢ ne form as:

pRnt = Gn +Hnwt (26)

where

Gn = ln(�) +

 
n�3X
i=1

�0R ~BiA+
nX

i=n�2
�0L ~BiA

!
+

1

2

n�3X
i=1

i�1X
j=0

�
�0RB

j
�B
j0�R

�
+

1

2

nX
i=n�2

i�1X
j=0

�
�0LB

j
t+iB
j0�L

�
(27)

Hn =

n�3X
i=1

�0RB +
nX

i=n�2
�0LB (28)

The log nominal price follows as pNomnt = pRnt + qt which we substitute
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into (18) to obtain our estimation equation.12

PNom;cnt =
nX
s=1

exp(pRst + qt)C + exp(p
R
nt + qt) (29)

We �rst estimate the vector autoregression for the state variables in

order to obtain estimates of A, B and 
�, and then use maximum likeli-

hood to estimate the parameters (� and 
) of the asset pricing models by

�tting equation (29) to market prices. The pricing errors are assumed to

be normally and independently distributed, and homoskedastic across both

maturities and time.

Using all of the available data in this way greatly increases the number

of degrees of freedom, but does so at the cost of imposing parameter con-

stancy over the sample. Some degree of persistence in the parameter values

seems reasonable, so our approach o¤ers a potential e¢ ciency gain over the

familiar approach of estimating the yield curve parameters for each period

independently. To allow for the possibility that the parameters change with

changes in the policy regime we also estimate the model over a number of

sub samples, as discussed below.

4.2 Data

We use bond price data from the UK Debt Management O¢ ce. Since all

indexed bonds with a maturity of 8 months or less, are pure nominal bonds

we select only bonds with a residual maturity of 2 years or more. The number

of indexed bonds in the market in any quarter is very small, ranging from

7 to 9. We select 6 bonds in each period, aiming for as even a spread as

possible across the maturities from 1 to 25 years. When choosing between

bonds with similar maturities, we select the one with the largest issue size.

Aggregate real consumption data are from the O¢ ce for National Sta-

tistics, and the cross sectional variances of the log of real consumption are

from the Family Expenditure Survey (FES).13 Data are quarterly for the

12The details of the derivation are presented in Appendix B.
13The FES was replaced by the Expenditure and Food Survey, which also covered the
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period 1983Q1 to 2004Q4 and are seasonally unadjusted.14

4.3 Sub-samples and Monetary Policy Regimes

We estimate the model over the full sample 1983Q2 to 2004Q4, and over the

following sub-samples:

Sub sample Monetary policy regime

1983Q2 to 1992Q3 Monetary-growth and exchange-rate targets.

1992Q4 to 2004Q4 In�ation target: all stages.

1992Q4 to 1997Q2 In�ation target: early stages.

1997Q3 to 2004Q4 In�ation target with Bank of England independence.

From 1983 to 1992 the UK sought to anchor in�ation �rst with control

of monetary aggregates, then by using an informal combination of mone-

tary and exchange rate targets, and �nally with a 2-year membership of

the European Exchange Rate Mechanism (ERM). In the post-ERM period

in�ation was targeted directly by the Treasury, and then, from 1997, by

the newly independent Bank of England. sub-sample estimation provides

an informal check of the model�s robustness. While it is unlikely that the

preference parameters � and 
 would change as a result of monetary regime

changes, we might expect some instability in their estimates if the model is

misspeci�ed.

4.4 Bank of England estimates of real yields

We compare the implied real yields from our models with those estimated

by the Bank of England. UK indexed bonds do not provide unambiguous

estimates of real rates however, due to the way in which they are indexed:

their yields can be calculated only once we have data for expected in�a-

tion. The Bank of England calculates zero-coupon real yields conditional

on their preferred method of dealing with in�ation expectations, and we

National Food Survey, in April 2001.
14The details of the computation of the cross sectional variances are presented in Ap-

pendix C.
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use these yields as a market benchmark for ours. Both sets of yields are

based on �tting a model to market prices of indexed bonds. The principal

di¤erence between them is that we attempt to model the yield curve us-

ing a consumption-based asset pricing model; the Bank data are generated

from a curve-�tting exercise that is not based on economic foundations. The

Bank�s objective is of course di¤erent from ours: we seek to estimate and

explain real yields while the Bank seeks only to estimate them. Further,

the parameters of the Bank model are re-estimated every day, in contrast

to ours, which are held constant throughout each sample.

The Bank data are not complete: there are several missing observations

at most maturities in our sample period 1983Q3 to 2004Q4, but these gaps

do not appear at the same dates for each maturity. Further, the earliest

Bank estimates are for 1985Q1, while our implied yields start in 1983Q3.

The implications of this are discussed where Bank data are used below.

5 Results

5.1 Maximum Likelihood Estimates of � and 


Estimates of the coe¢ cients � and 
 are presented in Table 1, along with

likelihood values, and t-statistics in parentheses. The traditional represen-

tative agent model does not perform well. While the estimates of � are

reasonable (implying a discount rate of about 1.5%) and highly signi�cant,

the estimates of 
 are generally imprecise, with small t values, and are some-

times negative.

The estimates for INC and PIPO are substantially better and are statis-

tically signi�cant throughout. The estimates of 
 are rather small, however,

at about 0:2 and result in estimated bond premia that are also rather small,

a familiar problem in DSGE models that employ an expected utility function

(see, Rudebusch and Swanson, 2012).15

In terms of the likelihood values, the RA model does not perform as well

15Estimation using GMM with VAR factors as instruments, produced similar results
for 
, with full-sample estimates of �0:48; 0:18; 0:23 for RA, INC and PIPO respectively.
Basu et al. (2011) also obtained small estimates of 
 for the INC model.
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as the other two, but the results for the latter are too close to each other

to allow us to choose between them. To the extent that a choice can be

reached, it seems that the INC speci�cation performs slightly better in the

�rst half of the sample, while the PIPO speci�cation is slightly better in the

second. In terms of explaining the prices of indexed bonds however, it is

clear that the incomplete-markets models have something to o¤er over the

representative agent model.

We measure the goodness of �t to bond prices using Nagelkerke�s (1991)

generalized R2 ,

R2 = 1�
 
L(0; 0)

L(�̂; 
̂)

! 2
n

where n is the number of bonds in the sample, and L is the value of the

likelihood function.

The results (which are not separately reported) are very similar for each

model at around 0.05 for the full sample, and ranging from 0.1 to 0.25 for

the sub-samples. The PIPO model has the highest of the three R2s in each

case. The measures suggest that there is a lot of variation in the prices

of indexed bonds that is not accounted for by the factors underlying our

models. Nevertheless, the models can explain 5% to 25% of the variation in

prices, without letting the parameters of the model change from one period

to the next, as is standard practice in market applications of no-arbitrage

models.

5.2 Testing the plausibility of the model-implied yields

5.2.1 Moments of �tted and actual yields

In this section we ask whether the yields implied by the consumption-based

models are consistent with those estimated by the Bank of England. It

should be noted that the Bank�s estimates are not de�nitive rates. They are

estimates based on a speci�c methodology, which may or may not be more

accurate than ours. Our models�implied yields for period are constructed

using equation (29) after adapting the coe¢ cients Gn and Hn to remove
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the e¤ects of the lagging indexation. Yields are then calculated from the

implied prices for a range of maturity values n.

The results in Table 2 show that the consumption-based models over-

estimate both the level and volatility of real yields at short maturities but

that these errors diminish at longer maturities. The discrepancy in the level

of short yields is likely to be due to the fact that the asset pricing models

have only two parameters, and the majority of our price data is for bonds of

longer maturities. Thus the estimated parameters are generated primarily

by the �t to long-bond prices. The Bank data, by contrast, are based on

a model that has many more parameters which can �t both long and short

ends of the curve. The discrepancy in the volatilities will re�ect both this

di¤erence in the number of parameters and the fact that the asset pricing

models�estimates are held constant throughout the sample, with the result

that movements in the factors can create relatively large pricing errors for

the poorly �tted short-bond prices. The Bank model on the other hand can

alter it�s estimated parameters to match the prices of short-dated bonds.16

5.3 Real-rate responses to factor shocks

5.3.1 Impulse e¤ects

We examine the impulse responses of real interest rates to shocks to the

factors in the form of 1-period ahead expectations of consumption growth,

the change in cross-sectional consumption variance and in�ation.

The system of equations can be represented as,

pRn;t = Gn +Hnwt n = 1; 2; ::: (30)

wt = A+Bwt�1 + �t (31)

16For each maturity we select only these dates for which Bank of England data are
available; these dates are then used for selecting our implied yields. Thus, for example,
the 2.5-year full sample starts in 1985Q1 while that for 20-year yields starts in 1986Q3.
There are further missing periods within these samples i.e. they do not occur only at the
start of the samples.
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from which we get the prices as functions of the history of the factor

shocks � as

pR;zn;t = Gn +Hn(I �B)�1A+Hn(I �BL)�1�t (32)

Real interest rates at all maturities n follow directly from this equation.

The �t terms are mutually correlated so we recast these as linear functions

of three orthogonal random terms �t and measure the response of real rates

to shocks to the latter. Thus we assume that,

�1t = c11�1t + c12�2t + c13�3t (33)

�2t = c21�1t + c22�2t + c23�3t (34)

�3t = c31�1t + c32�2t + c33�3t (35)

This leads to the familiar problem that we cannot identify all 9 cij coe¢ -

cients from the 6 independent coe¢ cient estimates in 
̂�. We deal with this

in the usual way with a Cholesky decomposition of the covariance matrix


� i.e. we impose zero-restrictions on c12; c13 and c23. This is equivalent to

assuming that the shock �1t in�uences all three variables, �2t in�uences only

the latter two, and �3t in�uences only the third. Since the ordering of the �s

is not unique (we could put the 3 variables in the VAR in any order), and

because we have no prior information as to the real-world ordering under

these identifying restrictions (if in fact any is correct), we present results for

four of the six possible orderings; for the remaining two the reordered 
 is

not positive de�nite and, therefore, there is no Cholesky decomposition.

Thus we de�ne

�t = C�t (36)

E[�t�
0
t] = I (37)

where C is lower-triangular

Hence,

18




� = CC
0

(38)

Substituting (36) into the bond price equations we get:

pRn;t = Gn +Hn(I �B)�1A+Hn(I �BL)�1C�t n = 1; 2; ::: (39)

In order to give the shocks to the � a clearer economic meaning we

scale them such that they generate a 1 percentage point increase in each

of the factors in turn. For example, in Table 3 the �rst row shows the

e¤ects of a shock to �1t such that expected consumption growth increases

by 1%. In line with the ordering of the VAR, this same �1t shock also

generates a contemporaneous 26.54% increase in the change of the cross-

sectional variance of consumption, and a 0.1183% decline in in�ation. The

qualitative e¤ects on yields of all of the factor shocks turn out to be robust

to changes in the order of the factors.

Table 3 presents the impulse responses of yields at maturities of 2, 5 and

10 years to factor shocks, based on the full-sample estimates. The e¤ect

of a shock to in�ation that is not accompanied by shocks to the other two

factors can be seen from lines 3 and 6 of Table 3. For both the INC and

PIPO models, there are small falls in real rates at all maturities. Results for

3-month rates (not reported) show that the short real rate does not respond

to changes in expected in�ation since agents are assumed to optimize their

utility over real magnitudes, and there are no changes in the consumption

factors in the utility function. At all longer maturities however, the e¤ect of

a current in�ation shock on expectations of future consumption growth and

variance do have an impact on real rates by altering the utility value of future

real returns. The negative response of ex-ante real rates is consistent with

results found in Barr and Campbell (1997) and others, and provide a possible

explanation for their results. This negative impact of expected in�ation on

real rates arises for all of the VAR orderings, although with in�ation placed

at position 1 or 2 in the VAR the associated contemporaneous shocks to the

other factors also generate negative responses in the 3-month rate.
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Increases in expected consumption growth lead to increases in real rates

for both models (with the exception of the 2-year rates for the INC model)

irrespective of the ordering of the factors: higher consumption growth lowers

agent�s incentive to save and �nancial markets respond by o¤ering a higher

real yield as the demand for real bonds declines.

Positive shocks to the cross-sectional variance of consumption cause real

rates to fall in all cases, which is consistent with the Euler equations (2) and

(3) given that the estimated 
 < 1 in both the INC and PIPO models. A

higher cross-sectional variance in consumption means that consumers face

greater uninsurable risk. In an both INC and PIPO environments with

zero or partial insurance, consumers increase their saving for precautionary

reasons, and this increase in the supply of loanable funds drives down real

interest rates. In a PIPO environment, with partial insurance, an opposing

e¤ect on saving will be at work. Greater consumption inequality (i.e. higher

variance of consumption) lowers the agency cost because it is cheaper to

provide incentives to poor people. This lower agency cost may create a

wealth e¤ect that lowers the incentive to save. Thus we expect the e¤ect

on the real interest rate to be weaker in the PIPO environment.

Piazzesi and Schneider (2007) present a similar impulse response analysis

for US real rates. They obtain a very clean result about real interest rates:

growth and in�ation surprises move short-maturity real rates in opposite

directions but have only small e¤ects on long real rates. In particular, a

positive in�ation surprise decreases short-maturity real rates (with a half-

life of about 5 years), while a growth surprise increases them (with a half

life of about 6 months).17 Both of our incomplete markets models produce

impact e¤ects of the same sign as Piazzesi and Schneider (2007) (see lines

3, 6 and 12 of Table 3) and they have only small e¤ects on long rates.

17The half-lives are our estimates based on the charts presented in Piazzesi and Schneider
(2007) p405.
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6 Summary and conclusions

This paper tests three consumption-based asset pricing models applied to

indexed bonds in the UK.We employ a three factor model of log normal bond

pricing. Our novelty lies in deriving closed form expressions for the pricing

kernels of the new class of uninsurable risk models and integrating this

with a lognormal a¢ ne form bond pricing function. This innovation allows

us to derive the price function of indexed coupon bonds in an estimable

form with a convenient marriage between VAR based representation of the

state variables and the bond price equation. Our central equation is a

lognormal bond price equation in which expected values of the state variables

are constructed from a parsimonious VAR involving three macroeconomic

variables, namely the growth rate of aggregate consumption, cross section

variance of consumption and the rate of in�ation.

Comparisons of the implied real yield curves from our incomplete mar-

kets models with those estimated by the Bank of England suggest that our

models generate real rates that are about 1.6% greater at the short (2.5-year)

end of the curve and about 30 basis points greater at the long (20-year) end.

Our models also generate greater volatility in short rates but the volatility

of long rates is broadly the same as the Bank�s estimates. The di¤erences

between the two sets of estimates are likely to lie in: the fact that the Bank

re-estimates the parameters of its curve every day, while we impose para-

meter constancy within each sample period; di¤erences in the way in which

in�ation expectations are generated (we use a backward-looking VAR while

the Bank uses forward-looking break-even rates), and the Bank estimates

are not constrained to be functions of consumption and in�ation. The last

of these points is crucial in the sense that while our estimated models sug-

gest that consumption growth and incomplete markets explain part of the

behavior of real rates they clearly do not tell the full story if we regard the

Bank�s estimates as more representative of actual real rates than ours.

Impulse responses based on the estimated bond price equation for the

incomplete markets models suggest that a rise in in�ation lowers the real

interest rates of almost all maturities while a rise in aggregate consumption
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growth raises real interest rates. An increase in uninsurable risk, on the

other hand, lowers real interest rates.

All of our models give rise to a low estimated coe¢ cient of relative risk

aversion, which implies low ex ante bond risk premia. This simply indi-

cates that incomplete market models alone cannot resolve the extant bond

premium puzzle. A natural step forward would be to adopt Epstein-Zin

preferences. To the best of our knowledge however, there is as yet no theory

that integrates these incomplete market models with non-expected utility

maximization although this is likely to be an interesting avenue for further

research.
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A Microfoundation of the Lognormal Consump-

tion Process (4)

Consider a simple production economy. Each agent i derives instantaneous

utility de�ned over consumption, cit, and labour supply l
i
t . The agent�s

output, yit, is subject to private and aggregate shocks as follows,

yit = �(�i;t; zt)lit (A.1)

where �i;t is the history of private shocks to the productivity of agent i until

date t, zt is the history of shocks to total factor productivity, and �(:) is

some function of these histories.18 Although individuals may di¤er in terms

of private skill shock history, each such history �i;t = (�i1; �
i
2; :::; �

i
t) is drawn

from the same probability space with the measure �(�i;t): The public shock

history zt = (z1; z2; :::; zt) has the probability measure  (zt). We assume

that the skill shock and the aggregate shock are drawn independently, so

that by observing the aggregate shock one cannot infer anything about the

idiosyncratic skill shock.

The timing of decisions is as follows. In period t, the agents��rst action

is to produce their output, they then visit the asset market to trade real

bonds of various maturities, then visit the goods markets. The �ow budget

constraint facing the household is:

Qtc
i
t +

mX
s=1

PN;zs;t b
i
s;t = Qty

i
t +

mX
s=1

PN;zs�1;tb
i
s�1;t (A.2)

where

PN;zs;t = Date t nominal price of a zero coupon bond with maturity s

cit = Consumption of the agent i

bis;t = Number of bonds of maturity s held by agent i

Qt = Nominal price of the good.

18For example, suppose the private and aggregate shocks ut and vt follow random walks,
ut =ut�1 + �t and vt = vt�1 + zt: Then �i(�t; zt) = �i(�1 + �2 + ::::+ �t; z1 + z2 + :::zt):
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The household is assumed to maximize a standard intertemporally sep-

arable utility function:

E0

1X
t=0

�t[U(cit)� V (lit)]

where U(cit) is the per period utility from consumption and V (lit) is the

instantaneous disutility from labour supply with the property that U 0(cit) >

0; U 00(cit) < 0 and V
0(lit) > 0.

It is straightforward to verify that in both INC and PIPO settings of

K-P (2007, 2009) the following intratemporal e¢ ciency condition holds.

U 0(cit)�
i(�i;t; zt) = V

0
(lit) (A.3)

We will now construct an environment which will mimic the lognormal

consumption process (4).

Proposition: If U(cit) =
ci1�
t
1�
 ; V (l

i
t) = !tl

i
t; y

i
t = �(�i;t; zt)lit = �
i;tl

i
t

where �i;t = exp(ui;t
p
xt� xt

2 ); and {!t} is a stochastic process uncorrelated

with �i;t then the post-trade allocation of consumption follows (4).

Proof: Eq (A.3) can be rewritten as:

�
i;tc
�

it = !t

=>

cit = !
�1=

t �i;t (A.4)

Verify that

E(cit) = ct = !
�1=

t

Thus eq (A.4) becomes

cit = �i;tct

End of proof.
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In other words, if there is an aggregate preference shock {!t} (which

could be persistent), the equilibrium process for individual consumption

will look like (4). One needs to be cautious that this is not the only envi-

ronment which mimics (4). Alternative environment could be constructed

as well. The purpose of this appendix is just to illustrate that (4) could be

microfounded.

B Derivation of the estimated price equations

B.1 The stochastic discount factors

For the stochastic discount factors (12) and (13),

Mt+i = �G�
t+i exp

��

(
 � 1)

2

�
(xt+i � xt+i�1)

�
(B.5)

) mt+i = ln� � 
gt+i �
��


(
 � 1)
2

�
(xt+i � xt+i�1)

�
(B.6)

= ln� � 
gt+i �
��


(
 � 1)
2

�
vt+i)

�
(B.7)

= ln� + �0Rwt+i (B.8)

Now substitute this expression for m into the price equation (16) to get,

pnnt � (qt � q�) = Et�
0
Rwt+1 + :::+ �

0
Rwt+n�3) +

Et(�
0
Lwt+n�2 + �

0
Lwt+n�1 + �

0
Lwt+n) +

1

2
V art(:::) + n ln� (B.9)

The terms �0Rwt+1+ :::+ �
0
Rwt+n�3 come directly from the equation for

m above. The others, �0Lwt+n�2 + �0Lwt+n�1 + �0Lwt+n, are a combination

of the m terms and in�ation, for the last 3 months of the bond�s life i.e.

the period after the indexation ends, and the bond�s real value is exposed

to in�ation.
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So a convenient alternative way to write z is,

zn;t+1 = �0Rwt+1 + :::+ �
0
Rwt+n�3 +

�0Lwt+n�2 + �
0
Lwt+n�1 + �

0
Lwt+n (B.10)

B.2 Time series projections for the factors

For the case of a VAR(1) we have,

wt+1 = A+Bwt + �t+1

= An +Bnwt + �t+n (B.11)

where

An = (I +B + :::+Bn�1)A (B.12)

Bn = Bn (B.13)

�t+n = �t+n +B�t+n�1 + :::+B
n�1�t+1 (B.14)

It follows that, introducing 
t+n � V art(�t+n), which we assume to be

constant w.r.t t,

Et(wt+n) = An +Bnwt (B.15)

V art(wt+n) = V art(�t+n)

= 
 +B1
B
0
1 + :::+Bn�1
B

0
n�1

= 
t+n (B.16)

More compactly,


t+i =

i�1X
j=0

Bj
�B
0
j 8t; and i = 1:::n (B.17)

30



B.3 Derivations of Et(z) and V art(z)

Given that

zn;t+1 = �0Rwt+1 + :::+ �
0
Rwt+n�3 +

�0Lwt+n�2 + �
0
Lwt+n�1 + �

0
Lwt+n (B.18)

we get,

Et(zn;t+1) = Et
�
�0R (wt+1 + :::+ wt+n�3) + �

0
L (wt+n�2 + wt+n�1 + wt+n)

�
= �0R ((A1 +B1wt) + :::+ (An�3 +Bn�3wt)) +

�0L ((An�2 +Bn�2wt) + (An�1 +Bn�1wt) + (An +Bnwt))

= �0R (A1 + :::+An�3) + �
0
L (An�2 +An�1 +An) +

�0R (B1wt + :::+Bn�3wt) + �
0
L (Bn�2wt +Bn�1wt +Bnwt)

= �0R (A1 + :::+An�3) + �
0
L (An�2 +An�1 +An) +

�0R (B1 + :::+Bn�3)wt + �
0
L (Bn�2 +Bn�1 +Bn)wt

=
�
�0R (A1 + :::+An�3) + �

0
L (An�2 +An�1 +An)

�
+�

�0R (B1 + :::+Bn�3) + �
0
L (Bn�2 +Bn�1 +Bn)

�
wt

=

 
n�3X
i=1

�0RAi +
nX

i=n�2
�0LAi

!
+ 

n�3X
i=1

�0RBi +
nX

i=n�2
�0LBi

!
wt (B.19)
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V art(zn;t+1) = �0R (
t+1 + :::+
t+n�3)�R + �
0
L (
t+n�2 + :::
t+n)�L

= �0R

0@ 0X
j=0

Bj
�B
0
j + :::+

n�3�1X
j=0

Bj
�B
0
j

1A�R +

�0L

0@n�2�1X
j=0

Bj
�B
0
j + :::

n�1X
j=0

Bj
�B
0
j

1A�L (B.20)

B.4 The �nal equation for a zero-coupon indexed bond

Recall,

pNomnt � (qt � q�) = n ln� + Et(zn;t+1) +
1

2
V art(zn;t+1) (B.21)

we can substitute for the conditional expectations and variances of w that

appear in z. The expectations introduce a series of terms in the constant A,

which when added to the constant conditional variance, gives us the constant

term in the price equation.

The time-varying elements, i.e. the terms in the factors wt+i, are all

functions of wt. Hence, the real price, pRn;t � pNomnt � (qt � q�), is

pRn;t = Gn +Hnwt (B.22)

where

Gn = ln(�) +

 
n�3X
i=1

�0RAi +
nX

i=n�2
�0LAi

!

+
1

2

n�3X
i=1

i�1X
j=0

�
�0RBj
�B

0
j�R

�
+
1

2

nX
i=n�2

i�1X
j=0

�
�0LBj
�B

0
j�L
�

(B.23)

Hn =

n�3X
i=1

�0RBi +
nX

i=n�2
�0LBi (B.24)
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C Construction of the Cross Sectional Distribu-

tion of Consumption

We construct the cross sectional variance of real consumption using the

records of daily expenditure from the Family Expenditure Survey (FES)

conducted by the O¢ ce for National Statistics (ONS). The data we use are

based on the expenditure of approximately 6,500 households for a period of

2 weeks in every quarter.

Our procedure mimics Kocherlakota and Pistaferri (2009, 2007). First,

the household level consumption of nondurables and services is calculated

by adding the nominal consumption of nondurables and services for each

household. We follow the de�nition of nondurable and services of Attana-

sio and Weber (1995). Second, since the household consumption data are

two week durations only, we multiply them by 6.5 to obtain quarterly con-

sumption. Third, we divide this quarterly consumption of each household

by the number of people in each household in that quarter to derive the

quarterly nominal, per capita consumption of nondurables and services for

each household unit. Fourth, by dividing the quarterly data by the quar-

terly CPI for all items (not seasonally adjusted) (the CPI is from the OECD

main economic indicators) with the basis of 2005:Q1, we get the quarterly

real per capita consumption for all the relevant households.

C.1 Measurement errors

KP (2009) alert us to measurement errors from the use of cross section

expenditure data. In our context, if these measurement errors appear mul-

tiplicatively they do not impact the pricing kernels. To see this, de�ne the

measured consumption as:

ĉi;t = ci;t exp(�i;t)

where the measurement error �i;t is stationary, i.i.d. across households, and

uncorrected with zt. Then we get:
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x̂t � x̂t�1 = xt � xt�1

Since we work with the �rst di¤erence of the variance of log consumption,

the measurement error is not an issue.

34



T
ab
le
1:
E
st
im
at
io
n
re
su
lt
s.

R
A

IN
C

P
IP
O

�



L
F

�



L
F

�



L
F

19
83
-2
00
4

0.
99
50

-0
.0
14
4

0.
99
58

0.
13
28

0.
99
62

0.
17
27

(
11
.5
5)

(
-0
.3
11
5
)
5.
09
9

(
23
.5
9
)
(
11
.1
6
)
5.
79
2

(
17
.4
1
)
(
8.
01
2
)
5.
76
7

19
83
-1
99
2

0.
99
48

-0
.0
07
1

0.
99
55

0.
13
19

0.
99
57

0.
16
07

(
11
.5
9
)
(
-0
.1
66
6
)
4.
98
3

(
18
.6
3
)
(
7.
61
3
)
5.
46
8

(
13
.6
9
)
(
5.
42
3
)
5.
43
4

19
92
-2
00
4

0.
99
59

0.
05
01

0.
99
62

0.
13
36

0.
99
67

0.
18
97

(
3.
05
)

(
0.
34
78
)

5.
23
7

(
14
.6
1
)
(
8.
04
3
)
6.
15
4

(
10
.0
4
)
(
5.
35
6
)
6.
17
1

19
92
-1
99
7

0.
99
64

0.
33
63

0.
99
41

0.
13
71

0.
99
47

0.
20
85

(
2.
82
)

(
2.
63
5
)

6.
51
7

(
20
.6
0
)
(
12
.5
9
)
8.
16
0

(
15
.2
0
)
(
7.
32
0
)
8.
30
8

19
97
-2
00
4

0.
99
75

0.
06
09

0.
99
77

0.
13
53

0.
99
83

0.
20
04

(
1.
91
)

(
0.
42
00
)

6.
58
3

(
9.
24
)

(
4.
58
0
)
7.
69
2

(
3.
66
)

(
3.
09
4
)
7.
73
7

L
F
is
th
e
va
lu
e
of
th
e
lo
g-
lik
el
ih
oo
d
fu
nc
ti
on
.
F
ig
ur
es
in
pa
re
nt
he
se
s
ar
e
t-
st
at
is
ti
cs
fo
r
H
0
(�
)
=
1
an
d
H
0
(

)
=
0
.

35



Table 2: Moments of estimate yields.
2.5 year
BoE RA INC PIPO

1985-2004 Mean 2.99 4.62 4.56 4.56
Var 0.796 2.13 1.62 1.54

1985-1992 Mean 3.40 5.49 5.48 5.47
Var 0.651 2.54 2.10 2.01

1992-2004 Mean 2.69 3.97 3.88 3.89
Var 0.686 1.09 0.553 0.529

1992-1997 Mean 3.11 4.88 4.74 4.74
Var 0.251 1.36 0.658 0.591

1997-2004 Mean 2.45 3.33 3.27 3.27
Var 0.771 0.852 0.492 0.487

10 year
BoE RA INC PIPO

1985-2004 Mean 3.22 3.77 3.71 3.71
Var 0.667 1.71 1.32 1.26

1985-1992 Mean 3.93 4.57 4.55 4.55
Var 0.0980 2.04 1.75 1.70

1992-2004 Mean 2.76 3.23 3.14 3.13
Var 0.495 0.983 0.527 0.505

1992-1997 Mean 3.49 4.14 4.03 4.02
Var 0.101 1.30 0.668 0.608

1997-2004 Mean 2.28 2.56 2.50 2.50
Var 0.174 0.686 0.432 0.429

20 year
BoE RA INC PIPO

1985-2004 Mean 3.02 3.36 3.32 3.34
Var 0.770 1.12 0.765 0.751

1985-1992 Mean 4.02 4.16 4.23 4.28
Var 0.0726 1.13 1.04 0.982

1992-2004 Mean 2.76 3.09 3.00 2.99
Var 0.628 0.957 0.513 0.492

1992-1997 Mean 3.65 3.99 3.89 3.88
Var 0.0574 1.27 0.650 0.593

1997-2004 Mean 2.18 2.42 2.37 2.36
Var 0.146 0.667 0.421 0.418
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