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Abstract

Forbidden Substructures in Graphs and Trigraphs,

and Related Coloring Problems

Irena Penev

Given a graph G, χ(G) denotes the chromatic number of G, and ω(G) denotes the clique

number of G (i.e. the maximum number of pairwise adjacent vertices in G). A graph G

is perfect provided that for every induced subgraph H of G, χ(H) = ω(H). This thesis

addresses several problems from the theory of perfect graphs and generalizations of perfect

graphs.

The bull is a five-vertex graph consisting of a triangle and two vertex-disjoint pendant

edges; a graph is said to be bull-free provided that no induced subgraph of it is a bull.

The first result of this thesis is a structure theorem for bull-free perfect graphs. This is

joint work with Chudnovsky, and it first appeared in [12].

The second result of this thesis is a decomposition theorem for bull-free perfect graphs,

which we then use to give a polynomial time combinatorial coloring algorithm for bull-free

perfect graphs. We remark that de Figueiredo and Maffray [33] previously solved this

same problem, however, the algorithm presented in this thesis is faster than the algorithm

from [33]. We note that a decomposition theorem that is very similar (but slightly weaker)

than the one from this thesis was originally proven in [52], however, the proof in this thesis

is significantly different from the one in [52]. The algorithm from this thesis is very similar

to the one from [52].



A class G of graphs is said to be χ-bounded provided that there exists a function f such

that for all G ∈ G, and all induced subgraphs H of G, we have that χ(H) ≤ f(ω(H)). χ-

bounded classes were introduced by Gyárfás [41] as a generalization of the class of perfect

graphs (clearly, the class of perfect graphs is χ-bounded by the identity function). Given

a graph H, we denote by Forb∗(H) the class of all graphs that do not contain any subdi-

vision of H as an induced subgraph. In [57], Scott proved that Forb∗(T ) is χ-bounded for

every tree T , and he conjectured that Forb∗(H) is χ-bounded for every graph H. Recently,

a group of authors constructed a counterexample to Scott’s conjecture [51]. This raises

the following question: for which graphs H is Scott’s conjecture true? In this thesis, we

present the proof of Scott’s conjecture for the cases when H is the paw (i.e. a four-vertex

graph consisting of a triangle and a pendant edge), the bull, and a necklace (i.e. a graph

obtained from a path by choosing a matching such that no edge of the matching is incident

with an endpoint of the path, and for each edge of the matching, adding a vertex adjacent

to the ends of this edge). This is joint work with Chudnovsky, Scott, and Trotignon, and

it originally appeared in [13].

Finally, we consider several operations (namely, “substitution,” “gluing along a clique,”

and “gluing along a bounded number of vertices”), and we show that the closure of a

χ-bounded class under any one of them, as well as under certain combinations of these

three operations (in particular, the combination of substitution and gluing along a clique,

as well as the combination of gluing along a clique and gluing along a bounded number of

vertices) is again χ-bounded. This is joint work with Chudnovsky, Scott, and Trotignon,

and it originally appeared in [14].
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Chapter 1. Introduction 1

Chapter 1

Introduction

Unless specified otherwise, all graphs in this thesis are finite and simple. The vertex-set

and the edge-set of a graph G are denoted by VG and EG, respectively. A proper coloring

of a graph G is an assignment of colors to the vertices of G (one color for each vertex) in

such a way that whenever two vertices are adjacent, they receive a different color. (When

clear from the context, we often say simply “coloring” instead of “proper coloring.”). The

chromatic number of a graph G, denoted by χ(G), is the smallest number of colors needed

to properly color G. A stable set in a graph G is any set of pairwise non-adjacent vertices

of G. Since in a coloring of G, adjacent vertices cannot receive the same color, one can

think of a coloring of G simply as a partition of VG into stable sets (sometimes called

color classes); clearly, the chromatic number of χ(G) is the smallest number of stable sets

needed to partition VG.

A clique in a graph G is any set of pairwise adjacent vertices of G, and a complete graph on

n vertices, denoted by Kn, is a graph whose vertex-set is a clique consisting of n vertices.

The clique number of G, denoted by ω(G), is the maximum number of vertices in a clique

in G. Since adjacent vertices of G must receive distinct colors in any coloring of G, it is

clear that ω(G) ≤ χ(G). This raises a natural question: is it possible to obtain an upper

bound for χ(G) in terms of ω(G)? In general, the answer is “no.” A triangle in G is a
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three-vertex clique, and a graph is triangle-free provided it contains no triangles; thus,

triangle-free graphs are precisely those graphs G that satisfy ω(G) ≤ 2. Mycielski [49]

proved the following famous (and perhaps surprising) theorem.

1.0.1 (Mycielski [49]). There exist triangle-free graphs of arbitrarily large chromatic num-

ber.

We note that Mycielski’s proof of 1.0.1 consists in giving a recursive (and fairly simple)

construction of a sequence of triangle-free graphs with strictly increasing chromatic num-

bers. We also note that 1.0.1 is an immediate consequence of a stronger result due to

Erdős and Hajnal [31], which states that there exist graphs of arbitrarily large girth and

chromatic number. However, for some special classes of graphs, it is indeed possible to

obtain an upper bound for the chromatic number in terms of the clique number, and these

graphs are the subject of this thesis. In particular, we are interested in “perfect graphs”

(see section 1.1), and in “χ-bounded classes” (see section 1.2).

1.1 Bull-Free Perfect Graphs

Given that the clique number is a trivial lower bound for the chromatic number, one might

ask whether there is anything special about graphs whose chromatic number is equal to

their clique number. The answer here is “not really.” Indeed, consider any graph G,

and form a graph G′ by taking the disjoint union of G and the complete graph on χ(G)

vertices; by construction, χ(G′) = ω(G′), and yet, apart from the fact that G′ contains

a “large” clique, we have little insight into the structure of G′ (and we have no insight

whatsoever into the structure of G). However, if we restrict our attention to a smaller

class of graphs, more interesting questions arise. Given graphs H and G, we say that H

is an induced subgraph of G provided that VH ⊆ VG, and that for all distinct u, v ∈ VH , u

and v are adjacent in H if and only if u and v are adjacent in G. A graph G is said to be

perfect provided that for every induced subgraph H of G, χ(H) = ω(H); a graph is said

to be imperfect if it is not perfect. We remark that graphs from many important classes
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are perfect; among others, all of the following are perfect: bipartite graphs, line graphs

of bipartite graphs, transitively orientable graphs (also known as comparability graphs),

chordal graphs, split graphs, interval graphs (see, for instance, [37] or chapters 65 and 66

of [55]).

Perfect graphs were introduced by Berge [2] in the 1960s; at this time, he also made

a couple of famous conjectures concerning perfect graphs. The complement of a graph G,

denoted by G, is the graph whose vertex-set is VG, and that satisfies that property that

for all distinct u, v ∈ VG, u and v are adjacent in G if and only if u and v are non-adjacent

in G. Berge’s first conjecture, known as the Weak Perfect Graph Conjecture, states that a

graph is perfect if and only if its complement is perfect. Berge’s second conjecture, known

as the Strong Perfect Graph Conjecture, states that a graph G is perfect provided that

neither G nor G contains an odd cycle of length at least five as an induced subgraph;

graphs G that satisfy the property that neither G nor G contains an induced odd cycle of

length at least five are now known as Berge, and so the Strong Perfect Graph Conjecture

states that a graph is perfect if and only if it is Berge. Both of these conjectures have

been proven by now. The Weak Perfect Graph Conjecture was proven by Lovász [48]

in the 1970’s (see also a simpler – and more recent – proof due to Gasparyan [36]), and

the Strong Perfect Graph Conjecture was proven only a few years ago by Chudnovsky,

Robertson, Seymour, and Thomas [16]. We state both of these theorems below for future

reference.

1.1.1 (Lovász [48]). A graph is perfect if and only if its complement is perfect.

1.1.2 (Chudnovsky, Robertson, Seymour, and Thomas [16]). A graph G is perfect if and

only if it is Berge.

1.1.1 is now known as the Weak Perfect Graph Theorem, and 1.1.2 is known as the Strong

Perfect Graph Theorem. The proof of Berge’s Strong Perfect Graph Conjecture settled

the most important question from the theory of perfect graphs, and yet, a number of
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natural questions (some raised by this proof itself) remain, and some of these questions

are the subject of this thesis.

The proof of the Weak Perfect Graph Theorem 1.1.1 (especially the proof due to Gas-

paryan [36]) is short and relatively simple, and one direction of the proof of the Strong

Perfect Graph Theorem 1.1.2 (“if a graph is perfect, then it is Berge”) is an easy exercise.

However, the proof of the other direction of 1.1.2 (“if a graph is Berge, then it is per-

fect”) is well over a hundred pages long and higly complicated; the outline of this “hard”

direction is as follows. Let us say that a graph G is basic if at least one of G and G is

either a bipartite graph, or the line graph of a bipartite graph, or a double split graph

(the first two classes are well-known classes of graphs and can be found in any text on

graph theory, and we refer the reader to [16] for the definition of a double split graph). It

was shown in [16] that if G is a Berge graph, then either G is basic, or one of G and G

admits a proper 2-join, or G admits a proper homogeneous pair, or G admits a balanced

skew partition. (We refer the reader to [16] for the definitions of these decompositions.)

In addition, Chudnovksy [6] proved that homogeneous pairs are in fact unnecessary, which

proves the following decomposition theorem.

1.1.3 (Chudnovsky [6]). Let G be a Berge graph. Then either G is basic, or one of G and

G admits a 2-join, or G admits a balanced skew partition.

Using elementary methods and classical results, one can easily show that all graphs in

the basic classes are perfect, and one can also show that the minimum counterexample to

the Strong Perfect Graph Conjecture cannot admit any of the decompositions from 1.1.3.

(A “minimum counterexample” to the Strong Perfect Graph Conjecture is an imperfect

Berge graph G that satisfies the property that every Berge graph that has fewer than |VG|

vertices is perfect.) Thus, 1.1.3 suffices to prove 1.1.2. In another sense, however, this

decomposition theorem is unsatisfying. One might like to prove a theorem (a “structure

theorem”) of the following form: every Berge graph either belongs to one of several well-

understood basic classes of Berge graphs, or it can be “built” from smaller Berge graphs
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by a sequence of operations that preserve the property of being Berge. The decomposition

theorem 1.1.3 falls short here: while the 2-join decomposition can be turned into an op-

eration that preserves the property of being Berge, the balanced skew partition is a true

decomposition in the sense that it decomposes Berge graphs into smaller Berge graphs,

but it cannot be turned into an operation that builds larger graphs from smaller ones,

while preserving the property of being Berge. Thus, finding a structure theorem for Berge

graphs remains an open question. In the general case, not much progress has been made

in this direction, however, results have been obtained in some special cases. In this thesis

in particular, we have studied “bull-free” Berge (equivalently: perfect) graphs (more on

this below).

We remark here that in order to obtain 1.1.3, Chudnovsky [6] introduced objects called

“trigraphs,” which are a generalization of graphs. Trigraphs are introduced formally in

chapter 2, and they are used in chapters 3 and 4, but let us give an informal introduction

here. A homogeneous set in a graph G is a non-empty set S ⊆ VG such that for every

vertex u ∈ VG r S, either u is adjacent to every vertex in S, or u is non-adjacent to every

vertex in S. Thus, globally, a homogeneous set can be thought of as behaving like a vertex

(indeed, in various applications, it is often convenient to “contract” a homogeneous set to

a vertex in order to obtain a smaller graph). A homogeneous pair in a graph G is a pair

(A,B) of non-empty, disjoint subsets of VG such that for every vertex u ∈ VG r (A ∪ B),

both for the following hold:

• either u is adjacent to every vertex in A, or u is non-adjacent to every vertex in A;

• either u is adjacent to every vertex in B, or u is non-adjacent to every vertex in B.

Thus, just as a homogeneous set can be thought of as behaving like a vertex, a homo-

geneous pair (A,B) can be thought of as behaving like a pair of vertices. However, if

there are both edges and non-edges between A and B in G, it is unclear whether this

pair of vertices should be an edge or a non-edge. This motivates the definition of a tri-



Chapter 1. Introduction 6

graph. Informally, a trigraph is a graph in which some pairs of vertices (which we call

“semi-adjacent pairs”) are neither edges nor non-edges, but are instead left “undecided.”

Thus, just as a homogeneous set can conveniently be “contracted” to a vertex in certain

situations, a homogeneous pair can conveniently be “contracted” to a semi-adjacent pair.

We observe that every graph can be thought of as a trigraph in a natural way: a graph

is simply a trigraph with no semi-adjacent pairs. While we do not define such a thing

as a “perfect trigraph” (this is because there is no convenient way to define a “trigraph

coloring”), there is a natural way to define a “Berge trigraph.” Berge trigraphs were first

introduced in [6] (indeed, 1.1.3 is a consequence of an analogous theorem for trigraphs),

and we give a formal definition in chapter 2.

The algorithmic aspects of perfect graphs have also received a good deal of attention. One

important result has been the recognition algorithm for Berge graphs due to Chudnovsky,

Cornuéjols, Liu, Seymour, and Vušković [11]; by the Strong Perfect Graph Theorem 1.1.2,

this is in fact a recognition algorithm for perfect graphs. Another important result has

been the polynomial time coloring algorithm for perfect graphs due to Grötschel, Lovász,

and Schrijver [39]. However, this coloring algorithm is based on the ellipsoid method, and

it remains an open problem to find a polynomial time combinatorial coloring algorithm

for perfect graphs. So far, research in this direction has focused on special cases of perfect

graphs, and one class that has received attention is the class of “bull-free” perfect graphs,

to which we now turn.

The bull is the graph with vertex-set {x1, x2, x3, y1, y2} and edge-set {x1x2, x2x3, x3x1,

x1y1, x2y2}. A graph is said to be bull-free provided that it does not contain a bull as

an induced subgraph. Bull-free graphs were originally studied in the context of perfect

graphs. Many years before the Strong Perfect Graph Conjecture was proven [16], Chvátal

and Sbihi [24] showed that bull-free Berge graphs are perfect. Similarly, Reed and Sbihi

[54] gave a polynomial time recognition algorithm for bull-free perfect graphs long before
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the recognition algorithm for perfect graphs [11] was obtained. Furthermore, the class of

bull-free perfect graphs is one of the subclasses of the class of perfect graphs for which a

combinatorial polynomial time coloring algorithm has been constructed [33] (more on this

below). Recently, in a series of papers [7, 8, 9, 10], Chudnovsky gave a structure theorem

for bull-free graphs; in fact, the structure theorem from [7, 8, 9, 10] is a structure theorem

for bull-free trigraphs, but since every graph can be thought of as a trigraph in a natural

way, this is also a structure theorem for bull-free graphs. Together with Chudnovsky, we

used the structure theorem from [7, 8, 9, 10] to obtain a structure theorem for bull-free

Berge trigraphs [12]; since every graph can be thought of as a trigraph, and since Berge

graphs are perfect (by the Strong Perfect Graph Theorem 1.1.2), this is also a structure

theorem for bull-free perfect graphs. Chapter 3 of this thesis is closely based on [12].

We now return to the question of coloring bull-free perfect graphs. As mentioned above,

de Figueiredo and Maffray [33] gave a combinatorial polynomial time coloring algorithm

for bull-free perfect graphs. In fact, in [33], de Figueiredo and Maffray obtained stronger

results and solved four optimization problems (described below) for the class of bull-free

perfect graphs.

In this thesis, a weighted graph is a graph G such that every vertex v of G is assigned a

positive integer weight, denoted by wG(v). Given a set S ⊆ VG, the weight of S, denoted

by wG(S), is the sum of the weights of the vertices in S; the weight of the empty set is

assumed to be zero. A maximum weighted clique (respectively: maximum weighted stable

set) in G is a clique (respectively: stable set) that has the maximum weight among all the

cliques (respectively: stable sets) in G. We now describe the four optimization problems

mentioned above. First, the maximum weighted clique problem (respectively: maximum

weighted stable set problem) is the problem of finding a maximum weighted clique (respec-

tively: maximum weighted stable set) in a weighted graph. Next, the minimum weighted

coloring problem is the problem of finding stable sets S1, ..., St in a weighted graph G,
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and positive integers λ1, ..., λt, such that ΣSi3vλi ≥ wG(v) for all v ∈ VG, and with the

property that Σt
i=1λi is minimum. Finally, the minimum weighted clique covering problem

is the problem of finding cliques C1, ..., Ct in a weighted graph G, and positive integers

λ1, ..., λt, such that ΣCi3vλi ≥ wG(v) for all v ∈ VG, and with the property that Σt
i=1λi

is minimum. De Figueiredo and Maffray found combinatorial algorithms that solve these

four optimization problems for the class of bull-free perfect graphs in polynomial time. In

[52], we gave different (and faster) polynomial time combinatorial algorithms that solve

these same four problems.

The algorithms from [52] are based on a decomposition theorem for bull-free Berge tri-

graphs that was derived from the structure theorem for bull-free Berge trigraphs from

[12] (this is the structure theorem from chapter 3 of this thesis). However, the structure

theorem from [12] is unnecessarily strong for the purposes of deriving the decomposition

theorem from [52]. Accordingly, in chapter 4, we present a new proof of the decomposition

theorem that appears in [52] (in fact, the decomposition theorem from chapter 4 is slightly

stronger than the one from [52]). The proof of the decomposition theorem from chapter

4 is obtained by imitating the proof of a decomposition theorem for bull-free trigraphs

from [8], only not for general bull-free trigraphs, but for bull-free Berge trigraphs; un-

der the assumption that our trigraphs are Berge, we are able to obtain results that are

a bit stronger than the ones from [8]. It is worth remarking that, while the structure

theorem for bull-free Berge trigraphs from chapter 3 does not imply a structure theorem

for bull-free Berge (equivalently: perfect) graphs that can be stated solely in terms of

graphs (i.e. with no mention of trigraphs), the decomposition theorem for bull-free Berge

trigraphs from chapter 4 immediately implies a decomposition theorem for bull-free Berge

(equivalently: perfect) graphs that can be stated using only graph (rather than trigraph)

terminology. This last theorem is then used in chapter 5 to give combinatorial polynomial

time algorithms that solve the four optimization problems mentioned above. Chapter 5 is

closely based on [52].
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1.2 χ-Bounded Classes

As remarked above (see 1.0.1), the chromatic number of a graph cannot, in general, be

bounded above in terms of its clique number. However, for some classes of graphs, this is

indeed possible; let us say that a class G of graphs is χ-bounded provided that there exists

a function f such that for all graphs G ∈ G, and for all induced subgraphs H of G, we

have that χ(H) ≤ f(ω(H)); under these circumstances, we say that G is χ-bounded by the

function f , and that f is a χ-bounding function for the class G.

χ-bounded classes were introduced by Gyárfás in [41] as a generalization of the class

of perfect graphs. Indeed, the class of perfect graphs is (by definition) χ-bounded by the

identity function. We also observe that the Strong Perfect Graph Theorem 1.1.2 states

that the class of Berge graphs is χ-bounded by the identity function; it is interesting to

note that the Strong Perfect Graph Theorem 1.1.2 is the only known proof of the fact

that the class of Berge graphs is χ-bounded (by any function). It is also worth stressing

that while graphs can be perfect or imperfect, it makes no sense to talk about χ-bounded

graphs, only χ-bounded classes, and the classes that are interesting in this context are

those classes that contain infinitely many (isomorphism types of) graphs. Indeed, if G is

a class of graphs containing only finitely many pairwise non-isomorphic graphs, then G is

(trivially) χ-bounded by the constant function f(n) = max({χ(G) | G ∈ G} ∪ {0}).

The classes of graphs that have received the most attention in this context have been

the classes defined by forbidding induced subgraphs (or families of induced subgraphs).

Given a graph H, we denote by Forb(H) the class of all graphs that do not contain (an

isomorphic copy of) H as an induced subgraph. For which graphs H is the class Forb(H)

χ-bounded? The girth of a graph G that contains at least one cycle is the length of the

shortest cycle in G; note that if the girth of G is greater than three, then ω(G) = 2.

Clearly, if H is a graph that contains a cycle of length k, then Forb(H) contains all graphs
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whose girth is greater than k. Erdős and Hajnal [31] showed that there exist graphs of

arbitrarily large girth and chromatic number; consequently, if H is a graph that contains

at least one cycle, then Forb(H) is not χ-bounded. The graphs H that remain to be con-

sidered are the forests. Gyárfás [40] and Sumner [60] independently conjectured that for

any tree T , the class Forb(T ) is χ-bounded. (We remark that this conjecture for trees is

in fact equivalent to the analogous - and seemingly stronger - conjecture for forests. This

easily follows from the observation that every forest is an induced subgraph of some tree.)

Gyárfás’ and Sumner’s conjecture has been proven for trees of radius 2 and a few trees of

larger radius (see [41], [42], [44], [45], [57]); however, for the general case, the conjecture

remains open.

Progress has, however, been made in a slightly different direction. Given a graph H,

we denote by Forb∗(H) the class of all graphs that do not contain any subdivision of H

as an induced subgraph. Scott [57] proved what can conveniently be thought of as the

“topological” version of Gyárfás’ and Sumner’s conjecture; we state this result below.

1.2.1 (Scott [57]). For every tree T , the class Forb∗(T ) is χ-bounded.

We note that 1.2.1 immediately implies that for every forest F , Forb∗(F ) is χ-bounded

(this is because every forest is an induced subgraph of some tree). In view of 1.2.1,

Scott conjectured in [57] that for every graph H, Forb∗(H) is χ-bounded. (We remark

that Scott’s conjecture generalizes a still-open conjecture of Gyárfás [41], that the class

Forb∗(Cn) is χ-bounded for every n, where Cn is the chordless cycle of length n; see also

[56].) Recently, a group of authors constructed a counterexample to Scott’s conjecture

[51]. This raises the following question: for which graphs H is Scott’s conjecture true?

Scott’s conjecture has been proven for a number of special cases (see below), and in this

thesis, we present the proof of this conjecture for several new graphs H.

The paw is the graph with vertex-set {x1, x2, x3, y} and edge-set {x1x2, x2x3, x3x1, x1y}.

In [13], we proved (together with Chudnovsky, Scott, and Trotignon) that the classes
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Forb∗(paw) and Forb∗(bull) are χ-bounded. In [13], we also considered a family of graphs

called “necklaces,” and showed that Scott’s conjecute is true for every necklace. Chapter

6 of this thesis is based on [13]. (The definition of a necklace is relatively complicated,

and so we omit it here and refer the reader to chapter 6. We remark though that the bull

is a special kind of necklace.)

We remark that the fact that Forb∗(paw) is χ-bounded, together with previously known

results, implies that if H is a graph on at most four vertices, then Forb∗(H) is χ-bounded.

Indeed, if H is a forest, then (as explained above) the result follows from 1.2.1. If H is

the complete graph on three vertices, then Forb∗(H) is the class of all forests. If H is the

graph with vertex-set {x, y, z, w} and edge-set {xy, yz, zx}, then any graph G in Forb∗(H)

can be partitioned into a forest and a graph whose clique number is smaller than ω(G)

(indeed, take any vertex v of G, and note that the subgraph of G induced v and its non-

neighbors is a forest, while the subgraph of G induced by the neighbors of v has clique

number smaller than ω(G)), and consequently, Forb∗(H) is χ-bounded by the function

f(n) = 2n. If H is the diamond (i.e. the graph obtained by deleting an edge from the

complete graph on four vertices), then the result follows from a theorem of Trotignon and

Vušković (see [61]). If H is the complete graph on four vertices, Scott’s conjecture follows

from the work of several authors, see [47]. Finally, if H is the square (i.e. the chordless

cycle of length four), then Forb∗(H) is the famous class of chordal graphs (see [53]).

As mentioned in the previous section, the Strong Perfect Graph Theorem 1.1.2 was proven

using the following approach: it was shown that every Berge graph either belongs to a

“basic” class, or it admits a “decomposition” that “cuts it up” into smaller Berge graphs.

Various decompositions (some of them mentioned in the previous section) were studied

in this context, among them: clique cutsets [35], substitutions [48], amalgams [4], 2-

joins [27], homogeneous pairs [24], star cutsets and skew partitions [23]. We remark that

some (though not all) of these decompositions are in fact operations that allow one to
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build bigger graphs from smaller ones, while preserving the property of being Berge; for

instance, substitution is such an operation, and the clique cutset decomposition can eas-

ily be turned into such an operation, namely, the “gluing along a clique” operation (see

chapter 2 for the definition of substitution, and chapter 7 for the definition of gluing along

a clique).

These same decompositions and operations can also be studied in the context of χ-bounded

classes. In [14], together with Chudnovsky, Scott, and Trotignon, we considered the two

operations (substitution and gluing along a clique) mentioned above, as well the operation

of “gluing along a bounded number of vertices” (see chapter 7 for the definition of this

operation) and we showed that the closure of a χ-bounded class under any one of these

three operations is again χ-bounded. We also showed that the closure of a χ-bounded class

under the operations of substitution and gluing along a clique together is χ-bounded, as is

the closure of a χ-bounded class under the operations of gluing along a clique and gluing

along a bounded number of vertices together. Finally, we showed that if a class G is χ-

bounded by a polynomial (respectively: exponential) function, then the closure of G under

substitution is χ-bounded by (some other) polynomial (respectively: exponential) func-

tion. We remark that the fact that the closure of a χ-bounded class under the operation

of gluing along a bounded number of vertices is again χ-bounded follows from an earlier

(and more general) result due to a group of authors [1]. However, the proof presented

in this thesis is significantly different, and furthermore, the χ-bounding function that we

obtained is better than the one that can be derived from [1]. Chapter 7 is closely based

on [14].

1.3 Outline

In the previous two sections, we gave a (somewhat spread-out) outline of this thesis. In

this section, we provide a brief summary, for the reader’s convenience.
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• In chapter 2, we give some basic definitions that will appear throughout this thesis.

This chapter includes a formal definition of a trigraph as well as a few elementary

results about trigraphs.

• In chapter 3, we prove a structure theorem for bull-free Berge trigraphs. This is

joint work with Chudnovsky, and it is based on [12].

• In chapter 4, we prove a decomposition theorem for bull-free Berge trigraphs. We

note that we proved a very similar (though slightly weaker) decomposition theorem

in [52], however, the proof given in this thesis differs substantially from the one given

in [52].

• In chapter 5, we state a decomposition theorem for bull-free perfect graphs (this

theorem is an immediate consequence of the decomposition theorem for bull-free

Berge trigraphs from chapter 4), and we use it in order to give combinatorial poly-

nomial time algorithms that solve the following four optimization problems for the

class of bull-free perfect graphs: the maximum weighted clique problem; the maxi-

mum weighted stable set problem; the minimum weighted coloring problem; and the

minimum weighted clique covering problem. This chapter is based on [52].

• In chapter 6, we prove that the class of graphs obtained by excluding the induced

subdivisions of any one graph from a certain family of graphs (namely, the paw, the

bull, and any necklace) is χ-bounded. This is joint work with Chudnovsky, Scott,

and Trotignon, and it is based on [13].

• In chapter 7, we prove that the closure of a χ-bounded class under any one of

the following operations: substitution, gluing along a clique, and gluing along a

bounded number of vertices, is again χ-bounded. We also prove that the closure

of a χ-bounded class under the operations of substitution and gluing along a clique

together is χ-bounded, as is the closure of a χ-bounded class under the operations

of gluing along a clique and gluing along a bounded number of vertices together.
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Finally, we show that if a class G is χ-bounded by a polynomial (respectively: ex-

ponential) function, then the closure of G under substitution is χ-bounded by (some

other) polynomial (respectively: exponential) function. This is joint work with

Chudnovsky, Scott, and Trotignon, and it is based on [14].



Chapter 2. Definitions: Graphs and Trigraphs 15

Chapter 2

Definitions: Graphs and Trigraphs

In this chapter, we give some basic definitions (and prove a few elementary results) con-

cerning graphs and trigraphs. In section 2.1, we introduce some terminology and notation

concerning graphs; this terminology and notation will be used throughout this thesis.

Some of these definitions were already given in the Introduction, but we repeat them here

for the reader’s convenience. In section 2.2, we give the formal definition of a trigraph,

and we define some basic concepts concerning trigraphs. In this section, we also prove a

few elementary results about trigraphs. Trigraphs will appear in chapters 3 and 4.

Before moving on to graphs and trigraphs, we establish some non-graph theoretic no-

tation that we will need. In this thesis, N is the set of all positive integers, N0 is the set

of all non-negative integers, Z is the set of all integers, Zk is the cyclic group of order k,

and R is the set of all real numbers. Given a real number r, we denote by brc the largest

integer that is no greater than r.

2.1 Definitions: Graphs

Unless specified otherwise, all graphs in this thesis are finite and simple. The vertex-set

and the edge-set of a graph G are denoted by VG and EG, respectively. Graph isomor-
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phism is defined in the usual way. A graph is said to be trivial if it contains exactly one

vertex; a non-trivial graph is a graph that has at least two vertices. The empty graph, is

the graph whose vertex-set is empty; a graph is non-empty if its vertex-set is non-empty.

(Note that, according to our definition, the empty graph is neither trivial nor non-trivial.)

Given graphs H and G, we say that H is a subgraph of G provided that VH ⊆ VG, and

that for all distinct u, v ∈ VH , if u and v are adjacent in H, then u and v are adjacent in G.

Given a graph G and a vertex v ∈ VG, we denote by ΓG(v) the set of all neighbors of

v in G; in particular, v /∈ ΓG(v).

Given a graph G and a set S ⊆ VG, we define the subgraph of G induced by S, de-

noted by G[S], to be the graph whose vertex-set is S, and that satisfies the property that

for all distinct u, v ∈ S, u and v are adjacent in G[S] if and only if u and v are adjacent

in G; if S = {v1, ..., vn}, we sometimes write G[v1, ..., vn] instead of G[S]. Given a graph

G and a set S ⊆ VG, we denote by Gr S the graph G[VG r S]; given a vertex v ∈ VG, we

often write Gr v instead of Gr {v}.

Given graphs G and H, we say that H is an induced subgraph of G, or that G con-

tains H as an induced subgraph, provided that there exists some set S ⊆ VG such that

H = G[S] (however, we typically relax this condition and say that H is an induced sub-

graph of G provided that there exists some set S ⊆ VG such that H is isomorphic to

G[S]). Given graphs G and H, we say that G is H-free provided that G does not contain

H as an induced subgraph; we denote by Forb(H) is the class of all H-free graphs. In

this thesis, we deal almost exclusively with induced subgraphs, and subgraphs that are

not necessarily induced appear only sporadically.

A class G of graphs is said to be hereditary provided that G is closed under isomprhism
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and induced subgraphs (this means that for all G ∈ G, if G′ is isomorphic to G, then

G′ ∈ G, and if H is an induced subgraph of G, then H ∈ G). Clearly, for every graph H,

the class Forb(H) is hereditary.

The complement of a graph G, denoted by G, is the graph whose vertex-set is VG and that

satisfies the property that for all distinct u, v ∈ VG, u and v are adjacent in G if and only

if u and v are non-adjacent in G. A class G of graphs is said to be self-complementary

provided that for all graphs G ∈ G, we have that G ∈ G.

A clique in a graph G is a set of pairwise adjacent vertices of G; a stable set in G is

a set of pairwise non-adjacent vertices of G. The size of a clique or a stable set is the

number of vertices that it contains. A clique of size three is called a triangle, and a stable

set of size three is called a triad; a graph is said to be triangle-free (respectively: triad-free)

provided that it contains no triangle (respectively: triad). The clique number of a graph

G, denoted by ω(G), is the maximum size of a clique in G.

A proper coloring of a graph G is a function that assigns a color to each vertex of G

in such a way that whenever two vertices are adjacent, they receive distinct colors; we of-

ten say simply “coloring” instead of “proper coloring.” The chromatic number of a graph

G, denoted by χ(G), is the smallest number of colors necessary to (properly) color G. An

optimal coloring of a graph G is a proper coloring of G that uses only χ(G) colors. Since

in a coloring of a graph G, adjacent vertices always receive distinct colors, we can think

of a coloring simply as a partition of the vertex-set of G into stable sets; thus, the chro-

matic number of G is the smallest number of stable sets needed to partition VG. Clearly,

ω(G) ≤ χ(G) for all graphs G.

A graph G is said to be perfect provided that for all induced subgraphs H of G, we

have that χ(H) = ω(H). A graph is imperfect if it is not perfect.
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A class G of graphs is said to be χ-bounded provided that there exists a function f : N0 → R

such that for all graphs G ∈ G, and all induced subgraphs H of G, χ(H) ≤ f(ω(H)). Un-

der these circumstances, we say that the class G is χ-bounded by the function f , and that

f is a χ-bounding function for G. (Clearly, the class of perfect graphs is χ-bounded by the

identity function.) Note that if f is a χ-bounding function for G, then so is the function

g : N0 → R given by n 7→ bmax{f(0), ..., f(n)}c. Thus, we may assume that every χ-

bounding function is non-decreasing, and (when convenient) that it is integer-valued. We

also remark that if G is a hereditary class, then G is χ-bounded if and only if there exists

a function f : N0 → R such that for all G ∈ G, χ(G) ≤ f(ω(G)).

Let G be a graph. Given a set S ⊆ VG and a vertex v ∈ VG r S, we say that v is

complete (respectively: anti-complete) to the set S or to the induced subgraph G[S] of G

provided that v is adjacent (respectively: non-adjacent) to every vertex in S; we say that

v is mixed on S or on G[S] provided that v is neither complete nor anti-complete to S.

If v is complete (respectively: anti-complete) to S in G, we also say that v is a center

(respectively: anti-center) for S or G[S] in G. Given disjoint sets A and B in G, we say

that A or G[A] is complete (respectively: anti-complete) to B or G[B] provided that every

vertex in A is complete (respectively: anti-complete) to B.

Given a graph G and a non-empty set S ⊆ VG, we say that S is a homogeneous set

in G provided that no vertex in VG r S is mixed on S; a homogeneous set S in G is said

to be proper provided that 2 ≤ |S| ≤ |VG| − 1, and G is said to admit a homogeneous set

decomposition provided that G contains a proper homogeneous set. Given a homogeneous

set S in G, the partition of G associated with S is the triple (S,X, Y ), where X is the set

of all vertices in VG r S that are complete to S, and Y is the set of all vertices in VG r S

that are anti-complete to S. We remark that if S is a homogeneous set in a graph G, and

if (S,X, Y ) is the associated partition of G, then S is also a homogeneous set in G, and
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(S, Y,X) is the associated partition of G.

If S is a homogeneous set in a graph G, then a reduction of the ordered pair (G,S)

is an ordered pair (H, s), where:

• H is a graph;

• s /∈ VG;

• VH = (VG r S) ∪ {s};

• H r s = Gr S;

• for all v ∈ VG r S, if v is complete to S in G, then v is adjacent to s in H, and if v

is anti-complete to S in G, then v is non-adjacent to s in H.

Intuitively, we can think of the graph H as being obtained from G by “contracting” the

homogeneous set S to a vertex. Clearly, H is (isomorphic to) an induced subgraph of G.

Given non-empty graphs G1 and G2 with disjoint vertex-sets, and a vertex v ∈ VG1 , we

say that a graph G is obtained by substituting G2 for v in G1 provided that the following

four conditions hold:

• VG = (VG1 r {v}) ∪ VG2 ;

• G[VG1 r {v}] = G1 r v;

• G[VG2 ] = G2;

• for all u ∈ VG1 r {v}, if u is adjacent to v in G1, then u is complete to VG2 in G,

and if u is non-adjacent to v in G1, then u is anti-complete to VG2 in G.

We say that G is obtained by substitution from smaller graphs provided that there exist

graphs G1 and G2 with disjoint vertex-sets, and a vertex v ∈ VG1 such that |VG1 | ≥ 2,

|VG2 | ≥ 2, and G is obtained by substituting G2 for v in G1. We remark that a graph G is
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obtained by substitution from smaller graphs if and only if G admits a homogeneous set

decomposition.

As usual, a class G of graphs is said to be closed under substitution provided that for

all non-empty graphs G1, G2 ∈ G with disjoint vertex-sets, and all vertices v ∈ VG1 , if G

is obtained by substituting G2 for v in G1, then G ∈ G.

Given a graph G and non-empty, disjoint sets A,B ⊆ VG, we say that (A,B) is a ho-

mogeneous pair in G provided that no vertex in VG r (A ∪ B) is mixed on A, and no

vertex in VG r (A∪B) is mixed on B. A homogeneous pair (A,B) in G is tame provided

that A is neither complete nor anti-complete to B, and 3 ≤ |A ∪ B| ≤ |VG| − 3. We

say that a graph G admits a homogeneous pair decomposition provided that G contains

a tame homogeneous pair. If (A,B) is a homogeneous pair in G, then the partition of G

associated with (A,B) is the six-tuple (A,B,C,D,E, F ), where:

• C is the set of all vertices v ∈ VG r (A ∪ B) such that v is complete to A and

anti-complete to B;

• D is the set of all vertices v ∈ VG r (A ∪ B) such that v is complete to B and

anti-complete to A;

• E is the set of all vertices v ∈ VG r (A ∪B) such that v is complete to A ∪B;

• F is the set of all vertices v ∈ VG r (A ∪B) such that v is anti-complete to A ∪B.

We note that if (A,B) is a homogeneous set in G, and (A,B,C,D,E, F ) is the associated

partition, then: A, B, C, D, E, and F are pairwise disjoint; VG = A∪B ∪C ∪D∪E ∪F ;

A and B are both non-empty, but none of C, D, E, and F need be non-empty. However,

if (A,B) is tame, then |A ∪B| ≥ 3 and |C ∪D ∪E ∪ F | ≥ 3. We remark that if (A,B) is

a homogeneous pair in a graph G, and if (A,B,C,D,E, F ) is the associated partition of

G, then (A,B) is also a homogeneous pair in G, and (A,B,D,C, F,E) is the associated
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partition of G. In particular then, G admits a homogeneous pair decomposition if and

only if G does.

A path is a graph whose vertex-set can be ordered as {p0, p1, ..., pk} (for some k ≥ 0)

so that for all distinct i, j ∈ {0, ..., k}, pi is adjacent to pj if and only if |i − j| = 1; such

a path is often denoted by p0 − ... − pk, and we say that p0 and pk are the endpoints of

this path, and that p0 − ... − pk is a path from p0 to pk (or between p0 and pk). The

length of a path is the number of edges that it contains; a k-edge path is a path of length

k. A path in a graph G is a (not necessarily induced) subgraph P of G such that P is a

path. An induced path in G is an induced subgraph P of G such that P is a path. A path

(induced or not) in G is often denoted by p0− p1− ...− pk, consistently with the notation

introduced above.

A graph G is connected if for all distinct vertices u, v ∈ VG, there is a path in G be-

tween u and v. A component of a non-empty graph G is a maximal connected subgraph

of G. A graph G is said to be anti-connected if G is connected. An anti-component of

a non-empty graph G is a maximal anti-connected subgraph of G. A component or an

anti-component of G is said to be trivial if it contains only one vertex, and it is said to be

non-trivial if it contains at least two vertices.

A cycle is a graph whose vertex-set can be ordered as {c1, .., ck} (where k ≥ 3) so that for

all distinct i, j ∈ {1, ..., k}, ci is adjacent to cj if and only if |i− j| = 1 or |i− j| = k − 1;

such a cycle is often denoted by c1− c2− ...− ck − c1. The length of a cycle is the number

of vertices that it contains. A square is a cycle of length four. A cycle in a graph G

is a (not necessarily induced) subgraph C of G such that C is a cycle. An induced cy-

cle (or a chordless cycle) in a graph G is an induced subgraph C of G such that C is a cycle.

A hole in a graph G is an induced cycle of length at least four in G, and an anti-hole
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in G is an induced subgraph of G whose complement is a hole in G. The length of a hole

or an anti-hole in G is the number of vertices in this hole or anti-hole. (We remark that any

hole of length five is also an anti-hole of length five.) An odd hole or anti-hole is a hole or

anti-hole of odd length. We often denote a hole H of length k in G by h1−h2−...−hk−h1,

where VH = {h1, h2, ..., hk}, and for all distinct i, j ∈ {1, 2, ..., k}, hi and hj are adjacent

if and only if |i − j| = 1 or |i − j| = k − 1. Similarly, we often denote an anti-hole H of

length k in G by h1 − h2 − ... − hk − h1, where VH = {h1, h2, ..., hk}, and for all distinct

i, j ∈ {1, 2, ..., k}, hi and hj are non-adjacent if and only if |i− j| = 1 or |i− j| = k− 1. A

graph is odd hole-free if it contains no odd holes, and it is odd anti-hole-free provided that

it contains no odd anti-holes. A graph is Berge provided that it contains no odd holes and

no odd anti-holes. Clearly, the class of all Berge graphs is self-complementary.

A graph G is bipartite provided that its vertex-set can be partitioned into (possibly empty)

stable sets A and B; under these circumstances, (A,B) is said to be a bipartition of the

bipartite graph G. G is said to be complement bipartite provided that its vertex-set can

be partitioned into (possibly empty) cliques A and B; under these circumstances, (A,B)

is said to be a bipartition of the complement-bipartite graph G.

The bull is the graph with vertex-set {x1, x2, x3, y1, y2} and edge-set {x1x2, x2x3, x3x1,

x1y1, x2y2}. A graph is said to be bull-free provided that it does not contain the bull as

an induced subgraph. Consistently with the terminology introduced at the beginning of

this section, a graph is said to be bull-free provided that it does not contain the bull as an

induced subgraph. We remark that the complement of a bull is again a bull; consequently,

the class Forb(bull), the class of all bull-free graphs, is self-complementary. Furthermore,

the bull does not contain a proper homogeneous set, and so the class of bull-free graphs

is closed under substitution. We state these two facts below for future reference.

2.1.1. The class of bull-free graphs is self-complementary and closed under substitution.
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Note that the Weak Perfect Graph Theorem 1.1.1 states that the class of perfect graphs

is self-complementary. In the paper in which he proved the Weak Perfect Graph The-

orem (namely [48]), Lovász also proved that the class of perfect graphs is closed under

substitution. We state these results below for future reference.

2.1.2 (Lovász [48]). The class of perfect graphs is self-complementary and closed under

substitution.

We remark that 2.1.2 is also an easy consequence of the Strong Perfect Graph Theorem

1.1.2. Indeed, the class of Berge graphs is self-complementary (by definition), and since

cycles of length at least five and their complements do not admit a homogeneous set de-

composition, the class of Berge graphs is closed under substitution. Now 2.1.2 follows

from the Strong Perfect Graph Theorem 1.1.2.

In this thesis, a directed graph is an ordered pair ~G = (VG, AG), where VG is a non-

empty set (called the vertex-set of ~G), and AG (called the arc set of G) is an irreflexive,

asymmetric binary relation on VG; members of VG are called the vertices of the directed

graph ~G, and members of AG are called the arcs of ~G. A directed graph ~G = (VG, AG)

is a said to be transitive provided that for all u, v, w ∈ VG, if (u, v), (v, w) ∈ AG then

(u,w) ∈ AG. A directed graph ~G is said to be an orientation of a graph G provided that:

• the vertex-sets of the directed graph ~G and the graph G are identical;

• for all adjacent vertices u and v of G, exactly one of (u, v) and (v, u) is an arc of ~G;

• for all non-adjacent vertices u and v of G, (u, v) is not an arc of ~G.

A graph G is said to be transitively orientable provided that some orientation of G is

a transitive directed graph. (Transitively orientable graphs are also called comparability

graphs.) It is a well-known (and easy to prove) fact that transitively orientable graphs are

perfect (see, for instance, [37]).
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2.2 Definitions: Trigraphs

In this section, we introduce “trigraphs.” As mentioned in the Introduction, a trigraph is

a generalization of a graph, and indeed, every graph can be thought of as a particular kind

of trigraph. Many (though not all) graph-theoretic concepts can readily be generalized to

trigraphs. Of particular relevance for this thesis is the fact that the concepts of “bull-free

graphs” and “Berge graphs” are readily generalized to trigraphs (see below), however,

there is no convenient way to define a “trigraph coloring,” and so we do not define such a

thing as a “perfect trigraph.”

A trigraph G is an ordered pair (VG, θG), where VG is a finite set, called the vertex-

set of G, and θG : VG × VG → {−1, 0, 1} is a map, called the adjacency function of G,

satisfying the following:

• for all v ∈ VG, θG(v, v) = 0;

• for all u, v ∈ VG, θG(u, v) = θ(v, u);

• for all u ∈ VG, there exists at most one v ∈ VG r {u} such that θG(u, v) = 0.

Members of VG are called the vertices of G. Let u, v ∈ VG be distinct. We say that uv is a

strongly adjacent pair, or that u and v are strongly adjacent, or that u is strongly adjacent

to v, or that u is a strong neighbor of v, provided that θG(u, v) = 1. We say that uv is a

strongly anti-adjacent pair, or that u and v are strongly anti-adjacent, or that u is strongly

anti-adjacent to v, or that u is a strong anti-neighbor of v, provided that θG(u, v) = −1.

We say that uv is a semi-adjacent pair, or that u and v are semi-adjacent, or that u is

semi-adjacent to v, provided that θG(u, v) = 0. (Note that we do not say that a vertex

w ∈ VG is semi-adjacent to itself even though θG(w,w) = 0.) If uv is a strongly adjacent

pair or a semi-adjacent pair, then we say that uv is an adjacent pair, or that u and v

are adjacent, or that u is adjacent to v, or that u is a neighbor of v. If uv is a strongly

anti-adjacent pair or a semi-adjacent pair, then we say that uv is an anti-adjacent pair, or
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that u and v are anti-adjacent, or that u is anti-adjacent to v, or that u is an anti-neighbor

of v. Thus, if uv is a semi-adjacent pair, then uv is simultaneously an adjacent pair and

an anti-adjacent pair. The endpoints of the pair uv (regardless of adjacency) are u and

v. Given distinct vertices u and v of G, we do not distinguish between pairs uv and vu.

However, we will sometimes need to maintain the asymmetry between the endpoints of a

semi-adjacent pair uv, and in those cases, we will use the ordered pair notation and write

(u, v) or (v, u), as appropriate, rather than uv.

Intuitively, one can think of the strongly adjacent pairs in a trigraph G as “edges,” the

strongly anti-adjacent pairs as “non-edges,” and the semi-adjacent pairs as “undecided.”

Note that each (finite and simple) graph can be thought of as a trigraph in a natural way:

graphs are simply trigraphs with no semi-adjacent pairs.

Given a trigraph G and graph Ĝ, we say that Ĝ is a realization of G provided that

all of the following hold:

• the vertex-sets of G and Ĝ are identical;

• for all u, v ∈ VG, if uv is an edge in Ĝ, then uv is an adjacent pair in G;

• for all u, v ∈ VG, if uv is a non-edge in Ĝ, then uv is an anti-adjacent pair in G.

Thus, a realization of G is obtained by turning all the strongly adjacent pairs of G into

edges, all the strongly anti-adjacent pairs of G into non-edge, and all the semi-adjacent

pairs of G (arbitrarily and independently of each other) into edges or non-edges. Note

that this means that if a trigraph G has n semi-adjacent pairs, then G has 2n distinct

(though not necessarily non-isomorphic) realizations.

The complement of a trigraph G is the trigraph G with vertex-set VG = VG and adja-

cency function θG = −θG. Given a set S ⊆ VG, G[S] is the trigraph with vertex-set S

and adjacency function θG � S × S (the restriction of θG to S × S); we call G[S] the
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subtrigraph of G induced by S; if S = {v1, ..., vn}, we sometimes write G[v1, ..., vn] instead

of G[S]. Isomorphism between trigraphs is defined in the natural way; if trigraphs G1 and

G2 are isomorphic, then we write G1
∼= G2. Given trigraphs G and H, we say that H

is an induced subtrigraph of G (or that G contains H as an induced subtrigraph) if there

exists some X ⊆ VG such that H = G[X]. (However, when convenient, we relax this

condition and say that H is an induced subtrigraph of G, or that G contains H as an

induced subtrigraph, if there exists some X ⊆ VG such that H ∼= G[X].) Given a trigraph

G and a set X ⊆ VG, we denote by GrX the trigraph G[VGrX]; given a vertex v ∈ VG,

we often write Gr v instead of Gr {v}.

We remark that we do not define such a thing as “subtrigraph” (only an “induced subtri-

graph”). Accordingly, when we say that a trigraph G contains a trigraph H, we always

mean that G contains H as an induced subtrigraph.

A trigraph P is said to be a path provided that its vertex-set can be ordered as {p0, ..., pk}

(where k ≥ 0), so that for all distinct i, j ∈ {0, ..., k}, if |i− j| = 1 then pipj is an adjacent

pair, and if |i − j| > 1 then pipj is an anti-adjacent pair. Under these circumstances, we

say that p0 and pk are the endpoints of the path P , and that P is a path between p0 and

pk. We sometimes denote such a path P by p0− ...− pk. The length of a path p0− ...− pk

is k, and a k-edge path is a path of length k. (In particular, a three-edge path is a path

that has exactly four vertices.) A path in a trigraph G is an induced subtrigraph P of G

such that P is a path. A trigraph G is said to be connected provided that for all distinct

u, v ∈ VG, there is a path in G between u and v. A component of a non-empty trigraph

G is a maximal non-empty connected induced subtrigraph of G. A component C of a

trigraph G is said to be non-trivial provided that |VC | ≥ 2.

A trigraph P is said to be an anti-path provided that its vertex-set can be ordered as

{p0, ..., pk} (where k ≥ 0), so that for all distinct i, j ∈ {0, ..., k}, if |i − j| = 1 then pipj
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is an anti-adjacent pair, and if |i − j| > 1 then pipj is an adjacent pair. Under these

circumstances, we say that p0 and pk are the endpoints of the anti-path P , and that P is

an anti-path between p0 and pk. We sometimes denote such an anti-path P by p0− ...−pk.

The length of an anti-path p0 − ... − pk is k. An anti-path in a trigraph G is an induced

subtrigraph P of G such that P is an anti-path. A trigraph G is said to be anti-connected

provided that for all distinct u, v ∈ VG, there is an anti-path in G between u and v.

An anti-component of a non-empty trigraph G is a maximal non-empty anti-connected

induced subtrigraph of G. An anti-component C of a trigraph G is said to be non-trivial

provided that |VC | ≥ 2.

We remark that the complement of a path is an anti-path. Further, a trigraph G is

anti-connected if and only if G is connected, and C is an anti-component of G is and only

if C is a component of G.

An induced subtrigraph H of a trigraph G is a hole in G provided that the vertex-set

of H can be ordered as {h1, ..., hk} (with k ≥ 4), so that for all distinct i, j ∈ {1, ..., k}, if

|i− j| = 1 or |i− j| = k − 1 then hihj is an adjacent pair, and if 1 < |i− j| < k − 1 then

hihj is an anti-adjacent pair; such a hole is often denoted by h1 − h2 − ...− hk − h1. An

induced subtrigraph H of a trigraph G is an anti-hole in G provided that H is a hole in

G; we sometimes denote an anti-hole H in G by h1 − h2 − ...− hk − h1 when H is a hole

of the form h1 − h2 − ... − hk − h1 in G. The length of a hole or anti-hole is the number

of vertices that it contains; a hole or anti-hole is said to be odd if it has an odd number of

vertices. A trigraph G is said to be odd hole-free provided that it contains no odd holes;

G is said to be odd anti-hole-free provided that it contains no odd anti-holes. A trigraph

is said to be Berge if it contains neither an odd hole nor an odd anti-hole (in other words,

a trigraph is Berge provided that it is both odd hole-free and odd anti-hole-free).

A trigraph is called a bull provided that its vertex-set is {x1, x2, x3, y1, y2}, with adjacency
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as follows: x1x2, x2x3, x3x1, x1y1, x2y2 are adjacent pairs, and x1y2, x2y1, x3y1, x3y2, y1y2

are anti-adjacent pairs. (In other words, a trigraph is a bull provided that some realization

of it is a bull.) A trigraph is said to be bull-free provided that no induced subtrigraph of

it is a bull.

We observe that every bull-free (respectively: Berge) graph can be seen as a bull-free

(respectively: Berge) trigraph that has no semi-adjacent pairs. We remark that a trigraph

G is bull-free (respectively: odd hole-free, odd anti-hole-free, Berge) if and only if every

realization of G is bull-free (respectively: odd hole-free, odd anti-hole free, Berge).

Let us say that a class G of trigraphs is self-complementary provided that for all G ∈ G, we

have that G ∈ G. We now prove an easy lemma that will be used repeatedly in chapters

3 and 4.

2.2.1. The class of bull-free trigraphs is self-complementary. The class of Berge trigraphs

is self-complementary.

Proof. Note that the complement of a bull is again a bull; thus, the class of bull-free

trigraphs is self-complementary. The class of Berge trigraphs is self-complementary by

the definition of a Berge trigraph.

A clique (respectively: stable set) in a trigraph is a set of pairwise adjacent (respectively:

anti-adjacent) vertices; a strong clique (respectively: strongly stable set) is a set of pairwise

strongly adjacent (respectively: strongly anti-adjacent) vertices. A clique (respectively:

strong clique) that contains exactly three vertices is called a triangle (respectively: strong

triangle), and a stable set (respectively: strongly stable set) that contains exactly three

vertices is called a triad (respectively: strong triad). A trigraph is said to be triangle-free

(respectively: triad-free) provided that it contains no triangle (respectively: triad).

A trigraph G is said to be bipartite if its vertex-set can be partitioned into two (pos-
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sibly empty) strongly stable sets, A and B; under these circumstances, we say that (A,B)

is a bipartition of the bipartite trigraph G. A trigraph G is said to be complement-

bipartite provided that its vertex-set can be partitioned into two (possibly empty) strong

cliques, A and B; under these circumstances, we say that (A,B) is a bipartition of the

complement-bipartite trigraph G. We remark that a trigraph G is bipartite (respectively:

complement-bipartite) with bipartition (A,B) if and only if every realization of G is bi-

partite (respectively: complement-bipartite) with bipartition (A,B).

Given a trigraph G, a vertex a ∈ VG, and a set B ⊆ VGr{a}, we say that a is strongly com-

plete (respectively: strongly anti-complete, complete, anti-complete) to B provided that a

is strongly adjacent (respectively: strongly anti-adjacent, adjacent, anti-adjacent) to every

vertex in B; we say that a is mixed on B provided that a is neither strongly complete

nor strongly anti-complete to B. If a is complete (respectively: anti-complete) to B in

G, we also say that a is a center (respectively: anti-center) for B in G. Given disjoint

sets A,B ⊆ VG, we say that A is strongly complete (respectively: strongly anti-complete,

complete, anti-complete) to B provided that for every a ∈ A, a is strongly complete (re-

spectively: strongly anti-complete, complete, anti-complete) to B.

Given a trigraph G, a non-empty set S ⊆ VG is said to be a homogeneous set in G provided

that for every v ∈ VG r S, v is either strongly complete to S or strongly anti-complete to

S. A homogeneous set S in G is said to be proper provided that 2 ≤ |S| ≤ |VG| − 1. We

say that a trigraph G admits a homogeneous set decomposition provided that G contains

a proper homogeneous set. We observe that if S is a homogeneous set in G, and uv is

a semi-adjacent pair in G, then either u, v ∈ S or u, v ∈ VG r S. Given a homogeneous

set S in a trigraph G, the partition of G associated with the homogeneous set S is the

ordered triple (S,X, Y ), where X is the set of all vertices in VG r S that are strongly

complete to S, and Y is the set of all vertices in VG r S that are strongly anti-complete

to S. Clearly, if (S,X, Y ) is the partition of a trigraph G associated with a homogeneous
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set S, then S, X, and Y are pairwise disjoint, and VG = S ∪X ∪ Y . Note that if S is a

homogeneous set in a trigraph G, and (S,X, Y ) is the associated partition of G, then S is

also a homogeneous set in G, and (S, Y,X) is the associated partition of G.

If S is a homogeneous set in a trigraph G, then the reduction of the ordered pair (G,S) is

an ordered pair (H, s), where:

• H is a trigraph;

• s /∈ VG;

• VH = (VG r S) ∪ {s};

• H r s = Gr S;

• for all v ∈ VGrS, if v is strongly complete to S in G, then vs is a strongly adjacent

pair in H, and if v is strongly anti-complete to S in G, then vs is a strongly anti-

adjacent pair in H.

Intuitively, we can think of the trigraph H as being obtained from G by “contracting” the

homogeneous set S to a vertex. Clearly, H is (isomorphic to) an induced subtrigraph of G.

Let G1 and G2 be non-empty trigraphs with disjoint vertex sets, let v ∈ VG1 , and as-

sume that v is not an endpoint of any semi-adjacent pair in G1. We then say that a

trigraph G is obtained by substituting G2 for v in G1 provided that all of the following

hold:

• VG = (VG1 r {v}) ∪ VG2 ;

• G[VG1 r {v}] = G1 r v;

• G[VG2 ] = G2;



Chapter 2. Definitions: Graphs and Trigraphs 31

• for all v1 ∈ VG1 r {v} and v2 ∈ VG2 , v1v2 is a strongly adjacent pair in G if v1v is a

strongly adjacent pair in G1, and v1v2 is a strongly anti-adjacent pair in G if v1v is

a strongly anti-adjacent pair in G1.

We say that a trigraph G is obtained by substitution from smaller trigraphs provided that

there exist non-empty trigraphs G1 and G2 with disjoint vertex-sets satisfying |VG1 | < |VG|

and |VG2 | < |VG| (or equivalently: |VG1 | ≥ 2 and |VG2 | ≥ 2) and some v ∈ VG1 that is not

an endpoint of any semi-adjacent pair in G1, such that G is obtained by substituting G2

for v in G1. We observe that a trigraph G admits a homogeneous set decomposition if

and only if G is obtained from smaller trigraphs by substitution. We will use the following

result several times in this thesis.

2.2.2. Let G1 and G2 be non-empty trigraphs with disjoint vertex sets, let v ∈ VG1, and

assume that v is not an endpoint of any semi-adjacent pair in G1. Assume that a trigraph

G is obtained by substituting G2 for v in G1. Then all of the following hold:

• G is bull-free if and only if both G1 and G2 are bull-free;

• G is odd hole-free if and only if both G1 and G2 are odd hole-free;

• G is odd anti-hole-free if and only if both G1 and G2 are odd anti-hole-free;

• G is Berge if and only if G1 and G2 are both Berge.

Proof. This is an easy consequence of the fact that bulls, holes of length at least five, and

anti-holes of length at least five do not admit a homogeneous set decomposition.

Next, let G be a trigraph, and let A and B be non-empty, disjoint subsets of VG. We

say that (A,B) is a homogeneous pair in G provided that no vertex in VG r (A ∪ B) is

mixed on A, and no vertex in VGr (A∪B) is mixed on B. We observe that if (A,B) is a

homogeneous pair in G, and uv is a semi-adjacent pair in G, then either u, v ∈ A ∪ B or

u, v ∈ VGr(A∪B). If (A,B) is a homogeneous pair in G, and C is the set of all vertices in

VGr(A∪B) that are strongly complete to A and strongly anti-complete to B, D is the set
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of all vertices in VGr (A∪B) that are strongly complete to B and strongly anti-complete

to A, E is the set of all vertices in VGr (A∪B) that are strongly complete to A∪B, and

F is the set of all vertices in VG r (A∪B) that are strongly anti-complete to A∪B, then

we say that (A,B,C,D,E, F ) is the partition of G associated with the homogeneous pair

(A,B). Note that if (A,B) is a homogeneous pair in G, and if (A,B,C,D,E, F ) is the

associated partition of G, then (A,B) is a homogeneous pair in G, and (A,B,D,C, F,E)

is the associated partition of G.

A homogeneous pair (A,B) in a trigraph G is said to be tame provided that the following

two conditions are satisfied:

• A is neither strongly complete nor strongly anti-complete to B;

• 3 ≤ |A ∪B| ≤ |VG| − 3

A trigraph G is said to admit a homogeneous pair decomposition provided that it contains

a tame homogeneous pair. Clearly a trigraph G admits a homogeneous pair decomposition

if and only if G does.

If (A,B) is a homogeneous pair in a trigraph G, and if (A,B,C,D,E, F ) is the asso-

ciated partition of G, then the semi-adjacent reduction of the triple (G,A,B) is a triple

(H, a, b) such that:

• H is a trigraph;

• a, b /∈ VG;

• VH = {a, b} ∪ C ∪D ∪ E ∪ F ;

• ab is a semi-adjacent pair in H;

• H[C ∪D ∪ E ∪ F ] = G[C ∪D ∪ E ∪ F ];

• a is strongly complete to C ∪ E and strongly anti-complete to D ∪ F in G;
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• b is strongly complete to D ∪ E and strongly anti-complete to C ∪ F in G.

Intuitively, we can think of the trigraph H as being obtained from G by “contracting” the

homogeneous pair (A,B) to a semi-adajcent pair ab. Note that if A is neither strongly

complete nor strongly anti-complete to B in H, then every realization of H is (isomorphic

to) an induced subgraph of some realization of G.
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Chapter 3

The Structure of Bull-Free Perfect

Graphs

In this chapter, we use the structure theorem for bull-free trigraphs due to Chudnovsky

[7, 8, 9, 10] to derive a structure theorem for bull-free Berge trigraphs. Since every graph

can be thought of as a trigraph in a natural way (indeed, a graph is simply a trigraph with

no semi-adjacent pairs), this is implicitly a structure theorem for bull-free Berge graphs,

and therefore (by the Strong Perfect Graph Theorem 1.1.2) it is a structure theorem for

bull-free perfect graphs.

This chapter is organized as follows. In section 3.1, we define “elementary trigraphs,”

and we use a result from [7] to reduce our problem to finding the structure of all elemen-

tary bull-free Berge trigraphs. We then cite the structure theorem for elementary bull-free

trigraphs from [10]; this theorem states that every bull-free trigraph G is either obtained

from smaller bull-free trigraphs by substitution, or G or its complement is an “elementary

expansion” (this is defined later, in section 3.3) of a trigraph in one of two basic classes

(classes T1 and T2). We complete section 3.1 by stating our main theorem (3.1.4), the

structure theorem for all bull-free Berge trigraphs; however, we do not prove this theorem

in section 3.1 (we only do this in section 3.6), and we also postpone defining certain terms
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used in the theorem. In section 3.2, we introduce “good homogeneous pairs,” and we

prove a useful lemma about them; good homogeneous pairs appear in sections 3.3 and 3.5.

In section 3.3, we study “elementary expansions.” Informally, an elementary expansion

of a trigraph H is the trigraph obtained by expanding some semi-adjacent pairs of H to

homogeneous pairs of a certain kind. We show that if G is an elementary expansion of a

trigraph H, then G is Berge if and only if H is. In section 3.4, we give the definition of

the class T1 from [10] and derive the class T ∗1 of all Berge trigraphs in T1. In section 3.5,

we define the class T2 from [10], and prove that every trigraph in T2 is Berge. Finally, in

section 3.6, we prove our main theorem.

3.1 Structure Theorem for Bull-Free Berge Trigraphs

Following [7], we call a bull-free trigraph G elementary provided that it contains no three-

edge path P such that some vertex of G is a center for P , and some vertex of G is an

anti-center for P . A bull-free trigraph that is not elementary is said to be non-elementary.

We now state a decomposition theorem from [7] (this is 3.3 from [7]; we remark that not

all terms from the statement of this theorem have been defined in this thesis).

3.1.1 (Chudnovsky [7]). Let G be a non-elementary bull-free trigraph. Then at least one

of the following holds:

• G or G belongs to T0;

• G or G contains a homogeneous pair of type zero;

• G admits a homogeneous set decomposition.

We omit the definitions of the class T0 and of a homogeneous pair of type zero, and instead

refer the reader to [7]. What we need here is the fact (easy to check) that every trigraph

in T0 contains a hole of length five, as does every trigraph that contains a homogeneous

pair of type zero. Now 3.1.1 implies that every non-elementary bull-free trigraph that does

not contain a hole of length five (and in particular, every non-elementary bull-free Berge



Chapter 3. The Structure of Bull-Free Perfect Graphs 36

trigraph) admits a homogeneous set decomposition; we state this result below for future

reference.

3.1.2. Every non-elementary bull-free trigraph that does not contain a hole of length five

admits a homogeneous set decomposition. In particular, every non-elementary bull-free

Berge trigraph admits a homogeneous set decomposition.

While the proof of 3.1.1 is relatively involved, if we restrict our attention to non-elementary

bull-free trigraphs G that do not contain a hole of length five, only a couple of pages are

needed to prove that G admits a homogeneous set decomposition (we refer the reader

to the proof of 5.2 from [7]). We also remark that for the case of graphs (rather than

trigraphs), a result analogous to 3.1.2 was originally proven in [34].

Recall that a trigraph G admits a homogeneous set decomposition if and only if it can

be obtained from smaller trigraphs by substitution. Since the class of bull-free Berge

trigraphs is closed under substitution (by 2.2.2), we need only consider bull-free Berge

trigraphs that do not admit a homogeneous set decomposition, and by 3.1.2, all such tri-

graphs are elementary. Thus, the rest of the chapter deals with bull-free Berge trigraphs

that are elementary.

We now state the structure theorem for elementary bull-free trigraphs. (We note that

some terms used in the statement of this theorem have not yet been defined.) The follow-

ing is an immediate consequence of 6.1 and 5.5 from [10].

3.1.3 (Chudnovsky [10]). Let G be an elementary bull-free trigraph that is not obtained

from smaller bull-free trigraphs by substitution. Then at least one of the following holds:

• G or G is an elementary expansion of a member of T1;

• G is an elementary expansion of a member of T2.

Conversely, if H is a trigraph such that either one of H and H is an elementary expansion
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of a member of T1, or H is an elementary expansion of a trigraph in T2, then H is an

elementary bull-free trigraph.

We note that some trigraphs H that satisfy the hypotheses of 3.1.3 admit a homogeneous

set decomposition (that is, they can be obtained by substitution from smaller bull-free

trigraphs).

The definitions of classes T1 and T2, as well as of elementary expansions, are long and

complicated, and we do not give them in this section. Instead, we give the definition

of an elementary expansion of a trigraph in section 3.3; we prove there that if G is an

elementary expansion of a trigraph H, then G is Berge if and only if H is. In section 3.4,

we give the definition of the class T1, and we derive the class T ∗1 of all Berge trigraphs in

T1. In section 3.5, we give the definition of the class T2, and we prove that every trigraph

in T2 is Berge. In section 3.6 (the final section), we put all of this together to derive the

structure theorem for Berge bull-free trigraphs, which we state below.

3.1.4. Let G be a trigraph. Then G is bull-free and Berge if and only if at least one of

the following holds:

• G is obtained from smaller bull-free Berge trigraphs by substitution;

• G or G is an elementary expansion of a trigraph in T ∗1 ;

• G is an elementary expansion of a trigraph in T2.

3.2 Good Homogeneous Pairs

We say that a homogeneous pair (A,B) in a trigraph G is good provided that the following

three conditions hold:

• neither G[A] nor G[B] contains a three-edge path;

• there does not exist a path v1−v2−v3−v4 in G such that v1, v4 ∈ A and v2, v3 ∈ B;
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• there does not exist a path v1−v2−v3−v4 in G such that v1, v4 ∈ B and v2, v3 ∈ A.

We observe that if (A,B) is a good homogeneous pair in a trigraph G, then (A,B) is a

good homogeneous pair in G as well; this follows from the fact that the complement of

a three-edge path is again a three-edge path. Good homogeneous pairs will appear in

sections 3.3 and 3.5 below. There, we will need the following lemma.

3.2.1. Let G be a trigraph, let (A,B) be a good homogeneous pair in G, and let W be the

vertex-set of an odd hole or an odd anti-hole in G. Then |W ∩A| ≤ 1 and |W ∩B| ≤ 1.

Proof. First, by passing to G if necessary, we may assume that W is the vertex-set of an

odd hole in G. Next, let Ĝ be a realization of G in which W is the vertex-set of an odd

hole. Finally, let (A,B,C,D,E, F ) be the partition of G associated with (A,B).

We begin by proving that W 6⊆ A ∪B. Suppose otherwise. Since the number of edges in

Ĝ[W ] with one endpoint in A and the other one in B is even, exactly one of Ĝ[W ∩ A]

and Ĝ[W ∩B] contains an odd number of edges; by symmetry, we may assume that Ĝ[B]

contains an odd number of edges. Since Ĝ[W ∩ B] contains no induced three-edge path,

and since Ĝ[W ] is a chordless cycle of length at least five, we know that Ĝ[W ∩B] contains

an edge b1b2 that meets no other edges in Ĝ[W ∩ B]. Since Ĝ[W ] is a chordless cycle of

length at least five, there exist some a1, a2 ∈W such that a1 − b1 − b2 − a2 is an induced

three-edge path in Ĝ[W ] (and therefore in G[W ] as well). Since the edge b1b2 meets no

other edges in Ĝ[W ∩ B], we know that a1, a2 ∈ A. But then the path a1 − b1 − b2 − a2

contradicts the fact that (A,B) is good.

We next show that |W ∩ A| ≤ 2 and |W ∩ B| ≤ 2. Suppose otherwise. By symme-

try, we may assume that |W ∩A| ≥ 3. Then W ∩ (C ∪E) = ∅, for otherwise, some vertex

in Ĝ[W ] would be of degree at least three. Since W 6⊆ A ∪ B, W intersects D ∪ F ; and

since Ĝ[W ] is connected, W ∩D 6= ∅. Now, fix some a ∈W ∩A and d ∈W ∩D. Note that

there are two paths in Ĝ[W ] between a and d that meet only at their endpoints; both of
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these paths pass through B, and so |W ∩B| ≥ 2. Fix distinct b1, b2 ∈W ∩B. Since B is

complete to D in Ĝ, and since Ĝ[W ] is a chordless cycle of length at least five, it follows

that W ∩ B = {b1, b2} and W ∩D = {d}. It then easily follows that W r {d} ⊆ A ∪ B.

Then Ĝ[W ∩A] is an odd path, and so since |W ∩A| ≥ 3, we get that Ĝ[A] (and therefore

G[A]) contains an induced three-edge path, contrary to the fact that (A,B) is good. Thus,

|W ∩A| ≤ 2 and |W ∩B| ≤ 2.

Finally, suppose that |W ∩ A| = 2; set W ∩ A = {a1, a2}. Since Ĝ[W ] is a chordless

cycle of length at least five, there exist some b1, b2 ∈W r {a1, a2} such that a1b1, a2b2 are

edges, and a1b2, a2b1 are non-edges in Ĝ. Since b1 and b2 are both mixed on A, it follows

that b1, b2 ∈ B; since |W ∩B| ≤ 2, this means that W ∩B = {b1, b2}. Since (A,B) is good,

and since Ĝ[W ] contains no cycles of length four, we know that both a1a2 and b1b2 are

non-edges. Note that W ∩ E = ∅, for otherwise, some vertex in W would be of degree at

least four in Ĝ[W ]. Thus, all neighbors of a1 in Ĝ[W ] lie in C ∪{b1}; since a1 has at least

two neighbors in W , this means that W ∩C 6= ∅. Similarly, W ∩D 6= ∅. But if c ∈W ∩C

and d ∈ W ∩D, then c− a1 − b1 − d− b2 − a2 − c is a (not necessarily induced) cycle of

length six in Ĝ[W ], which is impossible. Thus, |W ∩A| ≤ 1. In an analogous way, we get

that |W ∩B| ≤ 1. This completes the argument.

3.3 Elementary Expansions

Our goal in this section is to prove that if a trigraph G is an elementary expansion of

a trigraph H, then G is Berge if and only if H is Berge. Informally, a trigraph G is

said to be an “elementary expansion” of a trigraph H provided that G can be obtained

by “expanding” some semi-adjacent pairs of a certain kind to homogeneous pairs of a

corresponding kind. We start by defining the two kinds of semi-adjacent pair and the two

kinds of homogeneous pair that we will need. After that, we define elementary expansions.
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Semi-adjacent pairs of type one and two. Let G be a trigraph, let (a, b) be a semi-

adjacent pair in G, and let ({a}, {b}, C,D,E, F ) be the partition of G associated with the

homogeneous pair ({a}, {b}).

We say that (a, b) is a semi-adjacent pair of type one provided all of the following hold:

• C, D, and F are non-empty;

• E is empty;

• neither C nor D is strongly anti-complete to F .

We say that (a, b) is a semi-adjacent pair of type two provided all of the following hold:

• C, D, and F are non-empty;

• E is empty;

• C is not strongly anti-complete to F ;

• D is strongly anti-complete to F .

Finally, a semi-adjacent pair (a, b) in a trigraph G is said to be of complement type one

or of complement type two in G provided that (a, b) is a semi-adjacent pair of type one or

two, respectively, in G.

Closures of rooted forests. We say that a trigraph T is a forest provided that there

are neither triangles nor holes in T . (Thus, for any two vertices of T , there is at most one

path between them.) A connected forest is called a tree. A rooted forest is a (k+ 1)-tuple

T = (T, r1, ..., rk), where T is a forest with components T1, ..., Tk such that ri ∈ VTi for all

i ∈ {1, ..., k}. Given distinct u, v ∈ VT , we say that u is a descendant of v, or that v is an

ancestor of u, provided that u, v ∈ VTi for some i ∈ {1, ..., k}, and that if P is the (unique)

path from u to ri then v ∈ VP . We say that u and v are comparable in T provided that u

is either an ancestor or a descendant of v. We say that u is a child of v, or that v is the
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parent of u, provided that u and v are adjacent, and that u is a descendant of v. A vertex

v ∈ VT is a leaf in T provided that v has no descendants. We say that the rooted forest T

is good provided that for all semi-adjacent u, v ∈ VT , one of u and v is a leaf in T. Finally,

we say that the trigraph T ′ is the closure of the rooted forest T = (T, r1, ..., rk) provided

that:

• VT ′ = VT ;

• for all distinct u, v ∈ VT ′ , uv is an adjacent pair in T ′ if and only if u and v are

comparable in T;

• for all distinct u, v ∈ VT ′ , uv is a semi-adjacent pair in T ′ if and only if uv is a

semi-adjacent pair in T .

Homogeneous pairs of type one and two. A tame homogeneous pair (A,B) in a

trigraph G is said to be of type one in G provided that the associated partition (A,B,C,D,

E, F ) of G satisfies all of the following:

(1) A and B are strongly stable sets;

(2) C, D, and F are all non-empty;

(3) E is empty;

(4) neither C nor D is strongly anti-complete to F .

A tame homogeneous pair (A,B) in a trigraph G is said to be of type two in G provided

there exists a good rooted forest T = (T, r1, ..., rk) such that the partition (A,B,C,D,

E, F ) of G associated with (A,B) satisfies all of the following:

(1) A is a strongly stable set;

(2) G[B] is the closure of T;

(3) if a ∈ A is adjacent to b ∈ B, then a is strongly adjacent to every descendant of b in

T;
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(4) if all of the following hold:

– u, v ∈ B and u, v ∈ VTi for some i ∈ {1, ..., k},

– u is a child of v in T,

– P is the (unique) path in Ti between ri and v,

– X is the component of Ti r (VP r {v}) that contains u and v,

– Y is the set of vertices of X that are semi-adjacent to v,

– a ∈ A is adjacent to u and anti-adjacent to v;

then a is strongly complete to Y and to B r (VX ∪ VP ), and strongly anti-complete

to VP r {v};

(7) C, D, and F are all non-empty;

(8) E is empty;

(9) C is not strongly anti-complete to F ;

(10) D is strongly anti-complete to F .

We will need the following result.

3.3.1. Let G be a trigraph, and let (A,B) be a homogeneous pair of type one or two in

one of G and G. Then (A,B) is a good homogeneous pair in G.

Proof. Recall that (A,B) is a good homogeneous pair in G if and only if (A,B) is a good

homogeneous pair in G. So we may assume that (A,B) is a homogeneous pair of type one

or two in G. Now, we need to prove the following:

• neither G[A] nor G[B] contains a three-edge path;

• there does not exist a path v1−v2−v3−v4 in G such that v1, v4 ∈ A and v2, v3 ∈ B;

• there does not exist a path v1−v2−v3−v4 in G such that v1, v4 ∈ B and v2, v3 ∈ A.
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If (A,B) is a homogeneous pair of type one, then A and B are both stable, and the result

is immediate. So assume that (A,B) is a homogeneous pair of type two. Then A is stable,

and so G[A] contains no three-edge path. Furthermore, there is no path v1 − v2 − v3 − v4

in G with v1, v4 ∈ B and v2, v3 ∈ A. Let T = (T, r1, ..., rk) be a good rooted forest such

that G[B] is the closure of T, as in the definition of a homogeneous pair of type two.

Suppose that v1 − v2 − v3 − v4 is a three-edge path in G[B]; then v1, v2, v3, v4 ∈ VTi

for some component Ti of T . Since v1− v2− v3 is a path, v2 is comparable to both v1 and

v3 in T, and either v1 and v3 are not comparable in T or there exist distinct i, j ∈ {1, 2}

such that vi is a leaf in T and vi is a child of and is semi-adjacent to vj ; it then easily

follows that v2 is an ancestor of both v1 and v3. Similarly, since v2 − v3 − v4 is a path, v3

is an ancestor of both v2 and v4. But then v2 is an ancestor of v3, and v3 is an ancestor

of v2, which is impossible. Thus, G[B] contains no three-edge path.

Suppose now that v1−v2−v3−v4 is a three-edge path in G with v1, v4 ∈ A and v2, v3 ∈ B.

Then v2 and v3 are comparable in T; by symmetry, we may assume that v3 is a descendant

of v2. But then the fact that v1 is adjacent to v2 implies that v1 is strongly adjacent to

v3, which contradicts the fact that v1 − v2 − v3 − v4 is a path.

We now give the definition of an elementary expansion of a trigraph, and prove the main

result of this section.

Elementary expansions. Let H and G be trigraphs. We say that G is an elementary

expansion of H provided that VG =
⋃
v∈VH Xv, where the Xv’s are non-empty and pairwise

disjoint, and all of the following hold:

(1) if u, v ∈ VH are strongly adjacent, then Xu is strongly complete to Xv;

(2) if u, v ∈ VH are strongly anti-adjacent, then Xu is strongly anti-complete to Xv;
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(3) if v ∈ VH is not an endpoint of any semi-adjacent pair of type one or two, or of

complement type one or two, then |Xv| = 1;

(4) if u, v ∈ VH are semi-adjacent, and neither (u, v) nor (v, u) is a semi-adjacent pair

of type one or two, or of complement type one or two, then the unique vertex of Xu

is semi-adjacent to the unique vertex of Xv;

(5) if (u, v) is a semi-adjacent pair of type one or two in H, then either |Xu| = |Xv| = 1

and the unique vertex of Xu is semi-adjacent to the unique vertex of Xv, or (Xu, Xv)

is a homogeneous pair of type one or two, respectively, in G;

(6) if (u, v) is a semi-adjacent pair of complement type one or two in H, then either

|Xu| = |Xv| = 1 and the unique vertex of Xu is semi-adjacent to the unique vertex

of Xv, or (Xu, Xv) is a homogeneous pair of type one or two, respectively, in G;

Note that every trigraph is an elementary expansion of itself.

3.3.2. Let G and H be trigraphs, and assume that G is an elementary expansion of H.

Then G is Berge if and only if H is Berge.

Proof. The ‘only if’ part follows from the fact that every realization of H is an induced

subgraph of some realization of G. To prove the ‘if’ part, we assume that H is Berge.

Suppose that G is not Berge, and let W be the vertex-set of an odd hole or an odd anti-

hole in G. By 3.3.1 and 3.2.1, we have that |W ∩ Xv| ≤ 1 for all v ∈ VH . But then

{v ∈ VH | W ∩Xv 6= ∅} is the vertex-set of an odd hole or an odd anti-hole in H, which

contradicts the assumption that H is Berge.

3.4 Class T1

In this section, we state the definition of the class T1 from [10], and we derive the class

T ∗1 of all Berge trigraphs in T1. The section is organized as follows. We first define ‘clique

connectors’ and ‘tulips.’ Clique connectors can conveniently be thought of as the basic
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‘building blocks’ of trigraphs in T1 and T ∗1 . A clique connector consists of a bipartite

trigraph and a strong clique that ‘attaches’ to the bipartite trigraph in a certain specified

way; a tulip is a special kind of clique connector. We next introduce trigraphs called ‘tulip

beds,’ which consist of a bipartite trigraph and an unlimited number of strong cliques

that ‘attach’ to the bipartite trigraph as partially overlapping tulips. We prove that each

tulip bed is Berge (see 3.4.6). We then define ‘melts’ (which are tulip beds and therefore

Berge), and trigraphs that ‘admit an H-structure’ for some ‘usable’ graph H. The class

T1 is defined to be the collection of all melts and all trigraphs that admit an H-structure

for some usable graph H. Finally, we define the subclass T ∗1 of T1, and to complete the

section, we prove that every trigraph in T ∗1 is a tulip bed (and therefore Berge), and that

every Berge trigraph in T1 is in T ∗1 . (However, we note that not every tulip bed is bull-free,

and consequently, the class T ∗1 is only a proper subclass of the class of all tulip beds.)

Clique connectors. Let G be a trigraph such that VG = K ∪A∪B ∪C ∪D, where K,

A, B, C, and D are pairwise disjoint. Assume that K = {k1, ..., kt} is a strong clique, and

that A, B, C, and D are strongly stable sets. Let A =
⋃t
i=1Ai, B =

⋃t
i=1Bi, C =

⋃t
i=1Ci,

and D =
⋃t
i=1Dt, and assume that A1, ..., At, B1, ..., Bt, C1, ..., Ct, D1, ..., Dt are pairwise

disjoint. Assume that for all i ∈ {1, ..., t}, the following hold:

(1) Ai is strongly complete to {k1, ..., ki−1};

(2) Ai is complete to {ki};

(3) Ai is strongly anti-complete to {ki+1, ..., kt};

(4) Bi is strongly complete to {kt−i+2, ..., kt};

(5) Bi is complete to {kt−i+1};

(6) Bi is strongly anti-complete to {k1, ..., kt−i}.

For each i ∈ {1, ..., t}, let A′i be the set of all vertices in Ai that are semi-adjacent to ki,

and let B′i be the set of all vertices in Bi that are semi-adjacent to kt−i+1 (thus, |A′i| ≤ 1
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and |B′i| ≤ 1). Next, assume that:

(7) if there exist some i, j ∈ {1, ..., t} such that i+ j 6= t and Ai is not strongly complete

to Bj , then |K| = |A| = |B| = 1, and the unique vertex of A is semi-adjacent to the

unique vertex of B;

(8) for all i ∈ {1, ..., t}, A′i is strongly complete to Bt−i, B
′
t−i is strongly complete to Ai,

and the adjacency between Ai rA′i and Bt−i rB′t−i is arbitrary;

(9) A ∪K is strongly anti-complete to D, and B ∪K is strongly anti-complete to C;

(10) for all i ∈ {1, ..., t}, Ci is strongly complete to
⋃i−1
j=1Aj and strongly anti-complete

to
⋃t
j=i+1Aj ;

(11) for all i ∈ {1, ..., t}, Ci is strongly complete to A′i, every vertex of Ci has a neighbor

in Ai, and otherwise the adjacency between Ci and Ai rA′i is arbitrary;

(12) for all i ∈ {1, ..., t}, Di is strongly complete to
⋃i−1
j=1Bj and strongly anti-complete

to
⋃t
j=i+1Bj ;

(13) for all i ∈ {1, ..., t}, Di is strongly complete to B′i, every vertex of Di has a neighbor

in Bi, and otherwise the adjacency between Di and Bi rB′i is arbitrary;

(14) for all i, j ∈ {1, ..., t}, if i+ j > t then Ci is strongly complete to Dj , and otherwise

the adjacency between Ci and Dj is arbitrary;

(15) At and Bt are both non-empty.

We then say that G is a (K,A,B,C,D)-clique connector. If for all i, j ∈ {1, ..., t} such

that i + j 6= t we have that Ai is strongly complete to Bj , then we say that G is a non-

degenerate (K,A,B,C,D)-clique connector; otherwise, we say that G is degenerate. If C

and D are both empty, and for all i, j ∈ {1, ..., t} such that i + j 6= t we have that Ai is

strongly complete to Bj , then we say that G is a (K,A,B)-tulip.



Chapter 3. The Structure of Bull-Free Perfect Graphs 47

We say that a trigraph G is a clique connector provided that there exist some K,A,B,C,D

such that G is a (K,A,B,C,D)-clique connector; we say that G is a degenerate (respec-

tively: non-degenerate) clique connector provided that there exist some K,A,B,C,D such

thatG is a degenerate (respectively: non-degenerate) (K,A,B,C,D)-clique connector. We

say that G is a tulip if there exist some K,A,B such that G is a (K,A,B)-tulip.

We observe thatG is a (K,A,B,C,D)-clique connector if and only ifG is a (K,B,A,D,C)-

clique connector; similarly, G is a (K,A,B)-tulip if and only if G is a (K,B,A)-tulip;

we will exploit this symmetry throughout the section. We also note that if G is a

(K,A,B,C,D)-clique connector, then G[A ∪ B ∪ C ∪ D] is a bipartite trigraph with bi-

partition (A∪D,B ∪C). Finally, we note that G is a (K,A,B)-tulip if and only if G is a

non-degenerate (K,A,B, ∅, ∅)-clique connector.

All non-degenerate clique connectors (and therefore, all tulips) are Berge, as we will see

in a slightly more general setting later in the section (see 3.4.6 and the comment after it).

For now, we prove three results about clique connectors and tulips. The first (3.4.1) gives

a necessary and sufficient condition for a degenerate clique connector to be Berge; the

second (3.4.2) states that each Berge degenerate clique connector becomes non-degenerate

after relabeling; and the third (3.4.3) is a technical lemma about tulips that will be used

throughout this section.

3.4.1. Let G be a degenerate (K,A,B,C,D)-clique connector. Then G is Berge if and

only if at least one of C and D is empty.

Proof. Since G is degenerate, we can set K = {k1}, A = A1 = {a}, and B = B1 =

{b}, with a and b semi-adjacent. Furthermore, by axiom (14) from the definition of a

clique connector, we know that C is strongly complete to D. Now, for the ‘only if’ part,

we observe that if both C and D are non-empty with some c ∈ C and d ∈ D, then

k1−a− c−d− b−k1 is an odd hole in G, and so G is not Berge. For the ‘if’ part, suppose

that at least one of C and D is empty. If both C and D are empty, then |VG| = 3 and G
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is Berge. So suppose that exactly one of C and D is empty; by symmetry, we may assume

that C 6= ∅ and D = ∅. Now, we claim that C is a homogeneous set in G. First, we know

by axiom (11) from the definition of a (K,A,B,C,D)-clique connector that every vertex

in C has a neighbor in A; since A = {a} and a is semi-adjacent to b /∈ C, it follows that C

is strongly complete to A. Second, by axiom (9), we know that C is strongly anti-complete

to K ∪B. Thus, C is a homogeneous set in G, as claimed. Since |K| = |A| = |B| = 1, and

since D = ∅, it follows that G is obtained by substituting the trigraph G[C] for a vertex

in a 4-vertex trigraph. G[C] is Berge because C is a strongly stable set in G, and clearly,

every 4-vertex trigraph is Berge. By 2.2.2 then, G is Berge.

3.4.2. If G is a degenerate (K,A,B,C, ∅)-clique connector, then G is a non-degenerate

(B,A,K,C, ∅)-clique connector, and if G is a degenerate (K,A,B, ∅, D)-clique connector,

then G is a non-degenerate (A,K,B, ∅, D)-clique connector.

Proof. This is immediate from the definition.

3.4.3. Let G be a (K,A,B)-tulip, and let p1 − p2 − p3 − p4 be a path in G such that

p2, p3 ∈ K. Then either p1 ∈ A and p4 ∈ B, or p1 ∈ B and p4 ∈ A.

Proof. Since K is a strong clique, we know that p1, p4 /∈ K; thus, p1, p4 ∈ A ∪ B. Now,

suppose that neither of the stated outcomes holds. By symmetry then, we may assume

that p1, p4 ∈ A. Set K = {k1, ..., kt} as in the definition of a tulip, and set p2 = ki and

p3 = kj ; by symmetry, we may assume that i < j. Since p4 is adjacent to p3 = kj , we

know that p4 is strongly complete to {k1, ..., kj−1}, and so in particular, p4 is strongly

adjacent to p2 = ki, which is a contradiction.

Tulip beds. We say that a trigraph G is a tulip bed provided that either G is bipartite,

or VG can be partitioned into (non-empty) sets F1, F2, Y1, ..., Ys (for some integer s ≥ 1)

such that all of the following hold:

(1) F1 and F2 are strongly stable sets;
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(2) Y1, ..., Ys are strong cliques, pairwise strongly anti-complete to each other;

(3) for all v ∈ F1 ∪ F2, v has neighbors in at most two of Y1, ..., Ys;

(4) for all adjacent v1 ∈ F1 and v2 ∈ F2, v1 and v2 have common neighbors in at most

one of Y1, ..., Ys;

(5) for all l ∈ {1, ..., s}, if Xl is the set of all vertices in F1 ∪ F2 with a neighbor in Yl,

then G[Yl ∪Xl] is a (Yl, Xl ∩ F1, Xl ∩ F2)-tulip.

As we stated at the beginning of this section, not all tulip beds are bull-free (for example,

a bull that contains no semi-adjacent pairs is easily seen to be a tulip bed). However, all

tulip beds are Berge, and we now turn to proving this fact. We begin with some technical

lemmas.

3.4.4. Let G be a tulip bed, and let F1, F2, Y1, ..., Ys, X1, ..., Xs be as in the definition of

a tulip bed. Let v1 ∈ F1, v2 ∈ F2, and l ∈ {1, ..., s}, and assume that v1 and v2 have a

common neighbor in Yl. Then both of the following hold:

• v1v2 is a strongly adjacent pair;

• v1 and v2 have no common anti-neighbor in Yl.

Proof. Clearly, v1, v2 ∈ Xl. Set K = Yl, A = Xl ∩ F1, and B = Xl ∩ F2. Now G[Yl ∪Xl]

is a (K,A,B)-tulip, v1 ∈ A, v2 ∈ B, and v1 and v2 have a common neighbor in K. Set

K = {k1, ..., kt}, A =
⋃t
i=1Ai, and B =

⋃t
i=1Bi as in the definition of a (K,A,B)-tulip.

Fix i ∈ {1, ..., t} such that ki is a common neighbor of v1 and v2. Fix p, q ∈ {1, ..., t} such

that v1 ∈ Ap and v2 ∈ Bq. Since v1 ∈ Ap is adjacent to ki, we know by axioms (1), (2),

and (3) from the definition of a (K,A,B)-tulip that i ≤ p; and since v2 ∈ Bq is adjacent

to ki, we know by axioms (4), (5), and (6) that t − q + 1 ≤ i. Thus, t − q + 1 ≤ p, and

so p + q ≥ t + 1. In particular, p + q 6= t, and so Ap is strongly complete to Bq (this

follows from the fact that tulips are non-degenerate clique connectors). Since v1 ∈ Ap and

v2 ∈ Bq, it follows that v1v2 is a strongly adjacent pair.
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It remains to show that v1 and v2 do not have a common anti-neighbor in Yl. Sup-

pose otherwise; fix j ∈ {1, ..., t} such that kj is anti-adjacent to both v1 and v2. Since kj

is anti-adjacent to v1 ∈ Ap, we know by axioms (1), (2), and (3) from the definition of a

(K,A,B)-tulip that p ≤ j; and since kj is anti-adjacent to v2 ∈ Bq, we know by axioms

(4), (5), and (6) that j ≤ t− q+1. But now p ≤ t− q+1, and so p+ q ≤ t+1. We showed

before that p + q ≥ t + 1, and so it follows that p + q = t + 1, and consequently, that

j = p = t− q+ 1. Since kj = kp is anti-adjacent to v1 ∈ Ap, axiom (2) from the definition

of a (K,A,B)-tulip implies that kj is semi-adjacent to v1; similarly, since kj = kt−q+1 is

anti-adjacent to v2 ∈ Bq, axiom (5) implies that kj is semi-adjacent to v2. But now kj is

semi-adjacent to both v1 and v2, which is impossible by the definition of a trigraph.

We remark that a result very similar to 3.4.4 was proven in [8] (see the proof of 3.1,

statements (1) and (3), from [8]).

3.4.5. No tulip bed contains a three-edge path with a center.

Proof. Let G be a tulip bed, and suppose that p1− p2− p3− p4 is a path with a center pc

in G. Since G contains a triangle, G is not bipartite. Then let F1, F2, Y1, ..., Ys, X1, ..., Xs

be as in the definition of a tulip bed.

Our first goal is to show that pc /∈ F1 ∪ F2. Suppose otherwise. Since {pc, p2, p3} is a

triangle, we know that p2 and p3 cannot both lie in F1∪F2; by symmetry, we may assume

that p2 /∈ F1 ∪ F2; thus, p2 ∈ Yl for some l ∈ {1, ..., s}. We claim that p3 ∈ Yl. Suppose

otherwise. Since p2p3 is an adjacent pair and the strong cliques Y1, ..., Ys are strongly

anti-complete to each other, this means that p3 ∈ F1 ∪ F2. Now, {pc, p3, p4} is a triangle,

and so p4 /∈ F1 ∪F2. Since pc, p3 ∈ F1 ∪F2 are adjacent with a common neighbor p2 ∈ Yl,

axiom (4) from the definition of a tulip bed implies that all common neighbors of pc and

p3 lie in Yl, and so p4 ∈ Yl. But then p2, p4 ∈ Yl, which is impossible since p2p4 is an

anti-adjacent pair and Yl is a strong clique. Thus, p3 ∈ Yl. Now, p2, p3 ∈ Yl, Yl is a
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strong clique, and p1p3 and p2p4 are anti-adjacent pairs; thus, p1, p4 /∈ Yl, and therefore,

p1, p4 ∈ F1 ∪ F2. Clearly, pc, p1, p4 ∈ Xl; by symmetry, we may assume that pc ∈ Xl ∩ F1.

Since pc is complete to {p1, p4} and F1 is strongly stable, it follows that p1, p4 ∈ Xl ∩ F2.

But then the path p1 − p2 − p3 − p4 contradicts 3.4.3. This proves that pc /∈ F1 ∪ F2.

Let l ∈ {1, ..., s} be such that pc ∈ Yl. Since pc ∈ Yl is complete to {p1, p2, p3, p4},

we know that p1, p2, p3, p4 ∈ Yl ∪Xl. Since p1p4 is an anti-adjacent pair, p1 and p4 cannot

both lie in Yl; by symmetry, we may assume that p1 ∈ Xl ∩ F1. Since p1p2 is an adjacent

pair, there are two cases to consider: when p2 ∈ Yl, and when p2 ∈ Xl ∩ F2. Suppose first

that p2 ∈ Yl. Since p2p4 is an anti-adjacent pair, this means that p4 /∈ Yl; since p1p4 is

an anti-adjacent pair with a common neighbor in Yl, and since p1 ∈ Xl ∩F1, 3.4.4 implies

that p4 ∈ Xl ∩ F1. Since p3p4 is an adjacent pair, we know that p3 /∈ Xl ∩ F1; and since

p1 ∈ Xl ∩ F1 and p3 are anti-adjacent with a common neighbor in Yl, we know by 3.4.4

that p3 /∈ Xl ∩ F2. Thus, p3 ∈ Yl. But then the path p1 − p2 − p3 − p4 contradicts 3.4.3.

Thus, p2 ∈ Xl ∩ F2. The fact that p1p4 is an anti-adjacent pair with a common neighbor

pc ∈ Yl, together with the fact that p1 ∈ Xl ∩ F1, implies (by 3.4.4) that p4 /∈ Xl ∩ F2.

Similarly, since p2p4 is an anti-adjacent pair with a common neighbor pc ∈ Yl, and since

p2 ∈ Xl ∩F2, we have that p4 /∈ Xl ∩F1. Finally, since p1 ∈ Xl ∩F1 and p2 ∈ Xl ∩F2 have

a common neighbor pc ∈ Yl, 3.4.4 implies that p1 and p2 have no common anti-neighbor

in Yl, and so p4 /∈ Yl. But then p4 /∈ Yl ∪Xl, which is a contradiction.

3.4.6. Each tulip bed is Berge.

Proof. Let G be a tulip bed. Since every anti-hole of length at least seven contains a

three-edge path with a center, 3.4.5 implies that G contains no anti-hole of length at least

seven. Since each anti-hole of length five is also a hole of length five, this reduces our

problem to proving that G contains no odd holes. If G is bipartite, then the result is

immediate; so assume that G is not bipartite. Now let F1, F2, Y1, ..., Ys, X1, ..., Xs be as in

the definition of a tulip bed.
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Suppose that w0 − w1 − ... − w2k − w0 (with indices in Z2k+1 for some integer k ≥ 2)

is an odd hole in G, and set W = {w0, w1, ..., w2k}. We will obtain a contradiction by

showing that G[W ] is bipartite. Note that it suffices to show that for all l ∈ {1, ..., s},

G[W ∩ (Yl ∪ F1 ∪ F2)] is bipartite with some bipartition (F l1, F
l
2) such that W ∩ F1 ⊆ F l1

and W ∩ F2 ⊆ F l2, for then the fact that Y1, ..., Ys are pairwise strongly anti-complete to

each other will imply that G[W ] is bipartite with bipartition (
⋃s
l=1 F

l
1,
⋃s
l=1 F

l
2).

We begin by showing that for all l ∈ {1, ..., s} and i ∈ Z2k+1 such that wi ∈ Yl, wi is

strongly anti-complete to at least one of W ∩ F1 and W ∩ F2. Suppose otherwise. Fix

some l ∈ {1, ..., s} and i ∈ Z2k+1 such that wi ∈ Yl, and wi has neighbors in both W ∩ F1

and W ∩ F2. First, note that wi is anti-complete to at least one of W ∩ F1 and W ∩ F2;

indeed if there existed some i1, i2 ∈ Z2k+1 such that wi1 ∈W ∩ F1, wi2 ∈W ∩ F2, and wi

is strongly adjacent to both wi1 and wi2 , then (by 3.4.4) wi1 and wi2 would be strongly

adjacent, and {wi, wi1 , wi2} would be a strong triangle in G[W ], which is impossible. Now

suppose that there exist some i1, i2 ∈ Z2k+1 such that wi1 ∈ W ∩ F1, wi2 ∈ W ∩ F2,

wi is adjacent to both wi1 and wi2 and semi-adjacent to one of them. By symmetry,

we may assume that wi is strongly adjacent to wi1 and semi-adjacent to wi2 ; thus, wi is

anti-complete to W ∩ F2. Since wi1 ∈ F1 and wi2 ∈ F2 have a common neighbor wi ∈ Yl,

3.4.4 implies that wi1wi2 is a strongly adjacent pair. Since wiwi1 and wi1wi2 are strongly

adjacent pairs, by symmetry, we may assume that wi1 = wi+1 and wi2 = wi+2. Since

wiwi+2 is a semi-adjacent pair, wi−1wi is a strongly adjacent pair; as wi is anti-complete

to W ∩ F2, it follows that wi−1 /∈ F2. Next, the fact that wi+1 ∈ F1 and wi+2 ∈ F2 have

a common neighbor in Yl implies (by 3.4.4) that wi+1 and wi+2 do not have a common

anti-neighbor in Yl; thus, the fact that wi−1 is anti-adjacent to both wi+1 and wi+2 implies

that wi−1 /∈ Yl. It follows that wi−1 ∈ F1. Then since wi−1 ∈ F1 and wi+2 ∈ F2 have a

common neighbor wi ∈ Yl, we know (by 3.4.4) that wi−1wi+2 is a strongly adjacent pair,

which is impossible. Thus, wi is strongly anti-complete to at least one ofW∩F1 andW∩F2.
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Next, fix l ∈ {1, ..., s}. We need to show that G[W ∩ (Yl ∪ F1 ∪ F2)] is bipartite with

some bipartition (F l1, F
l
2) such that W ∩ F1 ⊆ F l1 and W ∩ F2 ⊆ F l2. Since Yl is a strong

clique, we know that |W ∩ Yl| ≤ 2. If W ∩ Yl = ∅, then G[W ∩ (Yl ∪ F1 ∪ F2)] is bipartite

with bipartition (W ∩ F1,W ∩ F2), and we are done. So assume that 1 ≤ |W ∩ Yl| ≤ 2.

Suppose first that |W ∩ Yl| = 1, say W ∩ Yl = {wi}. By the above, wi is strongly

anti-complete to at least one of W ∩ F1 and W ∩ F2. By symmetry, we may assume that

wi is strongly anti-complete to W ∩ F1. But then G[W ∩ (Yl ∪ F1 ∪ F2)] is bipartite with

bipartition ((W ∩ F1) ∪ {wi},W ∩ F2).

Suppose now that |W ∩ Yl| = 2; since Yl is a strong clique, this means that W ∩ Yl =

{wi, wi+1} for some i ∈ Z2k+1. Clearly then, wi−1, wi+2 ∈ Xl. Now, wi−1−wi−wi+1−wi+2

is a three-edge path with wi, wi+1 ∈ Yl and wi−1, wi+2 ∈ F1∪F2; it then follows from 3.4.3

that either wi−1 ∈ F1 and wi+2 ∈ F2, or wi−1 ∈ F2 and wi+2 ∈ F1; by symmetry, we may

assume that the former holds. Then since each of wi and wi+1 is strongly anti-complete to

at least one of W ∩F1 and W ∩F2, it follows that wi is strongly anti-complete to W ∩F2,

and wi+1 is strongly anti-complete to W ∩ F1. Thus, F [W ∩ (Yl ∪ F1 ∪ F2)] is bipartite

with bipartition ((W ∩F1)∪ {wi+1}, (W ∩F2)∪ {wi}). This completes the argument.

We observe that every tulip and every non-degenerate clique-connector is a tulip bed and

therefore Berge.

Melts. Let G be a trigraph. Assume that VG = K ∪M ∪ A ∪ B, where K and M are

strong cliques, A and B are strongly stable sets, and K, M , A, and B are pairwise disjoint.

Assume that |A| ≥ 2 and |B| ≥ 2, and that K = {k1, ..., km} and M = {m1, ...,mn}. Let

A =
⋃m
i=0

⋃n
j=0Ai,j , where the Ai,j ’s are pairwise disjoint; and let B =

⋃m
i=0

⋃n
j=0Bi,j ,

where the Bi,j ’s are pairwise disjoint. Assume that A0,0 = B0,0 = ∅. Assume that for all

i ∈ {1, ...,m}, Ai,0 =
⋃n
j=0A

j
i,0, where the Aji,0’s are pairwise disjoint, and assume that
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for all j ∈ {1, ..., n}, A0,j =
⋃m
i=0A

i
0,j , where the Ai0,j ’s are pairwise disjoint. Similarly,

assume that for all i ∈ {1, ...,m}, Bi,0 =
⋃n
j=0B

j
i,0, where the Bj

i,0’s are pairwise disjoint,

and assume that for all j ∈ {1, ..., n}, B0,j =
⋃m
i=0B

i
0,j , where the Bi

0,j ’s are pairwise

disjoint. Assume also that:

(1) K is strongly anti-complete to M ;

(2) for all i ∈ {1, ...,m} and j ∈ {1, ..., n}, Ai,j is:

– strongly complete to {k1, ..., ki−1} ∪ {mn−j+2, ...,mn},

– complete to {ki,mn−j+1},

– strongly anti-complete to {ki+1, ..., km} ∪ {m1, ...,mn−j};

(3) for all i ∈ {1, ...,m} and j ∈ {1, ..., n}, Bi,j is:

– strongly complete to {km−i+2, ..., km} ∪ {m1, ...,mj−1},

– complete to {km−i+1,mj},

– strongly anti-complete to {k1, ..., km−i} ∪ {mj+1, ...,mn};

(4) for all i ∈ {1, ...,m}, Ai,0 is:

– strongly complete to {k1, ..., ki−1},

– complete to {ki},

– strongly anti-complete to {ki+1, ..., km} ∪M ;

(5) for all j ∈ {1, ..., n}, A0,j is:

– strongly complete to {mn−j+2, ...,mn},

– complete to {mn−j+1},

– strongly anti-complete to K ∪ {m1, ...,mn−j};

(6) for all i ∈ {1, ...,m}, Bi,0 is:
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– strongly complete to {km−i+2, ..., km},

– complete to {km−i+1},

– strongly anti-complete to {k1, ..., km−i} ∪M ;

(7) for all j ∈ {1, ..., n}, B0,j is:

– strongly complete to {m1, ...,mj−1},

– complete to {mj},

– strongly anti-complete to K ∪ {mj+1, ...,mn};

(8) the sets
⋃n
j=0Am,j ,

⋃m
i=0Ai,n,

⋃n
j=0Bm,j , and

⋃m
i=0Bi,n are all non-empty;

(9) for all i, i′ ∈ {0, ...,m} and j, j′ ∈ {0, ..., n} such that i < i′ and j < j′, at least one of

the sets Ai,j and Ai′,j′ is empty, and at least one of the sets Bi,j and Bi′,j′ is empty;

(10) for all i ∈ {1, ...,m} and j ∈ {1, ..., n}, Ai,j is strongly complete to B, and Bi,j is

strongly complete to A;

(11) for all i, i′ ∈ {1, ...,m}, Ai,0 is strongly complete to Bi′,0;

(12) for all j, j′ ∈ {1, ..., n}, A0,j is strongly complete to B0,j′ ;

(13) for all i ∈ {1, ...,m}, A0
i,0 is strongly anti-complete to

⋃n
j=1B0,j , and every vertex of

A0
i,0 has a neighbor in

⋃m
i′=1

⋃n
j=1Bi′,j ;

(14) for all j ∈ {1, ..., n}, A0
0,j is strongly anti-complete to

⋃m
i=1Bi,0, and every vertex of

A0
0,j has a neighbor in

⋃m
i=1

⋃n
j′=1Bi,j′ ;

(15) for all i ∈ {1, ...,m}, B0
i,0 is strongly anti-complete to

⋃n
j=1A0,j , and every vertex of

B0
i,0 has a neighbor in

⋃m
i′=1

⋃n
j=1Ai′,j ;

(16) for all j ∈ {1, ..., n}, B0
0,j is strongly anti-complete to

⋃n
i=1Ai,0, and every vertex of

B0
0,j has a neighbor in

⋃m
i=1

⋃n
j′=1Ai,j′ ;

(17) for all i ∈ {1, ...,m} and j ∈ {1, ..., n}:
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– every vertex of Ai0,j has a neighbor in Bi,0,

– Ai0,j is strongly complete to
⋃i−1
i′=1Bi′,0,

– Ai0,j is strongly anti-complete to
⋃m
i′=i+1Bi′,0,

– every vertex of Aji,0 has a neighbor in B0,j ,

– Aji,0 is strongly complete to
⋃j−1
j′=1B0,j′ ,

– Aji,0 is strongly anti-complete to
⋃n
j′=j+1B0,j′ ,

– every vertex of Bi
0,j has a neighbor in Ai,0,

– Bi
0,j is strongly complete to

⋃i−1
i′=1Ai′,0,

– Bi
0,j is strongly anti-complete to

⋃m
i′=i+1Ai′,0,

– every vertex of Bj
i,0 has a neighbor in A0,j ,

– Bj
i,0 is strongly complete to

⋃j−1
j′=1A0,j′ ,

– Bj
i,0 is strongly anti-complete to

⋃n
j′=j+1A0,j′ .

For all i ∈ {1, ...,m} and j ∈ {1, ..., n}:

(18) let A′i,0 be the set of all vertices in Ai,0 that are semi-adjacent to ki;

(19) let A′0,j be the set of all vertices of A0,j that are semi-adjacent to mn−j+1;

(20) let B′i,0 be the set of all vertices of Bi,0 that are semi-adjacent to km−i+1;

(21) let B′0,j be the set of all vertices of B0,j that are semi-adjacent to mj .

Assume that:

(22) for all i ∈ {1, ...,m}, A′i,0 is strongly complete to
⋃n
j=1B

i
0,j ;

(23) for all j ∈ {1, ..., n}, A′0,j is strongly complete to
⋃m
i=1B

j
i,0;
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(24) for all i ∈ {1, ...,m}, B′i,0 is strongly complete to
⋃n
j=1A

i
0,j ;

(25) for all j ∈ {1, ..., n}, B′0,j is strongly complete to
⋃m
i=1A

j
i,0.

Finally, assume that:

(26) there exist some i ∈ {1, ...,m} and j ∈ {1, ..., n} such that at least one of Ai,j and

Bi,j is non-empty;

(27) for all i, i′ ∈ {1, ...,m} and j, j′ ∈ {1, ..., n}, if i+ i′ ≥ m+ 1 and j+ j′ ≥ n+ 1, then

at least one of Ai,j and Bi′,j′ is empty.

Under these circumstances, we say that G is a melt. We say that G is an A-melt if

Bi,j = ∅ for all i ∈ {1, ...,m} and j ∈ {1, ..., n}. We say that G is a B-melt if Ai,j = ∅

for all i ∈ {1, ...,m} and j ∈ {1, ..., n}. We say that G is a double melt if there exist

i, i′ ∈ {1, ...,m} and j, j′ ∈ {1, ..., n} such that Ai,j 6= ∅ and Bi′,j′ 6= ∅.

3.4.7. Every melt is a tulip bed, and consequently, every melt is Berge.

Proof. Let G be a melt; we use the notation from the definition of a melt. Set F1 = A,

F2 = B, Y1 = K, and Y2 = M . Further, note that
⋃m
i=1

⋃n
j=0(Ai,j ∪ Bi,j) is the set of all

vertices in F1 ∪ F2 = A ∪B with a neighbor in Y1 = K; set X1 =
⋃m
i=1

⋃n
j=0(Ai,j ∪Bi,j).

Similarly, note that
⋃m
i=0

⋃n
j=1(Ai,j ∪Bi,j) is the set of all vertices in F1∪F2 = A∪B with

a neighbor in Y2 = M , and set X2 =
⋃m
i=0

⋃n
j=1(Ai,j ∪Bi,j). With this setup, it is easy to

check that G is a tulip bed, and we leave the details to the reader. Since each tulip bed

is Berge (by 3.4.6), this implies that G is Berge.

In fact, it is possible to get a slightly stronger result: if G is a melt, and K, M , A, and B

are as in the definition, then GrK and GrM are both non-degenerate clique connectors,

as the reader can check. However, 3.4.7 is sufficiently strong for the purposes of this thesis.

The class T1. The degree of a vertex v of a loopless graph H (H may possibly have

parallel edges), denoted by degH(v), is the number of edges of H that are incident with v;
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v is an isolated vertex in H provided that degH(v) = 0. We say that a (possibly empty)

graph H is usable provided that H is loopless (possibly with parallel edges) and triangle-

free, and that no vertex in H is of degree greater than two.

Let H be a usable graph, and let G be a trigraph. Assume that there exists some L ⊆ VG

and a map

h : VH ∪ EH ∪ (EH × VH)→ 2VGrL

such that all of the following hold:

(1) for all distinct x, y ∈ VH ∪ EH ∪ (EH × VH), h(x) and h(y) are disjoint;

(2) VG r L =
⋃
h[VH ∪ EH ∪ (EH × VH)];

(3) for every isolated vertex v ∈ VH , h(v) 6= ∅;

(4) for every e ∈ EH , h(e) 6= ∅;

(5) for every e ∈ EH and v ∈ VH , h(e, v) 6= ∅ if and only if e is incident with v;

(6) for all distinct u, v ∈ VH , h(u) is strongly anti-complete to h(v);

(7) for all v ∈ VH , h(v) is a (possibly empty) strong clique;

(8) every vertex in L has a neighbor in at most one set h(v) with v ∈ VH ;

(9) G[L ∪
⋃
e∈EH

h(e)] is triangle-free;

(10) for every e ∈ EH and a ∈ L, a is either strongly complete or strongly anti-complete

to h(e);

(11) for all distinct e, f ∈ EH , h(e) is either strongly complete or strongly anti-complete

to h(f), and if e and f share an endpoint, then h(e) is strongly complete to h(f);

(12) for every e ∈ EH and v ∈ VH , h(e) is strongly anti-complete to h(v);
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(13) for every v ∈ VH , let Sv be the set of all vertices in L with a neighbor in h(v), and

let Tv be the set of all vertices in (L∪
⋃
e∈EH

h(e))rSv with a neighbor in Sv; then

either:

– h(v) = ∅ (in which case Sv = Tv = ∅), and we set Av = Bv = Cv = Dv = ∅, or

– there exist pairwise disjoint Av, Bv, Cv, Dv such that Sv = Av ∪ Bv, Tv =

Cv ∪Dv, and G[h(v) ∪ Sv ∪ Tv] is a (h(v), Av, Bv, Cv, Dv)-clique connector;

(14) for every v ∈ VH , if degH(v) ≥ 1 and h(v) 6= ∅, then G[h(v) ∪ Sv ∪ Tv] is a non-

degenerate (h(v), Av, Bv, Cv, Dv)-clique connector;

(15) for all distinct e, f ∈ EH and v ∈ VH , h(e, v) is strongly complete to h(f, v);

(16) for all (not necessarily distinct) e, f ∈ EH and distinct u, v ∈ VH , h(e, u) is strongly

anti-complete to h(f, v).

(17) for all e ∈ EH and v ∈ VH , h(e, v) is strongly complete to h(v);

(18) for all e ∈ EH and distinct u, v ∈ VH , h(e, v) is strongly anti-complete to h(u);

(19) for all distinct e, f ∈ EH and v ∈ VH , h(e, v) is strongly anti-complete to h(f);

(20) for all e ∈ EH and v ∈ VH , h(e, v) can be partitioned into a (possibly empty) strong

clique hc(e, v) and a (possibly empty) strongly stable set hs(e, v);

(21) for all e ∈ EH with (distinct) endpoints u, v ∈ VH , G[h(e) ∪ h(e, v) ∪ h(e, u)] is an

h(e)-melt such that h(e) = A, hc(e, v) = K, hc(e, u) = M , and hs(e, v)∪hs(e, u) = B,

with hs(e, v) =
⋃m
i=1Bi,0 and hs(e, u) =

⋃n
j=1B0,j , where K, M , A, B, m, and n

are as in the definition of an A-melt;

(22) for all e ∈ EH with (distinct) endpoints u, v ∈ VH , either all of the following hold,

or they all hold with the roles of (Au, Av) and (Bu, Bv) switched:

– h(e) is strongly complete to Bu ∪Bv,
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– h(e, v) is strongly complete to Av and strongly anti-complete to LrAv,

– every vertex of (L ∪
⋃
f∈EHr{e} h(f)) r (Au ∪ Av) with a neighbor in Au ∪ Av

is strongly complete to h(e).

We then say that G admits an H-structure.

We define T1 to be the class of all trigraphs G such that either G is a double melt or

G admits an H-structure for some usable graph H. We observe that all triangle-free tri-

graphs are in T1 (a triangle-free trigraph admits an H-structure for the empty graph H),

as are all clique-connectors (a clique connector admits an H-structure for the single-vertex

graph H), and all melts (double melts are in T1 by definition, and an A-melt admits an

H-structure for the complete graph H that consists of a single edge).

It is easy to see that not all trigraphs in T1 are Berge. First of all, if G admits an

H-structure for some usable graph H, then G[L ∪
⋃
e∈EH

h(e)] may contain odd holes.

Second, if v is an isolated vertex in H, then G[h(v)∪ Sv ∪ Tv] may be a degenerate clique

connector, and as we saw in 3.4.1, not all degenerate clique connectors are Berge. It turns

out that these two are the only ‘anomalies’ whose presence can prevent a trigraph in T1

from being Berge. The definition of the class T ∗1 , to which we turn next, eliminates these

anomalies. In addition, we note that if a trigraph G admits an H-structure for some usable

graph H, and e, f ∈ EH are distinct edges, then h(e) and h(f) are strongly complete to

each other if e and f share an endpoint, but the converse need not hold: h(e) and h(f)

may be strongly complete to each other even if e and f do not share an endpoint. In the

definition of T ∗1 , we use ‘usable 4-tuples,’ defined below, instead of usable graphs, in order

to ‘encode’ the adjacency in L ∪
⋃
e∈EH

h(e) more precisely.

The class T ∗1 . Let H be a bipartite graph (possibly empty and possibly with parallel

edges), none of whose vertices are of degree greater than two. Let L be a (possibly empty)

set such that VH ∩L = ∅. Let H ′ be a bipartite trigraph such that VH′ = EH ∪L. Assume
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that for all distinct e, f ∈ EH that share at least one endpoint, ef is a strongly adjacent

pair in H ′; assume also that every semi-adjacent pair in H ′ has both of its endpoints in

L. Let (E′1, E
′
2) be a bipartition of the bipartite trigraph H ′. Under these circumstances,

we say that (H,H ′, E′1, E
′
2) is a usable 4-tuple.

Let (H,H ′, E′1, E
′
2) be a usable 4-tuple, let L = VH′ r EH , let G be a trigraph, and let

E1, E2 ⊆ VG. We then say that (G,E1, E2) admits an (H,H ′, E′1, E
′
2)-structure provided

that L ⊆ VG, and that there exists a map

h : VH ∪ EH ∪ (EH × VH)→ 2VGrL

such that all of the following hold:

(1) for all distinct x, y ∈ VH ∪ EH ∪ (EH × VH), h(x) and h(y) are disjoint;

(2) VG = L ∪
⋃
v∈VH h(v) ∪

⋃
e∈EH

h(e) ∪
⋃

(e,v)∈EH×VH h(e, v);

(3) for all v ∈ VH , h(v) is a (possibly empty) clique;

(4) for all isolated vertices v ∈ VH , h(v) 6= ∅;

(5) for all e ∈ EH , h(e) is a (non-empty) strongly stable set;

(6) for all e ∈ EH and v ∈ VH , h(e, v) 6= ∅ if and only if e is incident with v;

(7) for all e ∈ EH and v ∈ VH , h(e, v) can be partitioned into a (possibly empty) strong

clique hc(e, v) and a (possibly empty) strongly stable set hs(e, v);

(8) for all e ∈ EH and v ∈ VH , if e is incident with v then hc(e, v) and hs(e, v) are both

non-empty, and if e is not incident with v then hc(e, v) = hs(e, v) = ∅;

(9) E1 ∪ E2 = L ∪
⋃
e∈EH

h(e) ∪
⋃
e∈EH

⋃
v∈VH h

s(e, v);

(10) E1 ∩ E2 = ∅;
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(11) for all x ∈ L and i ∈ {1, 2}, if x ∈ E′i then x ∈ Ei;

(12) for all e ∈ EH and i ∈ {1, 2}, if e ∈ E′i then h(e) ⊆ Ei;

(13) for all e ∈ EH , v ∈ VH , and all distinct i, j ∈ {1, 2}, if e ∈ E′i then hs(e, v) ⊆ Ej ;

(14) H ′[L] = G[L];

(15) for all x ∈ L and e ∈ EH , if xe is a strongly adjacent pair in H ′ then x is strongly

complete to h(e), and if xe is a strongly anti-adjacent pair in H ′ then x is strongly

anti-complete to h(e);

(16) for all distinct e, f ∈ EH , if ef is a strongly adjacent pair in H ′ then h(e) is strongly

complete to h(f), and if ef is a strongly anti-adjacent pair in H ′ then h(e) is strongly

anti-complete to h(f);

(17) for all v ∈ VH , if Sv is the set of all vertices in L that have a neighbor in h(v), and

Tv is the set of all vertices in (L∪
⋃
e∈EH

h(e))rSv that have a neighbor in Sv, then

either h(v) = ∅ (in which case Sv = Tv = ∅) or G[h(v)∪Sv ∪Tv] is a non-degenerate

(h(v), Sv ∩ E1, Sv ∩ E2, Tv ∩ E2, Tv ∩ E1)-clique connector;

(18) for all distinct e, f ∈ EH and v ∈ VH , h(e, v) is strongly complete to h(f, v);

(19) for all (not necessarily distinct) e, f ∈ EH and distinct u, v ∈ VH , h(e, u) is strongly

anti-complete to h(f, v);

(20) for all e ∈ EH and v ∈ VH , h(e, v) is strongly complete to h(v);

(21) for all e ∈ EH and distinct u, v ∈ VH , h(e, v) is strongly anti-complete to h(u);

(22) for all distinct e, f ∈ EH and v ∈ VH , h(e, v) is strongly anti-complete to h(f);

(23) for all e ∈ EH with (distinct) endpoints u, v ∈ VH , G[h(v) ∪ h(e, v) ∪ h(e, u)] is an

h(e)-melt such that h(e) = A, hc(e, v) = K, hc(e, u) = M , and hs(e, v)∪hs(e, u) = B,

with hs(e, v) =
⋃m
i=1Bi,0 and hs(e, u) =

⋃n
j=1B0,j , where K, M , A, B, m, and n

are as in the definition of an A-melt;
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(24) for all e ∈ EH with (distinct) endpoints u, v ∈ VH , and all distinct i, j ∈ {1, 2} such

that e ∈ E′i, all of the following hold:

– h(e) is strongly complete to (Su ∪ Sv) ∩ Ej ,

– h(e, v) is strongly complete to Sv∩Ei and strongly anti-complete to Lr(Sv∩Ei),

– every vertex of (L ∪
⋃
f∈EHr{e} h(f)) r ((Su ∪ Sv) ∩ Ei) with a neighbor in

(Su ∪ Sv) ∩ Ei is strongly complete to h(e).

We leave it to the reader to check that if (H,H ′, E′1, E
′
2) is a usable 4-tuple and (G,E1, E2)

admits an (H,H ′, E′1, E
′
2)-structure, then H is a usable graph, G admits an H-structure,

and E1 and E2 are both (possibly empty) strongly stable sets.

We say that a trigraph G belongs to the class T ∗1 provided that either G is a double melt,

or there exist E1, E2 ⊆ VG and a usable 4-tuple (H,H ′, E′1, E
′
2) such that (G,E1, E2) ad-

mits an (H,H ′, E′1, E
′
2)-structure.

We observe that all bipartite trigraphs are in T ∗1 , as are all non-degenerate clique con-

nectors (and therefore all tulips), and all melts. Further, we remind the reader that the

class T1 consists of trigraphs G such that either G is a double melt or there exists a usable

graph H such that G admits an H-structure. Thus, the class T ∗1 is a subclass of the class

T1.

Our goal for the remainder of this section is to establish that each trigraph in T ∗1 is a

tulip bed and therefore Berge, and that each Berge trigraph in T1 is in T ∗1 .

3.4.8. Each trigraph in T ∗1 is a tulip bed. Consequently, each trigraph in T ∗1 is Berge.

Proof. By 3.4.6, it suffices to prove the first statement. Let G ∈ T ∗1 . If G is a double melt,

then we are done by 3.4.7. So assume that there exists some usable 4-tuple (H,H ′, E′1, E
′
2)

and some E1 and E2 such that (G,E1, E2) admits an (H,H ′, E′1, E
′
2)-structure. If H is
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the empty graph, then G is bipartite and therefore a tulip bed; so assume that H is

not empty. We use the notation from the definition of a triple (G,E1, E2) that admits

an (H,H ′, E′1, E
′
2)-structure. Set F1 = E1 and F2 = E2. We may assume that the

vertex-set of H is {v1, ..., vs} for some integer s ≥ 1; then for each l ∈ {1, ..., s}, set

Yl = h(vl) ∪
⋃
e∈EH

hc(e, vl). We observe that Y1, ..., Ys partition VG r (F1 ∪ F2) into

non-empty strong cliques, pairwise strongly anti-complete to each other. Next, for each

l ∈ {1, ..., s} and e ∈ EH , let hl(e) be the set of all vertices in h(e) with a neighbor in

hc(e, vl); then Svl∪
⋃
e∈EH

hl(e)∪
⋃
e∈EH

hs(e, vl) is the set of all vertices in F1∪F2 = E1∪E2

with a neighbor in Yl, and so we set Xl = Svl ∪
⋃
e∈EH

hl(e) ∪
⋃
e∈EH

hs(e, vl). With this

setup, it is easy to see that G is a tulip bed.

As with melts (see the comment after 3.4.7), it is possible to get a slightly stronger result

than the one that we stated in 3.4.8. The reader can check that if (G,E1, E2) admits

an (H,H ′, E′1, E
′
2)-structure for some usable 4-tuple (H,H ′, E′1, E

′
2), and if Y1, ..., Ys and

X1, ..., Xs are constructed as in the proof above, then for each l ∈ {1, ..., s}, G[Yl∪Xl∪Zl]

is a (Yl, Xl ∩ E1, Xl ∩ E2, Zl ∩ E2, Zl ∩ E1)-clique connector, where Zl is the set of all

vertices in (E1 ∪E2)rXl with a neighbor in Xl. But we do not need this stronger result,

and so we omit the proof.

It remains to show that every Berge trigraph in T1 is in T ∗1 . We begin with a techni-

cal lemma.

3.4.9. Let H be a usable graph, and let G be a Berge trigraph that admits an H-structure.

Then the set L and the function h from the definition of a trigraph that admits an H-

structure can be chosen so that for all isolated vertices v ∈ VH , G[h(v) ∪ Sv ∪ Tv] is

a non-degenerate (h(v), Av, Bv, Cv, Dv)-clique connector (where Sv, Tv, Av, Bv, Cv, Dv are

as in the definition).

Proof. Let L ⊆ VG and h : VH ∪ EH ∪ (EH × VH) → 2VGrL satisfy the properties laid

out in the definition of a trigraph that admits an H-structure. Since G is Berge, by 3.4.1
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we have that for all isolated vertices v ∈ VH such that G[h(v) ∪ Sv ∪ Tv] is a degenerate

(h(v), Av, Bv, Cv, Dv)-clique connector, at least one of Cv and Dv is empty. After possibly

relabeling, we may assume that for all isolated vertices v ∈ VH such that G[h(v) ∪ Sv ∪

Tv] is a degenerate (h(v), Av, Bv, Cv, Dv)-clique connector, we have that Dv = ∅. Now,

let V d
H be set of all isolated vertices in VH such that G[h(v) ∪ Sv ∪ Tv] is a degenerate

(h(v), Av, Bv, Cv, ∅)-clique connector, and for all v ∈ V d
H , set Bv = {bv}. Set L̂ = (L r⋃

v∈V d
H
{bv}) ∪

⋃
v∈V d

H
h(v). Next, we define ĥ : VH ∪ EH ∪ (EH × VH)→ 2VGrL̂ to be the

map that satisfies all of the following:

• for all v ∈ V d
H , ĥ(v) = {bv};

• for all v ∈ VH r V d
H , ĥ(v) = h(v);

• for all e ∈ EH , ĥ(e) = h(e);

• for all e ∈ EH and v ∈ VH , ĥ(e, v) = h(e, v).

Using 3.4.2, we easily get that L̂ and ĥ satisfy the requirements from the statement of the

theorem.

3.4.10. Let H be a usable graph, and let G be a Berge trigraph that admits an H-structure.

Then H is a bipartite graph. Furthermore, there exists a bipartite trigraph H ′ such that

for every bipartition (E′1, E
′
2) of H ′, (H,H ′, E′1, E

′
2) is a usable 4-tuple, and there exist

some E1, E2 ⊆ VG such that (G,E1, E2) admits an (H,H ′, E′1, E
′
2)-structure.

Proof. Let L and h be chosen as in 3.4.9. We construct H ′ as follows. The vertex-set of H ′

is EH ∪ L. Set H ′[L] = G[L]. For all x ∈ L and e ∈ EH , we let xe be a strongly adjacent

pair in H ′ if x is strongly complete to h(e) in G, and we let xe be a strongly anti-adjacent

pair in H ′ if x is strongly anti-complete to h(e) in G; since for all x ∈ L and e ∈ EH , x

is either strongly complete or strongly anti-complete to h(e) in G, this completely defines

the adjacency between L and EH in H ′. Finally, for all distinct e, f ∈ EH , we let ef be

a strongly adjacent pair in H ′ if h(e) is strongly complete to h(f), and ef is a strongly



Chapter 3. The Structure of Bull-Free Perfect Graphs 66

anti-adjacent pair in H ′ if h(e) is strongly anti-complete to h(f) in G; since for all distinct

e, f ∈ EH , we have that h(e) is either strongly complete or strongly anti-complete to h(f),

this completely defines adjacency in H ′[EH ]. We observe that if distinct e, f ∈ EH share

an endpoint, then e and f are adjacent in H ′.

Note that H ′ contains no odd holes and no triangles, for otherwise, we would immedi-

ately get an odd hole or a triangle, respectively, in G[L∪
⋃
e∈EH

EH ], which is impossible.

Since every realization of H ′ contains the line graph of H as a (not necessarily induced)

subgraph, this implies that H is bipartite. Let (E′1, E
′
2) be any bipartition of the bipartite

trigraph H ′. Clearly, (H,H ′, E′1, E
′
2) is a usable 4-tuple.

Next, we set:

E1 = (L ∩ E′1) ∪
⋃
e∈EH∩E′1

h(e) ∪
⋃

(e,v)∈(EH∩E′2)×VH h
s(e, v);

E2 = (L ∩ E′2) ∪
⋃
e∈EH∩E′2

h(e) ∪
⋃

(e,v)∈(EH∩E′1)×VH h
s(e, v).

By construction, (E1, E2) is a partition of the set

L ∪
⋃
e∈EH

h(e) ∪
⋃

(e,v)∈EH×VH h
s(e, v).

To show that (G,E1, E2) admits an (H,H ′, E′1, E
′
2)-structure, it suffices to show that for

all v ∈ VH , either Av∪Dv ⊆ E1 and Bv∪Cv ⊆ E2, or Av∪Dv ⊆ E2 and Bv∪Cv ⊆ E1, for

then the result will easily follow from the appropriate definitions (together with the choice

of L and h). So fix v ∈ VH ; if h(v) = ∅, then we are done, and so assume that h(v) 6= ∅.

Then by the definition of a clique connector, there exist some a ∈ Av and b ∈ Bv such

that a is strongly complete to Bv and b is strongly complete to Av. In particular, ab is an

adjacent pair, and so a ∈ E′i and b ∈ E′j for some distinct i, j ∈ {1, 2}. Since a is strongly

complete to Bv, this implies that Bv ⊆ E′j ; and similarly, Av ⊆ E′i. By the construction of

E1 and E2 then, we get that Av ⊆ Ei and Bv ⊆ Ej . It remains to show that Cv ⊆ Ej and

that Dv ⊆ Ei; by symmetry, it suffices to prove the former. By definition, there exist some
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LCv ⊆ L and ECv ⊆ EH such that Cv = LCv ∪
⋃
e∈ECv

h(e). Now, in H ′, each member of

LCv ∪ECv has a neighbor in Av ⊆ E′i, and so LCv ∪ECv ⊆ E′j . It then easily follows that

Cv ⊆ Ej .

We can now finally prove the main result of this section.

3.4.11. T ∗1 is the class of all Berge trigraphs in T1.

Proof. It is easy to check that T ∗1 ⊆ T1. By 3.4.8, every trigraph in T ∗1 is Berge. Now,

suppose that G is a Berge trigraph in T1. If G is a double melt, then G ∈ T ∗1 by definition.

So suppose that G admits an H-structure for some usable graph H. Then by 3.4.10, there

exist some E1, E2 ⊆ VG and some usable 4-tuple (H,H ′, E′1, E
′
2) such that (G,E1, E2)

admits an (H,H ′, E′1, E
′
2)-structure, and consequently, G ∈ T ∗1 by the definition of the

class T ∗1 .

3.5 Class T2

In this section, we give the definition of the class T2 from [10], and we prove that each

trigraph in T2 is Berge. Prior to giving the definition of the class T2, we note that, by

5.5 from [10], the class T2 is self-complementary; we state this result below for future

reference.

3.5.1 (Chudnovsky [10]). The class T2 is self-complementary, that is, for all G ∈ T2, we

have that G ∈ T2.

Thus, in order to show that each trigraph in T2 is Berge, it suffices to show that each

trigraph in T2 is odd hole-free.

Informally, trigraphs in the class T2 are obtained from some basic ‘building blocks’ (namely,

“1-thin trigraphs,” “2-thin trigraphs,” and bipartite and complement-bipartite trigraphs

of a certain kind; we define each of these below) by “composing along doubly dominating

semi-adjacent pairs” (this operation is also defined below). We will show that if a trigraph
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G is obtained from two trigraphs that do not contain any odd holes by composing along

doubly dominating semi-adjacent pairs, then G does not contain any odd holes. We will

then show that none of our basic ‘building blocks’ contain an odd hole. This will prove

that no trigraph in T2 contains an odd hole, and therefore (by 3.5.1) that each trigraph in

T2 is Berge.

We begin with some definitions. We say that a homogeneous pair (A,B) in a trigraph

G is doubly dominating provided that there exist non-empty sets C,D ⊆ VG such that

(A,B,C,D, ∅, ∅) is the partition of G associated with (A,B). We say that a semi-adjacent

pair ab in G is doubly dominating provided that ({a}, {b}) is a doubly dominating homo-

geneous pair in G. Next, let G1 and G2 be trigraphs with disjoint vertex-sets, and for each

i ∈ {1, 2}, let aibi be a doubly dominating semi-adjacent pair in Gi. For each i ∈ {1, 2},

let ({ai}, {bi}, Ai, Bi, ∅, ∅) be the partition of G associated with ({ai}, {bi}). We then say

that a trigraph G is obtained from G1 and G2 by composing along (a1, b1, a2, b2) provided

all of the following hold:

• VG = A1 ∪B1 ∪A2 ∪B2;

• for each i ∈ {1, 2}, G[Ai ∪Bi] = Gi[Ai ∪Bi];

• A1 is strongly complete to A2 and strongly anti-complete to B2;

• B1 is strongly complete to B2 and strongly anti-complete to A2.

3.5.2. Let G1 and G2 be odd hole-free trigraphs with disjoint vertex-sets, and for each

i ∈ {1, 2}, let aibi be a doubly dominating semi-adjacent pair in Gi. Let G be the trigraph

obtained by composing G1 and G2 along (a1, b1, a2, b2). Then G is odd hole-free.

Proof. Suppose otherwise. Let W be the vertex-set of an odd hole in G, and let Ĝ be a

realization of G such that W is the vertex-set of an odd hole in Ĝ. First, note that GrA1

is obtained by substituting G1[B1] for the vertex b2 in G2 r a2. Since neither G1 nor G2

contains an odd hole, by 2.2.2, this means that G r A1 contains no odd hole. Thus, W
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intersects A1. In an analogous manner, we get that W intersects B1, A2, and B2 as well.

Next, since A1 is complete to A2 in Ĝ, and since Ĝ[W ] is a chordless cycle of length at least

five and therefore contains no vertices of degree greater than two and no (not necessarily

induced) cycles of length 4, we know that |W∩(A1∪A2)| ≤ 3; similarly, |W∩(B1∪B2)| ≤ 3.

Since |W | is odd, and since W intersects each of A1, B1, A2, and B2, this means that we

may assume by symmetry that |W ∩ A1| = 2 and |W ∩ B1| = |W ∩ A2| = |W ∩ B2| = 1.

Set W ∩ A1 = {â1, â
′
1}, W ∩B1 = {b̂1}, W ∩ A2 = {â2}, and W ∩B2 = {b̂2}. Since â2 is

complete to {â1, â
′
1} in Ĝ, we know that â2 is non-adjacent to b̂2 in Ĝ. But then the only

neighbor of b̂2 in Ĝ[W ] is â2, which is impossible since Ĝ[W ] is a cycle.

We note that in [27], Cornuéjols and Cunningham proved a result similar to 3.5.2. They

showed that a graph operation whose special case is very similar to our operation of

composing along doubly dominating semi-adjacent pairs preserves perfection.

Triangle-patterns and triad-patterns. Given a graph H, we say that a trigraph

G is an H-pattern provided that VG can be partitioned into sets {av | v ∈ VH} and

{bv | v ∈ VH} such that all of the following hold:

• avbv is a semi-adjacent pair for all v ∈ VH ;

• if u, v ∈ VH are adjacent, then auav and bubv are strongly adjacent pairs, and aubv

and avbu are strongly anti-adjacent pairs;

• if u, v ∈ VH are non-adjacent, then auav and bubv are strongly anti-adjacent pairs,

and aubv and avbu are strongly adjacent pairs.

We observe that avbv is a doubly dominating semi-adjacent pair in G for all v ∈ VH . Let

Kn denote the complete graph on n vertices. We say that a trigraph G is a triangle-pattern

provided that G is a K3-pattern, we say that G is a triad-pattern provided that G is a

K3-pattern.
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We note that triangle-patterns are complement-bipartite and triad-patterns are bipartite;

thus, triangle-patterns and triad-patterns are Berge.

1-thin trigraphs. Let G be a trigraph, and let a, b ∈ VG be distinct. Let A = {a1, ..., an}

and B = {b1, ..., bm} be disjoint, non-empty subsets of VGr {a, b} such that VGr {a, b} =

A ∪B. Assume that all of the following hold:

(1) ab is a semi-adjacent pair;

(2) a is strongly complete to A and strongly anti-complete to B;

(3) b is strongly complete to B and strongly anti-complete to A;

(4) for all i, j ∈ {1, ..., n} such that i < j, if aiaj is an adjacent pair, then ai is strongly

complete to {ai+1, ..., aj−1}, and aj is strongly complete to {a1, ..., ai−1};

(5) for all i, j ∈ {1, ...,m} such that i < j, if bibj is an adjacent pair, then bi is strongly

complete to {bi+1, ..., bj−1}, and bj is strongly complete to {b1, ..., bi−1};

(6) for all p ∈ {1, ..., n} and q ∈ {1, ...,m}, if apbq is an adjacent pair, then ap is strongly

complete to {bq+1, ..., bm}, and bq is strongly complete to {ap+1, ..., an}.

We then say that G is 1-thin with base (a, b), or simply that G is 1-thin.

Note that if a trigraph G is 1-thin with base (a, b), then ab is a doubly dominating

semi-adjacent pair in G. Note also that a trigraph G is 1-thin with base (a, b) if and only

if G is 1-thin with base (b, a). Further, the complement of a 1-thin trigraph with base

(a, b) is again 1-thin with base (b, a) (or equivalently, with base (a, b)). Indeed if G is

1-thin, then setting a = b, b = a, ai = an−i+1 for all i ∈ {1, ..., n}, and bi = bm−i+1 for

all i ∈ {1, ...,m}, we immediately get that G is 1-thin with base (a, b), that is, with base

(b, a).

3.5.3. Let G be a 1-thin trigraph. Then G is odd hole-free.
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Proof. Let a, b, A = {a1, ..., an}, and B = {b1, ..., bm} be as in the definition of a 1-thin

trigraph. We begin by showing that (A,B) is a good homogeneous pair in G. This means

that we need to prove the following:

• neither G[A] nor G[B] contains a three-edge path;

• there does not exist a path v1−v2−v3−v4 in G such that v1, v4 ∈ A and v2, v3 ∈ B;

• there does not exist a path v1−v2−v3−v4 in G such that v1, v4 ∈ B and v2, v3 ∈ A.

We begin by proving the second claim. Suppose that i, l ∈ {1, ...,m} and j, k ∈ {1, ..., n}

are such that ai−bj−bk−al is a three-edge path in G. Since aibj is an adjacent pair, while

aibk is an anti-adjacent pair, we know that k < j. But then since albk is an adjacent pair,

albj must be a strongly adjacent pair, which is a contradiction. An analogous argument

establishes that the third claim holds as well.

Before tackling the first claim, we establish an auxiliary result. Let i, j, k ∈ {1, ..., n}

be such that ai − aj − ak is a path in G[A]; we claim that j < min{i, k}. Suppose other-

wise. By symmetry, we may assume that i < j. Then if k < i < j, the fact that ajak is

an adjacent pair implies that aiak is a strongly adjacent pair; if i < k < j, then the fact

that aiaj is an adjacent pair implies that aiak is a strongly adjacent pair; and if i < j < k,

then the fact that ajak is an adjacent pair implies that aiak is a strongly adjacent pair.

But since ai − aj − ak is a path, aiak is an anti-adjacent pair, which is a contradiction.

Now, suppose that i, j, k, l ∈ {1, ..., n} are such that ai − aj − ak − al is a path in G.

Then since ai − aj − ak is a path in G[A], we have by the above that j < min{i, k};

similarly, since aj − ak − al is a path in G[A], we have that k < min{j, l}. But it then

follows that j < k and that k < j, which is impossible. Thus, G[A] contains no three-edge

paths. We get in an analogous fashion that G[B] contains no three-edge paths, and so

(A,B) is a good homogeneous pair.
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Now, suppose that G contains an odd hole, and let W be the vertex-set of an odd hole in

G. By 3.2.1, we get that |W ∩ A| ≤ 1 and |W ∩ B| ≤ 1. But since VG = {a, b} ∪ A ∪ B,

this means that |W | ≤ 4, which is impossible since an odd hole must have at least five

vertices.

2-thin trigraphs. Let G be a trigraph. Let VG = A ∪ B ∪ K ∪ M ∪ {xAK , xAM ,

xBK , xBM}, where xAK , xAM , xBK , xBM are pairwise distinct vertices, and A, B, K, M ,

and {xAK , xAM , xBK , xBM} are pairwise disjoint sets. Let t, s ≥ 0, and let K = {k1, ..., kt}

and M = {m1, ...,ms} (so if t = 0 then K = ∅, and if s = 0 then M = ∅). Let A be

the disjoint union of sets Ai,j and let B be the disjoint union of the sets Bi,j , where

i ∈ {0, ..., t} and j ∈ {0, ..., s}. Assume that:

(1) A and B are (possibly empty) strongly stable sets;

(2) K and M are (possibly empty) strong cliques;

(3) A is strongly complete to B;

(4) K is strongly anti-complete to M ;

(5) A is strongly complete to {xAK , xAM} and strongly anti-complete to {xBK , xBM};

(6) B is strongly complete to {xBK , xBM} and strongly anti-complete to {xAK , xAM};

(7) K is strongly complete to {xAK , xBK} and strongly anti-complete to {xAM , xBM};

(8) M is strongly complete to {xAM , xBM} and strongly anti-complete to {xAK , xBK};

(9) xAKxBM and xAMxBK are semi-adjacent pairs;

(10) xAKxBK and xAMxBM are strongly adjacent pairs;

(11) xAKxAM and xBKxBM are strongly anti-adjacent pairs;

(12) for all i, i′ ∈ {0, ..., t} and j, j′ ∈ {0, ..., s}, if i < i′ and j < j′, then at least one of

the sets Ai,j and Ai′,j′ is empty, and at least one of the sets Bi,j and Bi′,j′ is empty;
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(13) for all i ∈ {0, ..., t} and j ∈ {0, ..., s}, all of the following hold:

– Ai,j is strongly complete to {k1, ..., ki−1} ∪ {ms−j+2, ...,ms},

– Ai,j is complete to {ki,ms−j+1},

– Ai,j is strongly anti-complete to {ki+1, ..., kt} ∪ {m1, ...,ms−j},

– Bi,j is strongly complete to {kt−i+2, ..., kt} ∪ {m1, ...,mj−1},

– Bi,j is complete to {kt−i+1,mj},

– Bi,j is strongly anti-complete to {k1, ..., kt−i} ∪ {mj+1, ...,ms}.

Then we say that G is 2-thin with base (xAK , xBM , xBK , xAM ), or simply that G is 2-thin.

We call (A,B,K,M) the partition of G with respect to the base (xAK , xBM , xBK , xAM ).

Suppose that G is a 2-thin trigraph with base (xAK , xBM , xBK , xAM ). It is then easy

to see that G is 2-thin with base (xBK , xAM , xAK , xBM ); it is also easy to see that G

is 2-thin with base (xAK , xBM , xAM , xBK). Next, note xAKxBM and xBKxAM are both

doubly dominating semi-adjacent pairs, and G contains no other doubly dominating semi-

adjacent pairs. We also observe that G is 1-thin with base (xAK , xBM ), and also with

base (xBK , xAM ). By 3.5.3 then, 2-thin trigraphs are odd hole-free.

The class T2. Let k ≥ 1 be an integer, and let G′1, ..., G
′
k be trigraphs, such that for

all i ∈ {1, ..., k}, G′i is either a triangle-pattern or a triad-pattern or a 2-thin trigraph.

For each i ∈ {2, ..., k}, let cidi be a doubly dominating semi-adjacent pair in G′i. For

each j ∈ {1, ..., k− 1}, let xjyj be a doubly dominating semi-adjacent pair in G′q for some

q ∈ {1, ..., j}. Assume that {c2, d2}, ..., {ck, dk}, {x1, y1}, ..., {xk−1, yk−1} are pairwise dis-

tinct (and therefore pairwise disjoint). Let G1 = G′1, and for each i ∈ {1, ..., k−1}, let Gi+1

be the trigraph obtained by composing Gi and G′i+1 along (xi, yi, ci+1, di+1). Let G = Gk.

We call such a trigraph G a skeleton. We observe that a semi-adjacent pair uv in G is dou-

bly dominating in G if and only if uv is a doubly dominating semi-adjacent pair in G′i for



Chapter 3. The Structure of Bull-Free Perfect Graphs 74

some i ∈ {1, ..., k} and {u, v} is not among {c2, d2}, ..., {ck, dk}, {x1, y1}, ..., {xk−1, yk−1}.

The class T2 consists of all skeletons, and of all trigraphs G that can be obtained as

follows. Let G′0 be a skeleton, and let n ≥ 1 be an integer. Let a1b1, ..., anbn be doubly

dominating semi-adjacent pairs in G′0 such that {a1, b1}, ..., {an, bn} are pairwise distinct

(and therefore pairwise disjoint). For each i ∈ {1, ..., n}, let G′i be a trigraph such that:

(1) VG′i = Ai ∪Bi ∪ {a′i, b′i};

(2) the sets Ai, Bi, {a′i, b′i} are all non-empty and pairwise disjoint;

(3) a′i is strongly complete to Ai and strongly anticomplete to Bi;

(4) b′i is strongly complete to Bi and strongly anticomplete to Ai;

(5) a′i is semi-adjacent to b′i, and either

– both Ai, Bi are strong cliques, and there do not exist a ∈ Ai and b ∈ Bi,

such that a is strongly anti-complete to Bir {b}, b is strongly anti-complete to

Ai r {a}, and a is semi-adjacent to b, or

– both Ai, Bi are strongly stable sets, and there do not exist a ∈ Ai and b ∈ Bi,

such that a is strongly complete to Bir{b}, b is strongly complete to Air{a},

and a is semi-adjacent to b, or

– G′i is a 1-thin trigraph with base (a′i, b
′
i), and G′i is not a 2-thin trigraph.

We observe that for all i ∈ {1, ..., n}, a′ib′i is a doubly dominating semi-adjacent pair in G′i,

and if uv is a doubly dominating semi-adjacent pair in G′i, then {u, v} = {a′i, b′i}. Now,

let G0 = G′0, and for i ∈ {1, ..., n}, let Gi be obtained by composing Gi−1 and G′i along

(ai, bi, a
′
i, b
′
i). Let G = Gn.

3.5.4. Every trigraph in T2 is Berge.
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Proof. By 3.5.1, it suffices to show that every trigraph in T2 is odd hole-free. Recall that 2-

thin trigraphs are 1-thin, that triangle-patterns are complement-bipartite, and that triad-

patterns are bipartite. Thus, each trigraph in T2 is obtained by successively composing

1-thin trigraphs, bipartite trigraphs, and complement bipartite-trigraphs along doubly

dominating semi-adjacent pairs. Since bipartite and complement-bipartite trigraphs are

odd hole-free, the result follows form 3.5.2 and 3.5.3.

We end this section by stating a few results from [9] that help us understand the structure

of trigraphs in the class T2. By 6.7 from [9], all 1-thin trigraphs (and therefore, all 2-thin

trigraphs) are in T2. By 6.6 from [9], all bipartite trigraphs with a doubly dominating

semi-adjacent pair are in T2; and since T2 is closed under complementation, it follows that

all complement-bipartite trigraphs with a doubly dominating semi-adjacent pair are in T2.

Finally, by 6.8 from [9], the class T2 is closed under composing along doubly dominating

semi-adjacent pairs.

3.6 The Main Theorem

In this section, we restate and prove 3.1.4, the structure theorem for bull-free Berge

trigraphs.

3.1.4. Let G be a trigraph. Then G is a bull-free Berge trigraph if and only if at least one

of the following holds:

• G is obtained from smaller bull-free Berge trigraphs by substitution;

• G or G is an elementary expansion of a trigraph in T ∗1 ;

• G is an elementary expansion of a trigraph in T2.

Proof. We first prove the ‘if’ part. If G is obtained by substitution from smaller bull-free

Berge trigraphs, then G is bull-free and Berge by 2.2.2. Next, suppose that G or G is an

elementary expansion of a trigraph in T ∗1 ; since G is bull-free and Berge if and only if G
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is, we may assume that G is an elementary expansion of a trigraph in T ∗1 . Since T ∗1 is a

subclass of T1, G is an elementary expansion of a trigraph in T1, and so G is bull-free by

3.1.3; G is Berge by 3.3.2 and 3.4.11. Finally, suppose that G is an elementary expansion

of a trigraph in T2. Then G is bull-free by 3.1.3 and Berge by 3.3.2 and 3.5.4. This proves

the ‘if’ part.

To prove the ‘only if’ part, suppose that G is a bull-free Berge trigraph. If G contains a

proper homogeneous set, then G is obtained by substitution from smaller bull-free Berge

trigraphs, and we are done. So assume that G contains no proper homogeneous sets. Then

by 3.1.2 and 3.1.3, one of the following holds:

• G or G is an elementary expansion of a trigraph in T1;

• G is an elementary expansion of a trigraph in T2.

If the latter outcome holds, then we are done. So assume that G or G is an elementary

expansion of a trigraph H ∈ T1. Since G (and therefore G as well) is Berge, by 3.3.2, H

is Berge. By 3.4.11 then, H ∈ T ∗1 . This completes the argument.
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Chapter 4

A Decomposition Theorem for

Bull-Free Perfect Graphs

The main goal of this chapter is to derive a decomposition theorem for bull-free Berge

trigraphs. The results of this chapter will be used in the coloring algorithm for bull-free

perfect graphs in chapter 5.

Let us begin with a couple of definitions. First, a tame homogeneous pair (A,B) in a

trigraph G is said to be reducible provided that the associated partition (A,B,C,D,E, F )

of G satisfies the following:

• either

– |B| ≥ 3, or

– |B| = 2 and there exist distinct vertices a, a′ ∈ A such that a and a′ are both

mixed on B;

• C and D are both non-empty.

We observe that if (A,B) is a reducible homogeneous pair in a trigraph G, then |A∪B| ≥

4 and |C ∪ D ∪ E ∪ F | ≥ 3 (the latter is a consequence of the fact that (A,B) is
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tame). We remark that if (A,B) is a reducible homogeneous pair in a trigraph G, and if

(A,B,C,D,E, F ) is the associated partition of G, then (A,B) is also a reducible homo-

geneous pair in G, and (A,B,D,C, F,E) is the associated partition of G.

Next, a directed trigraph is an ordered pair ~G = (G,AG), where G = (VG, θG) is a trigraph,

and AG ⊆ VG × VG satisfies the following:

• for all u ∈ VG, (u, u) /∈ AG;

• for all adjacent pairs uv in G, exactly one of (u, v) and (v, u) is in AG;

• for all strongly anti-adjacent pairs uv in G, (u, v) /∈ AG.

Under these conditions, the directed trigraph ~G is said to be an orientation of the trigraph

G; the set AG is called the arc set of ~G and an orientation relation for G. Members of

AG are called the arcs of ~G. An arc (u, v) in ~G is said to be strong provided that uv is

a strongly adjacent pair in G. If ~G is an orientation of a trigraph G, and if (u, v) is an

arc in ~G, then we say that the adjacent pair uv of G is oriented from u to v in ~G, or that

it is oriented as (u, v) in ~G. If A and B are disjoint subsets of VG, then we say that all

the adjacent pairs between A and B are oriented from A to B in ~G provided that for all

adjacent pairs ab in G such that a ∈ A and b ∈ B, the adjacent pair ab is oriented from a

to b in ~G. Given an oriented trigraph ~G = (G,AG), and a set S ⊆ VG, we denote by ~G[S]

the oriented trigraph (G[S], AG ∩ (S × S)).

As in the case of (undirected) graphs, we note that every directed graph can be thought

of as a directed trigraph in a natural way: a directed graph is simply a directed trigraph

in which all arcs are strong.

A directed trigraph ~G = (G,AG) is transitive provided that for all u, v, w ∈ VG, if (u, v)

and (v, w) are arcs in ~G, then (u,w) is a strong arc in ~G; under these circumstances, we say

that AG is a transitive orientation relation for G, and that ~G is a transitive orientation for
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G. A trigraph G is said to be transitively orientable provided that there exists a transitive

orientation relation for it. As directed graphs are simply directed trigraphs in which all

arcs are strong, it is easy to see that a directed graph ~G is transitive as a graph if and

only if it is transitive as a trigraph; furthermore, every graph G is transitively orientable

as a graph if and only if it is transitively orientable as a trigraph.

The main goal of this chapter is to prove the following decomposition theorem (which

we will need in chapter 5).

4.0.1. Let G be a bull-free Berge trigraph. Then at least one of the following holds:

• G or G is transitively orientable;

• G contains a proper homogeneous set;

• G contains a reducible homogeneous pair.

We remark that a theorem very similar to 4.0.1 was originally proven in [52]. However,

in [52], reducible homogeneous pairs were not required to be tame, and so 4.0.1 is slightly

stronger than the corresponding theorem from [52]. Furthermore, the proofs of the two

theorems are significantly different. In particular, the proof from [52] uses the structure

theorem for bull-free Berge trigraphs from [12] (this is the structure theorem from chapter

3 of this thesis), while the proof of 4.0.1 given in the present chapter does not rely on this

structure theorem.

In this chapter, we will also prove the following result about reducible homogeneous pairs.

4.0.2. Let G be a bull-free Berge trigraph that does not contain a proper homogeneous

set, and let (A,B) be a reducible homogeneous pair in G. Then G[A] and G[B] are both

transitively orientable.

The bulk of this chapter will deal with the so-called “elementary” bull-free Berge trigraphs.

As in chapter 3, we call a bull-free trigraph G elementary provided that it contains no
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three-edge path P such that some vertex of G is a center for P , and some vertex of G

is an anti-center for P . A bull-free trigraph that is not elementary is said to be non-

elementary. (We remark that elementary and non-elementary bull-free trigraphs were

originally introduced in [7].) It was shown in chapter 3 that every non-elementary bull-

free Berge trigraph admits a homogeneous set decomposition (see 3.1.2); equivalently,

every bull-free Berge trigraph that does not admit a homogeneous set decomposition is

elementary. We will use this result repeatedly in this chapter, and we state it below for

future reference.

4.0.3. Every bull-free Berge trigraph that does not admit a homogeneous set decomposition

is elementary.

This chapter is organized as follows. In section 4.1, we prove some results about transitively

orientable trigraphs, and we prove 4.0.2; we remark that results very similar to the ones

from section 4.1 were originally proven in [52]. In section 4.2, we state some lemmas (due

to Chudnovsky) from [7] and [8] that we will need in section 4.3. In section 4.3, we prove

a “preliminary” decomposition theorem for bull-free Berge trigraphs (see 4.3.2), which we

will use as a “stepping stone” toward 4.0.1; we remark that in section 4.3, we make heavy

use of ideas from [8], in particular, from the proof of 6.2 from [8] (this is discussed in more

detail in section 4.3). Finally, in section 4.4, we study homogeneous pairs of various kinds,

and we prove 4.0.1 (the main result of this chapter).

4.1 Transitively Orientable Trigraphs

Our main goal in this section is to prove two theorems: one about “appropriate expan-

sions” (defined below) of transitively orientable trigraphs (4.1.1), and one about trigraphs

that contain no three-edge path as an induced subtrigraph (4.1.3); these two results will be

used in sections 4.3 and 4.4. At the end of the section, we use 4.1.3 and 4.0.3 to prove 4.0.2.

We begin with the definition of an “appropriate expansion.” Given a trigraph G and
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a semi-adjacent pair ab in G, we say that ab is expandable provided that G contains at

least five vertices, and there exist vertices c, d ∈ VG r {a, b} such that c is strongly ad-

jacent to a and strongly anti-adjacent to b, and d is strongly adjacent to b and strongly

anti-adjacent to a. A semi-adjacent pair ab in G is said to be non-expandable provided

that it is not expandable. (Note that if G is a trigraph on at most four vertices, then no

semi-adjacent pair in G is expandable. Note also that if ab is an expandable semi-adjacent

pair in a trigraph G, then ab is also expandable in G.) Given trigraphs H and G, we say

that G is an appropriate expansion of H provided that there exists a family {Xv}v∈VH

of pairwise disjoint non-empty sets such that VG =
⋃
v∈VH Xv, with all of the following

satisfied:

• for all v ∈ VH , if v is not an endpoint of any expandable semi-adjacent pair in H,

then |Xv| = 1;

• if uv is a non-expandable semi-adjacent pair in H, then the unique vertex of Xu is

semi-adjacent to the unique vertex of Xv in G;

• for all strongly adjacent pairs uv in H, Xu is strongly complete to Xv;

• for all strongly anti-adjacent pairs uv in H, Xu is strongly anti-adjacent to Xv.

We note that if a trigraph G is an appropriate expansion of a trigraph H, then G is

an appropriate expansion of the trigraph H. We also note that every trigraph is an

appropriate expansion of itself.

4.1.1. Let H be a transitively orientable trigraph, and let G be an appropriate expansion

of H. Then at least one of the following holds:

• G is transitively orientable;

• G contains a proper homogeneous set;

• G contains a reducible homogeneous pair.
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Proof. Suppose first that |Xv| ≥ 3 for some v ∈ VG. Since |Xv| > 1, there exists some

u ∈ VH such that uv is an expandable semi-adjacent pair in H. If Xu is strongly complete

or strongly anti-complete to Xv, then Xv is a proper homogeneous set in G, and we

are done. So assume that Xu is neither strongly complete nor strongly anti-complete to

Xv. Let ({u}, {v}, C,D,E, F ) be the partition of H associated with the homogeneous

pair ({u}, {v}); since uv is expandable, we know that C and D are non-empty, and that

|C ∪D ∪ E ∪ F | ≥ 3. But now (Xu, Xv) is a homogeneous pair in G with the associated

partition

(Xu, Xv,
⋃
w∈C Xw,

⋃
w∈DXw,

⋃
w∈E Xw,

⋃
w∈F Xw);

since C and D are non-empty, we know that
⋃
w∈C Xw and

⋃
w∈DXw are both non-empty,

and since |Xv| ≥ 3 and |C ∪ D ∪ E ∪ F | ≥ 3, we know that 3 ≤ |Xu ∪ Xv| ≤ |VG| − 3.

Since Xu is neither strongly complete nor strongly anti-complete to Xv, and since 3 ≤

|Xu ∪ Xv| ≤ |VG| − 3, we know that (Xu, Xv) is a tame homogeneous pair in G. Since

|Xv| ≥ 3, and since
⋃
w∈C Xw and

⋃
w∈DXw are both non-empty, it follows that (Xu, Xv)

is a reducible homogeneous pair in G, and we are done.

From now on, we assume that |Xv| ≤ 2 for all v ∈ VH . First, suppose that for some

v ∈ VH , we have that |Xv| = 2, and that more than one vertex in VG r Xv is mixed on

Xv. As |Xv| > 1, we know that there exists some u ∈ VH such that uv is an expandable

semi-adjacent pair in H. By the definition of an appropriate expansion, every vertex in

VG r Xv that is mixed on Xv is a member of Xu; as more than one vertex of VG r Xv

is mixed on Xv, this implies that at least two distinct vertices of Xu are mixed on Xv.

Now, let ({u}, {v}, C,D,E, F ) be the partition of H associated with ({u}, {v}); as uv is

expandable, we know that C and D are non-empty, and |C ∪D ∪ E ∪ F | ≥ 3. But now

(Xu, Xv) is a homogeneous pair in G with the associated partition

(Xu, Xv,
⋃
w∈C Xw,

⋃
w∈DXw,

⋃
w∈E Xw,

⋃
w∈F Xw);

since C and D are non-empty, we know that
⋃
w∈C Xw and

⋃
w∈DXw are non-empty, and
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since |Xv| = 2 and |C ∪D ∪ E ∪ F | ≥ 3, we know that 3 ≤ |Xu ∪Xv| ≤ |VG| − 3. It now

follows that (Xu, Xv) is a reducible homogeneous pair in G, and we are done.

From now on, we assume that for all v ∈ VH such that |Xv| = 2, at most one vertex

in VGrXv is mixed on Xv. If there exists some v ∈ VH such that |Xv| = 2 and no vertex

in VG rXv is mixed on Xv, then Xv is a proper homogeneous set in G, and we are done.

So we may assume that for all v ∈ VH such that |Xv| = 2, exactly one vertex in VG rXv

is mixed on Xv. Our goal now is to show that G is transitively orientable.

Since H is transitively orientable, there exists a transitive orientation relation AH for

the trigraph H; set ~H = (H,AH), so that ~H is a transitive directed trigraph. Now, we

define an orientation relation AG for the trigraph G as follows. For all distinct u, v ∈ VH

such that (u, v) /∈ AH , set Au,v = ∅. For all distinct u, v ∈ VH such that (u, v) ∈ AH , set

Au,v = {(û, v̂) | û ∈ Xu, v̂ ∈ Xv, θG(û, v̂) ≥ 0}. For all v ∈ VH , if Xv is a strongly stable

set, set Av,v = ∅. Now, suppose that v ∈ VH is such that |Xv| = 2, say Xv = {v̂1, v̂2},

where v̂1v̂2 is an adjacent pair. Then there exists a unique vertex û ∈ VGrXv such that û

is mixed on Xv; fix distinct i, j ∈ {1, 2} such that û is adjacent to vi and anti-adjacent to

vj . Next, fix u ∈ VH such that û ∈ Xu; then uv is an expandable semi-adjacent pair, and

in particular, either (u, v) ∈ AH or (v, u) ∈ AH . If (u, v) ∈ AH , then set Av,v = {(vj , vi)};

and if (v, u) ∈ AH , then set Av,v = {(vi, vj)}. Finally, set AG =
⋃
u,v∈VG Au,v and

~G = (G,AG). Clearly, ~G is a directed trigraph; we claim that ~G is a transitive.

Let x, y, z ∈ VG, and assume that (x, y) and (y, z) are arcs in ~G; we need to show that

(x, z) is a strong arc in ~G. First, we claim that there does not exist a vertex v ∈ VH

such that x, z ∈ Xv. Suppose otherwise. Fix v ∈ VH such that x, z ∈ Xv; since |Xv| ≤ 2,

this implies that Xv = {x, z}. Next, fix u ∈ VH r {v} such that y ∈ Xu. Now, since

(x, y) ∈ AG, x ∈ Xv, and y ∈ Xu, we know that (v, u) ∈ VH ; on the other hand, since

(y, z) ∈ AG, y ∈ Xu, and z ∈ Xv, we know that (u, v) ∈ AH . But then (u, v) and (v, u)
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are both in AH , which is impossible. This proves our claim.

Fix distinct u, v ∈ VH such that x ∈ Xu and z ∈ Xv. There are three possibilities:

that y ∈ Xu; that y ∈ Xv; and that y ∈ Xw for some w ∈ VH r {u, v}. We note, however,

that the cases when y ∈ Xu and when y ∈ Xv are very similar, and so it suffices to consider

only the following two cases: when y ∈ Xu, and when y ∈ Xw for some w ∈ VH r {u, v}.

Suppose first that y ∈ Xu. Since (y, z) ∈ AG, y ∈ Xu, and z ∈ Xv, it follows that

(u, v) ∈ AH . Since x ∈ Xu and z ∈ Xv, this implies that if xz is an adjacent pair in G

then (x, z) ∈ AG. Thus, it suffices to show that xz is a strongly adjacent pair in G. Since

(u, v) ∈ AH , we know that uv is an adjacent pair in G. If uv is a strongly adjacent pair

in H, then since x ∈ Xu and z ∈ Xv, we have that xz is a strongly adjacent pair, and we

are done. So assume that uv is a semi-adjacent pair in H. Now, suppose that xz is not a

strongly adjacent pair in G; then xz is an anti-adjacent pair. Since (y, z) ∈ AG, we know

that yz is an adjacent pair in G. Now yz is adjacent pair in G, xz is an anti-adjacent pair

in G, and x, y ∈ Xu, z ∈ Xv, and (u, v) ∈ AH ; by construction then, (y, x) ∈ AG. But this

is impossible since (x, y) ∈ AG. Thus, xz is a strongly adjacent pair, and we are done.

Suppose now that y ∈ Xw for some w ∈ VH r {u, v}. Since (x, y) ∈ AG, x ∈ Xu,

and y ∈ Xw, we get that (u,w) ∈ AH . Similarly, since (y, z) ∈ AG, y ∈ Xw, and z ∈ Xv,

we know that (w, v) ∈ AH . Now since (u,w), (w, v) ∈ AH , and ~H is transitive, we know

that uv is a strongly adjacent pair in H and that (u, v) ∈ AH . Since x ∈ Xu and z ∈ Xv,

it follows that xz is a strongly adjacent pair, and that (x, z) ∈ AG. This completes the

argument.

Our next goal is to prove that every trigraph that contains no three-edge path as an

induced subtrigraph is transitively orientable (see 4.1.3 below). The proof of this result

uses 4.5 from [10], which we state below.
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4.1.2 (Chudnovsky [10]). Let G be a trigraph that contains at least two vertices and that

does not contain a three-edge path as an induced subtrigraph. Then at least one of the

following holds:

• G is not connected;

• G is not connected;

• there exist vertices x, y ∈ VG such that x is semi-adjacent to y, x is strongly anti-

complete to VG r {x, y}, and y is strongly complete to VG r {x, y}.

4.1.3. Let G be a trigraph that does not contain a three-edge path as an induced subtri-

graph. Then G is transitively orientable.

Proof. We may assume inductively that for all X $ VG, G[X] is transitively orientable.

Clearly, if |VG| ≤ 2, then G is transitively orientable; so assume that |VG| ≥ 3. By 4.1.2,

G satisfies at least one of the following:

(i) G is not connected;

(ii) G is not connected;

(iii) there exist vertices x, y ∈ VG such that x is semi-adjacent to y, x is strongly anti-

complete to VG r {x, y}, and y is strongly complete to VG r {x, y}.

Suppose first that (i) or (ii) holds, that is, that one of G and G is not connected. Fix

disjoint, non-empty sets X,Y ⊆ VG such that VG = X ∪ Y and such that X is either

strongly complete or strongly anti-complete to Y . By assumption, G[X] and G[Y ] are

transitively orientable. Let AG[X] and AG[Y ] be transitive orientation relations for G[X]

and G[Y ], respectively. If X is anti-complete to Y , then it is easy to see that AG[X]∪AG[Y ]

is a transitive orientation relation for G, and we are done. So assume that X is strongly

complete to Y . Let A′G = {(x, y) | x ∈ X, y ∈ Y }, and set AG = AG[X] ∪ AG[Y ] ∪ A′G.

We claim that AG is a transitive orientation relation for G. Fix u, v, w ∈ VG, and assume

that (u, v), (v, w) ∈ AG; we need to show that uv is a strongly adjacent pair in G and that
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(u,w) ∈ AG. If u ∈ X and w ∈ Y , then this is immediate. So assume that either u ∈ Y or

that w ∈ X. Suppose first that u ∈ Y . Since u ∈ Y and (u, v) ∈ AG, it follows that v /∈ X,

and consequently, v ∈ Y . Similarly, since v ∈ Y and (v, w) ∈ AG, it follows that w /∈ X,

and so w ∈ Y . But now u, v, w ∈ Y , and the result follows from the fact that AG[Y ] is

a transitive orientation relation for G[Y ]. In a similar way, we get that if w ∈ X, then

u, v, w ∈ X, and then the result follows from the fact that AG[X] is a transitive orientation

relation for G[X].

It remains to consider the case when (iii) holds. Set Y = VG r {x, y}; then xy is a

semi-adjacent pair, x is strongly anti-complete to Y , and y is strongly complete to Y .

By assumption, G r y is transitively orientable. Let AGry be a transitive orientation

relation for G r y. Let Ay = {(y, y′) | y′ ∈ Y }, and set AG = {(y, x)} ∪ Ay ∪ AGry. We

claim that AG is a transitive orientation relation on G. Fix u, v, w ∈ VG, and assume

that (u, v), (v, w) ∈ AG; we need to show that uw is a strongly adjacent pair, and that

(u,w) ∈ AG. If y /∈ {u, v, w}, then the result follows from the fact that AGry is a transitive

orientation relation for G r y. So assume that y ∈ {u, v, w}. By construction, we have

that for all z ∈ VG r {y}, (z, y) /∈ AG; thus, y 6= v and y 6= w, and consequently, y = u.

Note that x has only one neighbor in G (namely y), while v has at least two neighbors

(namely u and w) in G; thus, v 6= x, and consequently, v ∈ Y . Since x is anti-complete

to Y , and w is adjacent to v ∈ Y , it follows that w ∈ Y . But now u = y and w ∈ Y , and

so by construction, uw is a strongly adjacent pair in G, and (u,w) ∈ AG. This completes

the argument.

We complete this section with the proof of 4.0.2, restated below.

4.0.2. Let G be a bull-free Berge trigraph that does not contain a proper homogeneous

set, and let (A,B) be a reducible homogeneous pair in G. Then G[A] and G[B] are both

transitively orientable.

Proof. First, by 4.0.3, G is elementary. Let (A,B,C,D,E, F ) be the partition of G asso-
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ciated with (A,B). Since (A,B) is reducible, we know that C and D are non-empty; fix

c ∈ C and d ∈ D. Since G is elementary, and c is a center and d an anti-center for A, we

know that G[A] does not contain a three-edge path, and so by 4.1.3, G[A] is transitively

orientable. Similarly, since G is elementary, and d is a center and c an anti-center for B, we

know that G[B] does not contain a three-edge path, and so by 4.1.3, G[B] is transitively

orientable.

4.2 Some Lemmas from [7] and [8]

In this section, we state some lemmas from [7] and [8] that we will need in the proof of 4.0.1.

First, we will need 3.2 from [7] (this is the main theorem of [7]). We state this theo-

rem below (we remark that we have not given the definition of the class T0 in this thesis).

4.2.1 (Chudnovsky [7]). Let G be a bull-free trigraph, and let P and Q be three-edge paths

in G. Assume that G contains a center for P and an anti-center for Q in G. Then at

least one of the following holds:

• G admits a homogeneous set decomposition;

• G admits a homogeneous pair decomposition;

• G or G belongs to the class T0.

We omit the definition of the class T0, and we refer the reader to [7]. All that we need

here is the fact that every trigraph in T0 contains a hole of length five (this readily follows

from the definition of the class T0), and so 4.2.1 immediately yields the following result.

4.2.2. Let G be a bull-free Berge trigraph, and let P and Q be three-edge paths in G.

Assume that G contains a center for P and an anti-center for Q in G. Then at least one

of the following holds:

• G admits a homogeneous set decomposition;
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• G admits a homogeneous pair decomposition.

We now need some definitions from [8]. First, a bull-free trigraph that admits neither

a homogeneous set decomposition nor a homogeneous pair decomposition, and that does

not contain a three-edge path with a center, is called unfriendly. Second, a square in a

trigraph G is a hole of length four in G. Finally, a prism is a trigraph G with vertex-set

VG = {a1, a2, a3, b1, b2, b3}, and adjacency as follows:

• {a1, a2, a3} and {b1, b2, b3} are cliques;

• for all i ∈ {1, 2, 3}, aibi is an adjacent pair;

• for all distinct i, j ∈ {1, 2, 3}, aibj is an anti-adjacent pair.

Note that if we insist that the prism G be bull-free, then {a1, a2, a3} and {b1, b2, b3}

must in fact be strong cliques (indeed, suppose that at least one of these two cliques is

not strong; then by symmetry, we may assume that b1b2 is a semi-adjacent pair, and

then G[a1, a2, a3, b1, b2] is a bull). This implies that every bull-free prism is complement-

bipartite; we state this result below for future reference.

4.2.3. Every bull-free prism is complement-bipartite.

Next, the following is 4.2 from [8].

4.2.4 (Chudnovsky [8]). Let G be an unfriendly bull-free trigraph, and assume that G

contains a prism as an induced subtrigraph. Then G is a prism.

We complete this section with some lemmas from section 5 of [8]. The following three

lemmas are 5.2, 5.3, and 5.6 (in that order) from [8].

4.2.5 (Chudnovsky [8]). Let G be an unfriendly bull-free trigraph that does not contain a

prism as an induced subtrigraph, and let a1−a2−a3−a4−a1 be a square in G. Let K be

the set of all vertices in VGr{a1, a2, a3, a4} that are complete to {a1, a2} and anti-complete

to {a3, a4}. Then K is a strong clique in G.
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4.2.6 (Chudnovsky [8]). Let G be an unfriendly bull-free trigraph that does not contain a

prism as an induced subtrigraph, let a1 − a2 − a3 − a4 − a1 be a square in G, and let c be

a center and a an anti-center for {a1, a2, a3, a4}. Then c is strongly anti-adjacent to a.

4.2.7 (Chudnovsky [8]). Let G be an unfriendly bull-free trigraph that does not contain a

prism as an induced subtrigraph. Then there do not exist six vertices a, b, c, d, x, y ∈ VG

such that all of the following hold:

• ab, cd, and xy are adjacent pairs;

• {a, b} is anti-complete to {c, d};

• {x, y} is complete to {a, b, c, d}.

4.3 A “Preliminary” Decomposition Theorem for Bull-Free

Berge Trigraphs

The goal of this section is to prove a certain “preliminary” decomposition theorem for

bull-free Bere trigraphs (see 4.3.2); this decomposition theorem will be used in the proof

of 4.0.1 (the main result of this chapter) in section 4.4.

We begin with some definitions. A frame is a connected, bipartite triagraph that con-

tains a three-edge path as an induced subtrigraph. A trigraph is framed if some induced

subtrigraph of it is a frame. A frame for a trigraph G is a subtrigraph of G that is a frame.

An optimal frame for a trigraph G is a frame F for G such that all of the following are

satisfied:

• for every frame F ′ for G, |VF ′ | ≤ |VF |;

• for every frame F ′ for G, if |VF ′ | = |VF |, then F has at least as many adjacent pairs

as F ′ does;
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• for every frame F ′ for G, if |VF ′ | = |VF | and F ′ has the same number of adjacent

pairs as F does, then F has at least as many strongly adjacent pairs as F ′ does.

Clearly, every framed trigraph contains an optimal frame (but this optimal frame need

not be unique). Frames were originally defined in [8], however, the definition in [8] was

slightly different: a frame was only required to be triangle-free, and not necessarily bi-

partite. However, in this chapter, we are only interested in Berge trigraphs, and a Berge

trigraph is bipartite if and only if it is triangle-free; this motivated the change of the

definition.

The result that follows is a technical lemma whose proof borrows heavily from the proof

of 6.2 of [8] (specifically, the proofs of the first nine statements of 6.2 of [8]). However,

since we are restricting our attention to Berge trigraphs here, we are able to strengthen

certain claims from the proof of 6.2 of [8]. (Clearly, the conclusion of 4.3.1 is false if the

assumption that the trigraph be Berge is omitted: it is easy to check that all transitively

orientable trigraphs are Berge.)

4.3.1. Every unfriendly framed bull-free Berge trigraph that contains no prism is transi-

tively orientable.

Proof. Let G be an unfriendly framed trigraph that does not contain a prism as an induced

subtrigraph. First, note that |VG| ≥ 4 (this is because G is framed, and every frame

contains a three-edge path), and so since G contains no proper homogeneous set, we know

that G is connected. Let F be an optimal frame for G, and let (E1, E2) be a bipartition

of the bipartite trigraph F . For all v ∈ VG r VF and i ∈ {1, 2}, let Si(v) be the set of all

neighbors of v in Ei.

Claim 1. For every vertex v ∈ VG r VF , if v is not strongly anti-complete to VF , then

S1(v) and S2(v) are both non-empty, and S1(v) is not strongly anti-complete to S2(v).

Fix v ∈ VG r VF such that v is not strongly anti-complete to VF . Then at least one

of S1(v) and S2(v) is non-empty, and we need to show that they are both non-empty.
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Suppose otherwise; by symmetry, we may assume that S1(v) 6= ∅ and S2(v) = ∅. Then

G[VF ∪{v}] is a connected bipartite subtrigraph of G with bipartition (E1, E2 ∪{v}), and

clearly, G[VF ∪{v}] contradicts the optimality of F . This proves that S1(v) and S2(v) are

both non-empty. It remains to show that S1(v) is not strongly anti-complete to S2(v).

Suppose otherwise. Let P be a path in F such that one endpoint of P is in S1(v) and the

other is in S2(v), and assume that P is of minimum length among all such paths. Since

S1(v) is strongly anti-complete to S2(v), P is of length greater than one; and since F is

bipartite, P is of odd length. But now G[VP ∪ {v}] is an odd hole in G, contrary to the

fact that G is Berge.

Claim 2. For every vertex u ∈ VG r VF , S1(u) and S2(u) are both non-empty, and S1(u)

is not strongly anti-complete to S2(u).

In view of Claim 1, it suffices to show that every vertex in VG r VF has a neighbor in VF .

Suppose otherwise. Since G is connected, there exist adjacent vertices u, v ∈ VGrVF such

that u is strongly anti-complete to VF , while v has a neighbor in VF . By Claim 1, S1(v)

and S2(v) are both non-empty, and they are not strongly anti-complete to each other. Let

C be the vertex-set of a non-trivial component of G[S1(v) ∪ S2(v)]. Since G is unfriendly

and v is complete to C, we know that G[C] does not contain a three-edge path. Since F

contains a three-edge path, it follows that C $ VF . Since F is connected, this implies that

there exist adjacent vertices c ∈ C and w ∈ VF r (S1(v)∪S2(v)). Since G[C] is connected

and |C| ≥ 2, there exists some c′ ∈ C r {c} such that cc′ is an adjacent pair. Since F

contains no triangles (because it is bipartite), we know that c′w is a strongly anti-adjacent

pair. Now G[u, v, c, c′, w] is a bull, which is a contradiction.

Claim 3. For all v ∈ VG r VF , if C is the vertex-set of a component of G[S1(v) ∪ S2(v)],

then C ∩ S1(v) is complete to C ∩ S2(v).

Let v ∈ VG r VF , let C be the vertex-set of a component of G[S1(v) ∪ S2(v)], and assume

that C ∩ S1(v) is not complete to C ∩ S2(v). Since S1(v) and S2(v) are both stable,

we know that any path in G[C] with one endpoint in C ∩ S1(v) and the other one in



Chapter 4. A Decomposition Theorem for Bull-Free Perfect Graphs 92

C ∩ S2(v) is of odd length. Now, fix strongly anti-adjacent vertices c1 ∈ C ∩ S1(v) and

c2 ∈ C ∩ S2(v). Since G[C] is connected, there is a path in G[C] between them; this path

is of odd length greater than one. Now G[C] contains a three-edge path. But v is a center

for this three-edge path, contrary to the fact that G is unfriendly.

Claim 4. For all v ∈ VG r VF , G[S1(v) ∪ S2(v)] is connected.

Fix v ∈ VG r VF . Let C be the vertex-set of a non-trivial component of G[S1(v) ∪ S2(v)]

(the existence of such a component follows from Claim 2). If C = S1(v) ∪ S2(v), then

we are done; so assume that C $ S1(v) ∪ S2(v), and set C ′ = (S1(v) ∪ S2(v)) r C. Set

C1 = C ∩ S1(v) and C2 = C ∩ S2(v); clearly, C1 and C2 are both strongly stable, and so

since G[C] is connected and has at least two vertices, it follows that C1 and C2 are both

non-empty. Furthermore, by Claim 3, C1 is complete to C2.

First, we claim that either C1 is strongly anti-complete to E2 r C2, or C2 is strongly

anti-complete to E1 r C1. Suppose otherwise. Fix adjacent c1 ∈ C1 and e2 ∈ E2 r C2,

and fix adjacent c2 ∈ C2 and e1 ∈ E1 rC1. Since C1 is complete to C2, c1c2 is an adjacent

pair. Since C ′ 6= ∅, there exists some u ∈ C ′; by symmetry, we may assume that u ∈ E1.

But now G[v, c1, c2, e1, u] is a bull, which is a contradiction. This proves our claim. By

symmetry, we may assume that C2 is strongly anti-complete to E1 r C1.

Let F2 be the set of all vertices in E2 r S2(v) that have a neighbor in C1; since F is

connected, F2 is non-empty. Then F2 must be strongly complete to C ′. (Indeed, suppose

that there were some anti-adjacent f ∈ F2 and c′ ∈ C ′. Fix some c1 ∈ C1 such that c1f

is an adjacent pair. Since C1 is complete to C2, and C2 is non-empty, there exists some

c2 ∈ C2 such that c1c2 is an adjacent pair. Since E2 is stable, c2f is an anti-adjacent pair.

But now G[v, c1, c2, f, c
′] is a bull, which is a contradiction.) In particular then, C ′ ⊆ E1.

If |C2| = 1, say C2 = {c2}, then it is easy to see that G[(VF r {c2}) ∪ {v}] contra-
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dicts the optimality of F . Thus, |C2| ≥ 2. If |C1| ≥ 2, then since C1 is complete to C2, we

know that G[C] contains a square. Now v is a center for this square and any vertex c′ ∈ C ′

is an anti-center for it. Then by 4.2.6, vc′ must be a strongly anti-adjacent pair, which

is a contradiction because v is complete to C ′. It follows that |C1| = 1, say C1 = {c1}.

Since every vertex in F2 has a neighbor in C1, this implies that c1 is complete to F2. Fix

some f ∈ F2 and c′ ∈ C ′. Now v − c1 − f − c′ − v is a square. By 4.2.5, the set of all

vertices in G that are complete to {v, c1} and anti-complete to {f, c′} is a strong clique.

But every vertex in C2 is complete to {v, c1} and anti-complete to {f, c′}, and so C2 is a

strong clique. Since C2 is also a strongly stable set (because C2 ⊆ E2 and E2 is strongly

stable), we get that |C2| = 1. But this contradicts the fact that |C2| ≥ 2.

Claim 5. For all v ∈ VG r VF , S1(v) is strongly complete to S2(v).

Let v ∈ VG r VF . By Claim 2, S1(v) and S2(v) are both non-empty. By Claim 4,

G[S1(v) ∪ S2(v)] is connected, and so by Claim 3, S1(v) is complete to S2(v). Thus, we

just need to show that there are no semi-adjacent pairs in G with one endpoint in S1(v)

and the other in S2(v).

Suppose first that |S1(v)| ≥ 2 and |S2(v)| ≥ 2, and suppose that some s1 ∈ S1(v) and

s2 ∈ S2(v) are semi-adjacent. Fix s′1 ∈ S1(v) r {s1} and s′2 ∈ S2(v) r {s2}. Then

s1 − s′2 − s′1 − s2 is a three-edge path, and v is a center for it, contrary to the fact that

G is unfriendly. This proves that if |S1(v)| ≥ 2 and |S2(v)| ≥ 2, then S1(v) is strongly

complete to S2(v). From now on, we assume that one of S1(v) and S2(v) contains only

one vertex; by symmetry, we may assume that |S1(v)| = 1, say S1(v) = {s1}.

Next, suppose that |S2(v)| = 1, say S2(v) = {s2}. If s1s2 is a strongly adjacent pair,

then we are done; so assume that s1s2 is a semi-adjacent pair. (Note that this means

that v is strongly adjacent to both s1 and s2.) Suppose first that s1 has a neighbor

s′2 ∈ E2 r {s2}, and s2 has a neighbor s′1 ∈ E1 r {s1}. But now if s′1s
′
2 is an adjacent pair,
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then v− s1− s′2− s′1− s2− v is a hole of length five (contrary to the fact that G is Berge),

and if s′1s
′
2 is an anti-adjacent pair, then G[v, s1, s2, s

′
1, s
′
2] is a bull (contrary to the fact

that G is bull-free). We may now assume by symmetry that s1 is strongly anti-compete to

E2 r {s2}. But now G[(VF r {s1})∪ {v}] contradicts the optimality of F (this is because

G[(VF r {s1}) ∪ {v}] has the same number of vertices and the same number of adjacent

pairs as F does, but G[(VFr{s1})∪{v}] has one more strongly adjacent pair than F does).

From now on, we assume that |S2(v)| ≥ 2. If s1 is strongly complete to S2(v), then

we are done, so assume that s1 is semi-adjacent to some s2 ∈ S2(v).

First, we claim that s1 is strongly anti-complete to E2 r S2(v). Suppose otherwise; fix

some e2 ∈ E2 rS2(v) such that s1e2 is an adjacent pair. Fix some s′2 ∈ S2(v)r {s2}. But

now G[v, s1, s2, s
′
2, e2] is a bull, which is a contradiction. Thus, s1 is strongly anti-complete

to E2 r S2(v).

Next, v must be semi-adjacent to some s′2 ∈ S2(v)r{s2}, for otherwise, G[(VFr{s1})∪{v}]

would contradict the optimality of F . Now, suppose that |S2(v)| ≥ 3; fix some s′′2 ∈

S2(v) r {s2, s
′
2}. Then G[v, s1, s2, s

′
2, s
′′
2] is a bull, which is a contradiction. It follows

that S2(v) = {s2, s
′
2}. Next, suppose that S2(v) is strongly anti-complete to E1 r {s1}.

Then since F is connected, it follows that VF = {s1, s2, s
′′
2}, which contradicts the fact

that F contains a three-edge path. Now, fix some e1 ∈ E1 r {s1} such that e1 has a

neighbor in {s2, s
′
2}. If e1 is adjacent to exactly one of s2 and s′2, then G[v, s1, s2, s

′
2, e1] is

a bull, contrary to the fact that G is bull-free. Thus, e1 is complete to {s2, s
′
2}. But now

v − s2 − e1 − s′2 − s1 − v is a hole of length five, contrary to the fact that G is Berge.

Claim 6. For all adjacent u, v ∈ VG r VH , both S1(u) ∩ S1(v) and S2(u) ∩ S2(v) are

non-empty.

Suppose otherwise. Fix adjacent u, v ∈ VG r VH such that at least one of S1(u) ∩ S1(v)
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and S2(u) ∩ S2(v) is empty; by symmetry, we may assume that S2(u) ∩ S2(v) = ∅. First,

we claim that S1(u)∩S1(v) = ∅. Suppose otherwise; fix some s ∈ S1(u)∩S1(v). By Claim

2, S2(u) and S2(v) are both non-empty; fix some u′ ∈ S2(u) and v′ ∈ S2(v). By definition,

s is complete to {u, v}, and by Claim 5, s is complete to {u′, v′}. But now u′−u−v−v′ is

a three-edge path, and s is a center for it, contrary to the fact that G is unfriendly. This

proves that S1(u) ∩ S1(v) = ∅.

Next, we claim that S1(u) ∪ S2(u) ∪ S1(v) ∪ S2(v) is strongly anti-complete to VF r

(S1(u) ∪ S2(u) ∪ S1(v) ∪ S2(v)). Suppose otherwise. By symmetry, we may assume that

there exist adjacent u1 ∈ S1(u) and f ∈ E2 r (S2(u) ∪ S2(v)). Fix u2 ∈ S2(u). But

now G[u, u1, u2, f, v] is a bull. This proves that S1(u) ∪ S2(u) ∪ S1(v) ∪ S2(v) is strongly

anti-complete to VF r (S1(u)∪S2(u)∪S1(v)∪S2(v)). Since F is connected, it follows that

VF = S1(u) ∪ S2(u) ∪ S1(v) ∪ S2(v), and furthermore, that S1(u) ∪ S2(u) is not strongly

anti-complete to S1(v) ∪ S2(v). The latter implies that either S1(u) is not strongly anti-

complete to S2(v), or S2(u) is not strongly anti-complete to S1(v). Now, if S1(u) is not

strongly anti-complete to S2(v), and S2(u) is not strongly anti-complete to S1(v), then we

fix some u1 ∈ S1(u), u2 ∈ S2(u), v1 ∈ S1(v), and v2 ∈ S2(v) such that u1v2 and u2v1 are

adjacent pairs, and we note that G[u, u1, u2, v, v1, v2] is a prism, contrary to the assump-

tion that G contains no prism. From now on, we assume (by symmetry) that S1(u) is not

strongly anti-complete to S2(v), and that S2(u) is strongly anti-complete to S1(v).

We now claim that |S2(u)| = |S1(v)| = 1. By symmetry, it suffices to show that |S2(u)| = 1.

Fix adjacent u′ ∈ S1(u) and v′ ∈ S2(v). Now u− u′ − v′ − v − u is a square, and S2(u) is

complete to {u, u′} and anti-complete to {v, v′}, and so by 4.2.5, S2(u) is a strong clique.

Since S2(u) is also a (non-empty) strongly stable set, it follows that |S2(u)| = 1. Similarly,

|S1(v)| = 1. Set S2(u) = {u2} and S1(v) = {v1}. But now G[(VF r {u2, v1})∪{u, v}] con-

tradicts the optimality of {u, v} (using the fact that uv are adjacent and u2v1 are strongly

anti-adjacent, we easily infer that G[(VF r {u2, v1}) ∪ {u, v}] has one more adjacent pair
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than F ).

Claim 7. For all anti-adjacent u, v ∈ VG r VH , at least one of S1(u)∩ S1(v) and S2(u)∩

S2(v) is empty.

Suppose otherwise. Fix anti-adjacent u, v ∈ VG r VH such that both S1(u) ∩ S1(v) and

S2(u) ∩ S2(v) are non-empty. We begin by showing that S1(u) = S1(v) and S2(u) =

S2(v). Suppose otherwise. By symmetry, we may assume that S1(u) r S1(v) 6= ∅. Fix

u1 ∈ S1(u) r S1(v), f1 ∈ S1(u) ∩ S1(v), and f2 ∈ S2(u) ∩ S2(v). Now u1 − u − f1 − v is

a three-edge path, and (by Claim 5) f2 is a center for it, which is impossible since G is

unfriendly. It follows that S1(u) = S1(v) and S2(u) = S2(v). Set S1 = S1(u) = S1(v) and

S2 = S2(u) = S2(v). By Claim 5, S1 is strongly complete to S2.

First, we claim that either S1 is strongly anti-complete to E2 r S2, or S2 is strongly

anti-complete to E1 r S1 (but not both). Suppose not. Then one of the following must

hold:

(a) S1 is strongly anti-complete to E2 rS2, and S2 is strongly anti-complete to E1 rS1;

(b) S1 is not strongly anti-complete to E2 r S2, and S2 is not strongly anti-complete to

E1 r S1.

Suppose first that (a) holds. Since F is connected, this implies that VF = S1 ∪ S2. But

S1 and S2 are both strongly stable, and they are strongly complete to each other. Thus,

F contains no three-edge path, which is a contradiction. Suppose now that (b) holds. Fix

adjacent s1 ∈ S1 and e2 ∈ E2 r S2, and fix adjacent s2 ∈ S2 and e1 ∈ E1 r S1. Then

e1e2 is a strongly adjacent pair, for otherwise, G[u, s1, s2, e1, e2] would be a bull. Now

s1 − s2 − e1 − e2 − s1 is a square, and {u, v} is complete to {s1, s2} and anti-complete to

{e1, e2}; by 4.2.5, {u, v} is a strong clique, which is a contradiction because uv is an anti-

adjacent pair. This proves our claim. By symmetry, we may assume that S1 is strongly

anti-complete to E2 r S2, and that S2 is not strongly anti-complete to E1 r S1.
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Next, we claim that |S1| = 1. Suppose otherwise. Fix distinct s1, s
′
1 ∈ S1, and fix

adjacent s2 ∈ S2 and e1 ∈ E1 r S1. Then u − s1 − v − s′1 − u is a square, s2 is a center

for it, and e1 is an anti-center for it. By 4.2.6 then, s2e1 must be a strongly anti-adjacent

pair, which is a contradiction. Thus, |S1| = 1, say S1 = {s1}.

Now, let C be the set of all vertices in VGr VF that are complete to S1 ∪ S2 and strongly

anti-complete to VF r (S1 ∪ S2); clearly, u, v ∈ C. First, we claim that C is a clique.

Suppose otherwise; fix strongly anti-adjacent c1, c2 ∈ C. But now G[(VF r{s1})∪{c1, c2}]

contradicts the optimality of F . Thus, C is a clique. Since uv is an anti-adjacent pair,

this implies that uv is a semi-adjacent pair, and that C r {u, v} is strongly complete to

{u, v}. Since {u, v} is not a homogeneous set, some vertex x ∈ VGrC is mixed on {u, v}.

By symmetry, we may assume that x is adjacent to u and anti-adjacent to v; since uv is a

semi-adjacent pair, this means that x is strongly adjacent to u and strongly anti-adjacent

to v. Since x is adjacent to u, we know that x /∈ VFr(S1∪S2), and since x is strongly anti-

adjacent to v, we know that x /∈ S1∪S2. It follows that x /∈ VF , and so x ∈ VGr (C∪VF ).

Since u, x ∈ VG r VF are adjacent, Claim 6 implies that S1(u) ∩ S1(x) and S2(u) ∩ S2(x)

are both non-empty. Since S1(u) = {s1}, it follows that xs1 is an adjacent pair. Further,

fix some s2 ∈ S2(u) such that xs2 is an adjacent pair.

Next, we claim that x is strongly anti-complete to VF r (S1 ∪ S2). Suppose not; fix some

f ∈ VFr(S1∪S2) such that xf is an adjacent pair. But now G[u, v, x, s1, f ] is a bull, which

is a contradiction (we are using the fact that s1 is strongly anti-complete to E2 r S2). It

follows that x is strongly anti-complete to VF r (S1∪S2). But now G[(VF r{s1})∪{v, x}]

contradicts the optimality of F (the fact that G[(VF r {s1}) ∪ {v, x}] is connected can

easily be established by using the fact that xs2 is an adjacent pair, and it is easy to check

that G[(VF r {s1}) ∪ {v, x}] satisfies the other conditions from the definition of a frame).

Claim 8. Gr VF contains no semi-adjacent pairs.
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Suppose otherwise; let u, v ∈ VG r VF be semi-adjacent. Then since uv is an adjacent

pair, we know by Claim 6 that S1(u) ∩ S1(v) and S2(u) ∩ S2(v) are both non-empty. But

on the other hand, since uv is an anti-adjacent pair, Claim 7 guarantees that at least one

of S1(u) ∩ S1(v) and S2(u) ∩ S2(v) is empty, which is a contradiction.

Claim 9. Every component of Gr VF is a strong clique.

Suppose otherwise. Let C be the vertex-set of a component of Gr VF such that C is not

a strong clique. By Claim 8, G[C] contains no semi-adjacent pairs, and so since C is not a

strong clique, it follows that there exist some x, y, z ∈ C such that x−y−z is a path inG[C].

First, since xz is an anti-adjacent pair, we know (by Claim 7) that at least one of

S1(x)∩S1(z) and S2(x)∩S2(z) is empty; by symmetry, we may assume that S1(x)∩S1(z) =

∅. Since xy and yz are adjacent pairs, Claim 6 guarantees that both S1(x) ∩ S1(y)

and S1(y) ∩ S1(z) are non-empty; fix a ∈ S1(x) ∩ S1(y) and b ∈ S1(y) ∩ S1(z); since

S1(x) ∩ S1(z) = ∅, we know that a /∈ S1(z) and b /∈ S1(x), and in particular, a 6= b. Fur-

thermore, a is complete to {x, y} and strongly anti-adjacent to z, b is complete to {y, z} and

strongly anti-adjacent to x. Now, we consider two cases: when S2(x)∩ S2(y)∩ S2(z) 6= ∅,

and when S2(x) ∩ S2(y) ∩ S2(z) = ∅.

Suppose first that S2(x) ∩ S2(y) ∩ S2(z) 6= ∅. Fix c ∈ S2(x) ∩ S2(y) ∩ S2(z). But now the

vartices a, x, b, z, y, c contradict 4.2.7.

Suppose now that S2(x) ∩ S2(y) ∩ S2(z) = ∅. Since xy and yz are adjacent pairs,

Claim 6 guarantees that S2(x) ∩ S2(y) and S2(y) ∩ S2(z) are both non-empty; since

S2(x)∩S2(y)∩S2(z) = ∅, we also know that S2(x)∩S2(y) and S2(y)∩S2(z) are disjoint.

Now, fix c ∈ S2(x)∩S2(y) and d ∈ S2(y)∩S2(z). Since a ∈ S1(y) and d ∈ S2(y), we know

by Claim 5 that ad is a strongly adjacent pair. But now x−a−d− z is a three-edge path,

and y is a center for it, contrary to the fact that G is unfriendly.
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Claim 10. For all adjacent u, v ∈ VG r VF , and for each i ∈ {1, 2}, either u is strongly

complete to Si(v), or v is strongly complete to Si(u).

Fix adjacent u, v ∈ VG r VF . By symmetry, it suffices to show that either u is strongly

complete to S1(v), or v is strongly complete to S1(u). Suppose otherwise. Then there

exist su ∈ S1(u) and sv ∈ S1(v) such that vsu and usv are anti-adjacent pairs. Since uv is

an adjacent pair, Claim 6 implies that S2(u)∩ S2(v) 6= ∅; fix some s2 ∈ S2(u)∩ S2(v). By

Claim 5, we know that s2 is complete to {su, sv}. But now su− u− v− sv is a three-edge

path, and s2 is a center for it, contrary to the fact that G is unfriendly.

Claim 11. For all adjacent u, v ∈ VG r VF , at least one of the following holds:

• u is strongly complete to S1(v), and v is strongly complete to S2(u);

• v is strongly complete to S1(u), and u is strongly complete to S2(v).

Fix adjacent u, v ∈ VG r VF . By Claim 10, either u is strongly complete to S1(v), or v is

strongly complete to S1(u); by symmetry, we may assume that u is strongly complete to

S1(v). Now, if v is strongly complete to S2(u), then we are done; so assume that v is not

strongly complete to S2(u). By Claim 10, it follows that u is strongly complete to S2(v).

If v is strongly complete to S1(u), then we are done; so assume v is not strongly complete

to S1(u). We now have that u is strongly complete to S1(v)∪S2(v), and v is not strongly

complete to either one of S1(u) and S2(u). Fix su1 ∈ S1(u) and su2 ∈ S2(u) such that v

is anti-complete to {su1 , su2}; then v must be strongly anti-adjacent to at least one of su1

and su2 , and by symmetry, we may assume that v is strongly anti-adjacent to su1 (and so

su1 ∈ S1(u) r S1(v)). Next, by Claim 2, S1(v) is non-empty; fix some sv1 ∈ S1(v). Note

that sv1 ∈ S1(u) (because u is strongly complete to S1(v)), and su2 ∈ S2(u); thus, by Claim

5, su2s
v
1 is a strongly adjacent pair. But now su1 − su2 − sv1 − v is a three-edge path, and u

is a center for it, contrary to the fact that G is unfriendly.

Claim 12. For every non-empty clique C ⊆ VG r VF , there exists a vertex c ∈ C such

that for all c′ ∈ C r {c}, c is strongly complete to S1(c′), and c′ is strongly complete to
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S2(c).

Suppose that C ⊆ VG r VF is a non-empty clique. Now, fix c ∈ C such that:

• c has as many strong neighbors in E1 as possible;

• subject to the above, c has as many neighbors in E1 as possible;

• subject to the above, c has as few neighbors in E2 as possible;

• subject to the above, c has as few strong neighbors in E2 as possible.

First, we claim that for all c′ ∈ C r {c}, c is strongly complete to S1(c′). Suppose other-

wise. Fix some c′ ∈ Cr{c} such that c is not strongly complete to S1(c′). Then by Claim

10, c′ is strongly complete to S1(c). But now c′ must have more strong neighbors in E1

than c does, contrary to the choice c. This proves that for all c′ ∈ C r {c}, c is strongly

complete to S1(c′).

Next, we claim that for all c′ ∈ C r {c}, c′ is strongly complete to S2(c). Suppose

otherwise. Fix some c′ ∈ C r {c} such that c′ is not strongly complete to S2(c). Now by

Claim 11, we know that c is strongly complete to S2(c′), and c′ is strongly complete to

S1(c). Thus, c and c′ have exactly the same number of strong neighbors in E1, and neither

is semi-adjacent to any vertex in E1. By the choice of c, this means that c′ cannot have

fewer neighbors in E2 than c does. Since c is strongly complete to S2(c′), this means that

S2(c′) = S2(c); set S2 = S2(c) = S2(c′). Since c is strongly complete to S2, but c′ is not

strongly complete to S2, it follows that c′ has fewer strong neighbors in E2 than c does.

But this is impossible by the choice of c.

Claim 13. For all non-empty cliques C ⊆ VG r VF , the vertices of C can be ordered as

C = {c1, ..., ck} so that for all i, j ∈ {1, ..., k}, if i < j, then ci is strongly complete to

S1(cj), and cj is strongly complete to S2(ci).

The claim follows by an easy induction from Claim 12.
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Claim 14. G is transitively orientable.

If G = F , then G is bipartite, and the result is immediate. So assume that G 6= F , and

let C1, ..., Cn be the vertex-sets of the components of G r VF . By Claim 9, C1, ..., Cn

are all strong cliques. We then apply Claim 13, and for each r ∈ {1, ..., n}, we set

Cn = {cr1, ..., crkr} so that for all i, j ∈ {1, ..., kr}, if i < j, then cri is strongly complete to

S1(crj), and crj is strongly complete to S2(cri ).

Now, we orient G as follows. For all r ∈ {1, ..., n}, and all i, j ∈ {1, ..., kr} such that

i < j, we orient the strongly adjacent pair crjc
r
i as (crj , c

r
i ). Next, for all adjacent e1 ∈ E1

and c ∈ VG r VF , we orient e1c as (e1, c). For all adjacent c ∈ VG r VF and e2 ∈ E2,

we orient ce2 as (c, e2). Finally, for all adjacent e1 ∈ E1 and e2 ∈ E2, we orient e1e2 as

(e1, e2). This yields an oriented trigraph ~G.

We claim that ~G is transitive. Suppose that (u, v) and (v, w) are arcs in ~G; we need

to show that (u,w) is a strong arc in ~G. Now, because of the arc (u, v), we know that

u /∈ E2 and v /∈ E1; and because of the arc (v, w), we know that v /∈ E2 and w /∈ E1.

Thus, there exists some r ∈ {1, ..., n} such that v ∈ Cr, and one of the following holds:

(a) u ∈ E1 and w ∈ Cr;

(b) u ∈ E1 and w ∈ E2;

(c) u ∈ Cr and w ∈ Cr;

(d) u ∈ Cr and w ∈ E2.

Suppose first that (a) holds. Because of the arc (v, w), we know that there exist some

i, j ∈ {1, ..., kr} such that i < j, v = crj , and w = cri . Now w is strongly complete to S1(v),

and so uw is a strongly adjacent pair. By construction, it was oriented as (u,w), and we

are done.
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Suppose next that (b) holds. Then u ∈ S1(v) and w ∈ S2(v), and so by Claim 5, uw

is a strongly adjacent pair. By construction, it was oriented as (u,w), and we are done.

Suppose now that (c) holds. But clearly, ~G[C] is transitive, so we are done.

Suppose finally that (d) holds. Then because of the arc (u, v), we know that there exist

some i, j ∈ {1, ..., kr} such that i < j, u = crj , and v = cri . Now u is strongly complete to

S2(v), and so uw is a strongly adjacent pair. By construction, it was oriented as (u,w),

and we are done.

We now need a definition. Let us say that a trigraph G is happy provided that the following

two conditions hold:

• G is transitively orientable;

• G does not contain a three-edge path P such that some vertex of G is a center for

P .

We now use 4.3.1 and some lemmas from section 4.2 to prove a “preliminary” decompo-

sition theorem for bull-free Berge trigraphs.

4.3.2. Let G be a bull-free Berge trigraph. Then at least one of the following holds.

• G or G is happy;

• G admits a homogeneous set decomposition;

• G admits a homogeneous pair decomposition.

Proof. We assume that G admits neither a homogeneous set decomposition nor a homoge-

neous pair decomposition, for otherwise we are done. (Note that this implies that G also

admits neither a homogeneous set decomposition nor a homogeneous pair decomposition.)

Our goal is to show that at least one of G and G is happy. By 4.2.2, at most one of the

following holds:
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• G contains a three-edge path with a center;

• G contains a three-edge path with an anti-center.

Exploiting the symmetry between G and G, we may assume that G does not contain a

three-edge path with a center. By definition then, G is unfriendly.

Suppose first that G contains a prism. Then by 4.2.4, G is a prism. Since G is bull-

free, 4.2.3 guarantees that G is complement-bipartite. But clearly then, G is happy, and

we are done. Assume now that G contains no prism. If G is framed, then by 4.3.1, G

is transitively orientable; since (by assumption) G contains no three-edge path with a

center, it follows that G is happy. So assume that G is not framed. Then G contains no

three-edge path. By 4.1.3, G is transitively orientable, and it follows that G is happy.

4.4 Homogeneous Pairs and the Proof of the Main Decom-

position Theorem for Bull-Free Berge Trigraphs

In this section, we study tame homogeneous pairs in the context of bull-free Berge tri-

graphs, and we use the results that we obtain, as well as the decomposition theorem 4.3.2,

to prove 4.0.1.

We begin by proving an easy lemma that we will use repeatedly in this section.

4.4.1. Let G be a trigraph, let (A,B) be a tame homogeneous pair in G, and let (H, a, b)

be semi-adjacent reduction of (G,A,B). Then both of the following hold:

• if G is bull-free, then H is also bull-free;

• if G is Berge, then H is also Berge.

Proof. Since (A,B) is tame, A is neither strongly complete nor strongly anti-complete to

B. Thus, every realization of H is (isomorphic to) an induced subtrigraph of G, and the

result follows.



Chapter 4. A Decomposition Theorem for Bull-Free Perfect Graphs 104

We now need a definition. Let G be a trigraph, let (A,B) be a tame homogeneous pair

in G, and let (A,B,C,D,E, F ) be the associated partition of G. We say that (A,B) is

degenerate provided that C, E, and F are all non-empty, and D is empty. We remark that

if (A,B) is a degenerate homogeneous pair in G, and if (A,B,C, ∅, E, F ) is the associated

partition of G, then (B,A) is a degenerate homogeneous pair in G, and (B,A,C, ∅, F, E) is

the associated partition of G. We now prove a few lemmas about degenerate homogeneous

pairs. We remark that the main idea of the proof of 4.4.2 is included in the proofs of 7.2

and 7.3 from [9].

4.4.2. Let G be a bull-free Berge trigraph that does not admit a homogeneous set decompo-

sition, and let (A,B) be a degenerate homogeneous pair in G. Then A is a strongly stable

set and B is a strong clique.

Proof. Since (A,B) is a degenerate homogeneous pair in G, we know that (B,A) is a

degenerate homogeneous pair in G. Thus, it suffices to show that A is strongly stable in

G, for then an analogous argument applied to the degenerate homogeneous pair (B,A) in

G will establish that B is strongly stable in G, and therefore, that B is a strong clique in G.

Let (A,B,C, ∅, E, F ) be the partition of G associated with the degenerate homogeneous

pair (A,B). We begin by showing that F is not strongly anti-complete to C. Suppose

otherwise. Then F cannot be strongly anti-complete to E, for otherwise, A ∪ B ∪ C ∪ E

would be a proper homogeneous set in G. Let E0 be the set of all vertices in E that have a

neighbor in F . Then E0 is strongly complete to C. (Indeed, suppose E0 were not strongly

complete to C. Then fix anti-adjacent c ∈ C and e ∈ E. Fix f ∈ F such that ef is an

adjacent pair. Fix adjacent a ∈ A and b ∈ B. Then G[a, b, c, e, f ] is a bull.)

Next, let E′ be the union of the vertex-sets of all the anti-components of G[E] that

intersect E0. First, we claim that every vertex in E′ r E0 has an anti-neighbor in E0.

Suppose otherwise. Then by the definition of E0, there exists an anti-path e0 − e1 − e2

such that e0 ∈ E0 and e1, e2 ∈ E′ r E0. Fix a ∈ A, and fix some f ∈ F such that e0f
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is an adjacent pair. Then G[a, e0, e1, e2, f ] is a bull. This proves that every vertex in

E′ r E0 has an anti-neighbor in E0. Now, we claim that E′ is strongly complete to C.

Suppose otherwise. Since E0 is strongly complete to C, and every vertex in E′ r E0 has

an anti-neighbor in E0, this implies that there exist anti-adjacent vertices e0 ∈ E0 and

e′ ∈ E′rE0 such that e′ is not strongly complete to C. Now fix some c ∈ C such that ce′

is an anti-adjacent pair, fix some f ∈ F such that e0f is an adjacent pair, and fix some

a ∈ A. Then G[a, c, e0, e
′, f ] is a bull, which is a contradiction.

Set X = A ∪ B ∪ C ∪ (E r E′). Now E′ is strongly complete to X, and F is strongly

anti-complete to X, and so it follows that X is a proper homogeneous set in G, which is

a contradiction. This proves that F is not strongly anti-complete to C.

Now, suppose that A is not a strongly stable set. Since A is not a proper homoge-

neous set, this implies that there exist adjacent vertices a, a′ ∈ A such that some vertex

b ∈ B is adjacent to a and anti-adjacent to a′. Since F is not strongly anti-complete to

C, and there exist adjacent c ∈ C and f ∈ F . But now G[a, a′, b, c, f ] is a bull, which is a

contradiction. This completes the argument.

4.4.3. Let G be a bull-free Berge trigraph that does not admit a homogeneous set decompo-

sition, and assume that (A,B) is a degenerate homogeneous pair in G. Then there exists

a transitive orientation of G[A ∪B] such that all the adjacent pairs between A and B are

oriented from A to B.

Proof. Let (A,B,C, ∅, E, F ) be the partition of G associated with the degenerate homo-

geneous pair (A,B). First, by 4.4.2, we know that A is a strongly stable set, and B is a

strong clique. Now, we claim that for all distinct b, b′ ∈ B, either b is strongly adjacent to

every neighbor of b′ in A, or b′ is strongly adjacent to every neighbor of b in A. Suppose

otherwise. Fix distinct b, b′ ∈ B and distinct a, a′ ∈ A such that ab and a′b′ are adjacent

pairs, and ab′ and a′b are anti-adjacent pairs. Fix c ∈ C. Then c− a− b− b′ − a′ − c is a



Chapter 4. A Decomposition Theorem for Bull-Free Perfect Graphs 106

hole of length five, contrary to the fact that G is Berge. It now follows that the vertices

in B can be ordered as B = {b1, ..., bk} so that for all a ∈ A and i, j ∈ {1, ..., k}, if i < j

and abj is an adjacent pair, then abi is a strongly adjacent pair.

Now, we orient the adjacent pairs in G[A ∪B] as follows:

• all the adjacent pairs between A and B are oriented from A to B;

• for all i, j ∈ {1, ..., k} such that i < j, the strongly adjacent pair bibj is oriented as

(bj , bi).

Clearly, this produces a desired transitive orientation of G[A ∪B].

4.4.4. Let G be a bull-free Berge trigraph that does not admit a homogeneous set decompo-

sition. Let (A,B) be a degenerate homogeneous pair in G, and (H, a, b) be a semi-adjacent

reduction of (G,A,B). Assume that H is happy. Then G is happy.

Proof. First of all, by 4.0.3, G is elementary; by 4.4.2, A is a strongly stable set and B is

a strong clique; and by 4.4.1, H is bull-free and Berge. Next, let (A,B,C, ∅, E, F ) be the

partition of G with respect to the degenerate homogeneous pair (A,B).

We begin by showing that G is transitively orientable. Since H is happy, H is transitively

orientable; let ~H be a transitive orientation of H. We may assume that the semi-adjacent

pair ab is oriented as (a, b) in ~H. Now we produce an orientation ~G of G as follows. First,

we use 4.4.3 to produce a transitive orientation of G[A ∪ B] such that all the adjacent

pairs between A and B are oriented from A to B. Next, let uv be an adjacent pair in G

such that u and v do not both lie in A ∪B. Then we orient uv as follows.

• If u, v ∈ C ∪E ∪ F , then uv is also an adjacent pair in H, and we orient uv in ~G in

the same way as in ~H.

• If u ∈ A and v ∈ C ∪ E, then we note that uv is a strongly adjacent pair in G and

av is a strongly adjacent pair in H, and we orient the adjacent pair uv as follows:
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– if the strongly adjacent pair av is oriented as (a, v) in ~H, then the strongly

adjacent pair uv is oriented as (u, v) in ~G,

– if the strongly adjacent pair av is oriented as (v, a) in ~H, then the strongly

adjacent pair uv is oriented as (v, u) in ~G.

• If u ∈ B and v ∈ E, then we note that uv is a strongly adjacent pair in G and bv is

a strongly adjacent pair in H, and we orient the adjacent pair uv as follows:

– if the strongly adjacent pair bv is oriented as (b, v) in ~H, then the strongly

adjacent pair uv is oriented as (u, v) in ~G,

– if the strongly adjacent pair bv is oriented as (v, b) in ~H, then the strongly

adjacent pair uv is oriented as (v, u) in ~G.

Clearly, the orientation ~G of G defined in this way is transitive.

It remains to show that G contains no three-edge path with a center.

First, we claim that every vertex in C that has a neighbor in E is strongly anti-complete

to F . Suppose otherwise. Fix c ∈ C, e ∈ E, and f ∈ F such that c is complete to {e, f}.

But then if ef is an adjacent pair, then b− a− c− f is a three-edge path in H, and e is

a center for it, contrary to the fact that H is happy; and if ef is an anti-adjacent pair,

then H[a, b, c, e, f ] is a bull, contrary to the fact that H is bull-free. This proves the claim.

Now suppose that p1 − p2 − p3 − p4 is a three-edge path in G, and that x is a center

for it. First, we know that p1, p2, p3, p4 cannot all lie in A ∪ B, for then any vertex in E

would be a center for it, and any vertex in F would be an anti-center for it, contrary to

the fact that G is elementary.

We first show that either |A∩{x, p1, p2, p3, p4}| ≥ 2 or |B∩{x, p1, p2, p3, p4}| ≥ 2. Suppose



Chapter 4. A Decomposition Theorem for Bull-Free Perfect Graphs 108

otherwise. Then |A∩{x, p1, p2, p3, p4}| ≤ 1 and |B∩{x, p1, p2, p3, p4}| ≤ 1. We now define

x̂, p̂1, p̂2, p̂3, p̂4 as follows:

• if x ∈ A, then we set x̂ = a;

• if x ∈ B, then we set x̂ = b;

• if x /∈ A ∪B, then we set x̂ = x;

• for all i ∈ {1, 2, 3, 4}, if pi ∈ A, then we set p̂i = a;

• for all i ∈ {1, 2, 3, 4}, if pi ∈ B, then we set p̂i = b;

• for all i ∈ {1, 2, 3, 4}, if pi /∈ A ∪B, then we set p̂i = pi.

Since |A ∩ {x, p1, p2, p3, p4}| ≤ 1 and |B ∩ {x, p1, p2, p3, p4}| ≤ 1, we know that x̂, p̂1, p̂2,

p̂3, p̂4 are pairwise distinct, and it easily follows that p̂1− p̂2− p̂3− p̂4 is a three-edge path

in H, and x̂ is a center for it, contrary to the fact that H is happy. This proves that either

|A ∩ {x, p1, p2, p3, p4}| ≥ 2 or |B ∩ {x, p1, p2, p3, p4}| ≥ 2.

We next show that x /∈ A ∪ B. Suppose otherwise. Suppose first that x ∈ A. Since A is

strongly stable, this implies that p1, p2, p3, p4 ∈ B∪C∪E. Note that p1, p2, p3, p4 cannot all

lie in B because B is a strong clique. Now, since B is a homogeneous set in G[B ∪C ∪E],

and G[p1, p2, p3, p4] contains no proper homogeneous set, it follows that B contains at

most one of p1, p2, p3, p4. Now A ∩ {p1, p2, p3, p4, x} = {x} and |B ∩ {p1, p2, p3, p4}| ≤ 1.

But this contracts the fact that |A ∩ {x, p1, p2, p3, p4}| ≥ 2 or |B ∩ {x, p1, p2, p3, p4}| ≥ 2.

Suppose now that x ∈ B. Then p1, p2, p3, p4 ∈ A ∪ B ∪ E. Note that p1, p2, p3, p4 cannot

all lie in E, for otherwise, p1− p2− p3− p4 would be a three-edge path in H, and b would

be a center for it, contrary to the fact that H is happy. Now, since E is a homogeneous

set in G[A∪B∪E] and G[p1, p2, p3, p4] contains no proper homogeneous set, we know that

|E∩{p1, p2, p3, p4}| ≤ 1. On the other hand, since A∪B does not contain all of p1, p2, p3, p4,

we know that E contains at least one of p1, p2, p3, p4. It follows that E contains exactly one
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of p1, p2, p3, p4; say pi ∈ E. But since E is strongly complete to A∪B, it follows that pi is

strongly complete to {p1, p2, p3, p4}r{pi}, which is impossible. This proves that x /∈ A∪B.

We now have that either |A∩{p1, p2, p3, p4}| ≥ 2 or |B∩{p1, p2, p3, p4}| ≥ 2. Both cannot

hold because p1, p2, p3, p4 do not all lie in A∪B. Furthermore, since A is a strongly stable

set and B a strong clique, and since G[p1, p2, p3, p4] contains neither strong triads nor

strong triangles, we know that |A∩{p1, p2, p3, p4}| ≤ 2 and |B ∩{p1, p2, p3, p4}| ≤ 2. This

proves that exactly one of the following holds:

• |A ∩ {p1, p2, p3, p4}| ≤ 1 and |B ∩ {p1, p2, p3, p4}| = 2;

• |A ∩ {p1, p2, p3, p4}| = 2 and |B ∩ {p1, p2, p3, p4}| ≤ 1.

Now, we claim that A and B each intersect {p1, p2, p3, p4}. Suppose otherwise. Then one

of the following holds:

• A ∩ {p1, p2, p3, p4} = ∅ and |B ∩ {p1, p2, p3, p4}| = 2;

• |A ∩ {p1, p2, p3, p4}| = 2 and B ∩ {p1, p2, p3, p4} = ∅.

Suppose that A ∩ {p1, p2, p3, p4} = ∅ and |B ∩ {p1, p2, p3, p4}| = 2. Now p1, p2, p3, p4, x ∈

VG r A, and B is a homogeneous set in Gr A. This implies that B ∩ {p1, p2, p3, p4} is a

proper homogeneous set in G[p1, p2, p3, p4, x], which is impossible. Thus, the first outcome

is impossible. A similar argument proves that the second outcome is impossible as well.

This proves that exactly one of the following holds:

• |A ∩ {p1, p2, p3, p4}| = 1 and |B ∩ {p1, p2, p3, p4}| = 2;

• |A ∩ {p1, p2, p3, p4}| = 2 and |B ∩ {p1, p2, p3, p4}| = 1.

Thus, exactly three vertices among p1, p2, p3, p4 lie in A ∪B. Since the trigraph G[p1, p2,

p3, p4] is connected, the fourth vertex does not lie in F , and since G[p1, p2, p3, p4] is anti-

connected, the fourth vertex does not lie in E. Thus, the fourth vertex (call it pi) lies

in C. Furthermore, since x /∈ A ∪ B, since x is a center for p1 − p2 − p3 − p4, and since
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{p1, p2, p3, p4} intersects both A and B, it follows that x ∈ E. Now pi ∈ C, x ∈ E, and

pix is an adjacent pair; thus, pi is strongly anti-complete to F . Fix f ∈ F . Now x is a

center and f is an anti-center for the three-edge path p1 − p2 − p3 − p4 in G, contrary to

the fact that G is elementary. This proves that G is happy.

The next couple of lemmas deal with tame homogeneous pairs (A,B) whose associated

partitions are either of the form (A,B, ∅, D, ∅, F ) or of the form (A,B,C, ∅, E, ∅).

4.4.5. Let G be a bull-free Berge trigraph that does not admit a homogeneous set decom-

position. Let (A,B) be a tame homogeneous pair in G, and assume that (A,B, ∅, D, ∅, F )

is the associated partition of G. Then both of the following hold:

• (F,D) is a tame homogeneous pair in G, and (F,D, ∅, B, ∅, A) is the associated

partition of G;

• B and D are strongly stable sets.

Proof. First, since (A,B) is tame, we know that |A ∪B| ≥ 3 and |D ∪ F | ≥ 3. Note that

if D = ∅, then F is a proper homogeneous set in G, and if F = ∅, then D is a proper

homogeneous set in G; since G contains no proper homogeneous set, it follows that D and

F are both non-empty. Further, D is neither strongly complete nor strongly anti-complete

to F , for otherwise, both D and F would be homogeneous sets in G, and since at least

one of D and F has more than one vertex (because |D ∪ F | ≥ 3), at least one of D and

F would be a proper homogeneous set in G, contrary to the fact that G does not admit a

homogeneous set decomposition. It now follows that (F,D) is a tame homogeneous pair

in G, and (F,D, ∅, B, ∅, A) is the associated partition.

It remains to show that B and D are strongly stable sets. Because of the symmetry

between the tame homogeneous pairs (A,B) and (F,D), it suffices to show that B is

strongly stable. Suppose that B is not strongly stable. Then since G does not contain a

proper homogeneous set, there exist adjacent vertices b, b′ ∈ B and a vertex a ∈ A such
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that ab is an adjacent pair, and ab′ is an anti-adjacent pair. Next, fix adjacent d ∈ D and

f ∈ F . Then G[a, b, b′, d, f ] is a bull, which is a contradiction.

4.4.6. Let G be a bull-free Berge trigraph that does not admit a homogeneous set decom-

position. Let ab be a semi-adjacent pair in G, and assume that ({a}, {b}, ∅, D, ∅, F ) is the

partition of G associated with the homogeneous pair ({a}, {b}). Assume that G is happy.

Then G is happy as well.

Proof. If |D ∪ F | ≤ 1, then G contains at most three vertices, and the result is imme-

diate. So assume that |D ∪ F | ≥ 2. Now if D = ∅, then F is a proper homogeneous

set in G, and if F = ∅, then D is a proper homogeneous set in G; since G does not con-

tain admit a homogeneous set decomposition, it follows that D and F are both non-empty.

We first show that D a strongly stable set. Suppose otherwise. Since D is not a proper

homogeneous set in G, and since neither a nor b is mixed on D, if follows that there exist

adjacent vertices d, d′ ∈ D and a vertex f ∈ F such that df is an adjacent pair, and d′f

is an anti-adjacent pair. But now G[a, b, d, d′, f ] is a bull, contrary to the fact that G is

bull-free. Thus, D is strongly stable.

We now show that F is a strongly stable set. Suppose otherwise. Since F is not a

proper homogeneous set in G, and since {a, b} is strongly anti-complete to F , it follows

that there exist adjacent vertices f, f ′ ∈ F and a vertex d ∈ D such that df is an ad-

jacent pair and df ′ is an anti-adjacent pair. Now f ′ − f − d − b is a three-edge path in

G, and a is an anti-center for it. Thus, in G, f − b − f ′ − d is a three-edge path, and a

is a center for it, contrary to the fact that G is happy. Thus, F is a strongly stable set in G.

Since D and F are both strongly stable, it follows that G is bipartite with bipartition

({a} ∪D, {b} ∪ F ), and it is now immediate that G is happy.

Let G be a trigraph, let (A,B) be a tame homogeneous pair in G, and (A,B,C,D,E, F )
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be the associated partition of G. We say that (A,B) is appropriate provided that C and

D are both non-empty. We observe that if (A,B) is an appropriate homogeneous pair

in a trigraph G, then (A,B) is an appropriate homogeneous pair in G. Furthermore,

every reducible homogeneous pair is appropriate (however, not all appropriate homoge-

neous pairs are reducible). We now prove a technical lemma, and then we prove another

decomposition theorem for bull-free Berge trigraphs.

4.4.7. Let (A,B) be a tame homogeneous pair in G, and let (H, a, b) be a semi-adjacent

reduction of (G,A,B). Then both of the following hold:

• if H contains a proper homogeneous set, then so does G;

• if H contains an appropriate homogeneous pair, then so does G.

Proof. Suppose first that H contains a proper homogeneous set, call it S. Since ab is a

semi-adjacent pair in H, we know that either a, b ∈ S or a, b /∈ S. If a, b ∈ S, then clearly,

(Sr{a, b})∪ (A∪B) is a proper homogeneous set in G, and if a, b /∈ S, then S is a proper

homogeneous set in G.

Suppose now that H contains an appropriate homogeneous pair, call it (X,Y ). Since

ab is a semi-adjacent pair in H, we know that either a, b ∈ X ∪ Y or a, b /∈ X,Y . We now

define sets X̂ and Ŷ as follows.

• if a, b ∈ X, then set X̂ = (X r {a, b}) ∪ (A ∪B) and Ŷ = Y ;

• if a, b ∈ Y , then set X̂ = X and Ŷ = (Y r {a, b}) ∪ (A ∪B);

• if a ∈ X and b ∈ Y , then set X̂ = (X r {a}) ∪A and Ŷ = (Y r {b}) ∪B;

• if a ∈ Y and b ∈ X, then set X̂ = (X r {b}) ∪B and Ŷ = (Y r {a}) ∪A;

• if a, b /∈ X ∪ Y , then set X̂ = X and Ŷ = Y .

It now follows by routine checking that (X̂, Ŷ ) is an appropriate homogeneous pair in

G.



Chapter 4. A Decomposition Theorem for Bull-Free Perfect Graphs 113

4.4.8. For every bull-free Berge trigraph G, at least one of the following holds:

(a) G or G is happy;

(b) G contains a proper homogeneous set;

(c) G contains an appropriate homogeneous pair.

Proof. Let G be a bull-free Berge trigraph, and assume inductively that the claim holds

for all bull-free Berge trigraphs that have fewer than |VG| vertices. Now, by 4.3.2, we know

that at least one of the following holds:

(i) G or G is happy;

(ii) G contains a proper homogeneous set;

(iii) G contains a tame homogeneous pair.

If (i) or (ii) holds, then we are done. So assume that (iii) holds. Let (A,B) be a tame

homogeneous pair in G, and let (A,B,C,D,E, F ) be the associated partition of G. If C

and D are both non-empty, then (A,B) is an appropriate homogeneous pair, and we are

done. So assume that at least one of C and D is empty. If C and D are both empty, then

A∪B is a proper homogeneous set in G, and we are done. So assume that exactly one of

C and D is empty. If E ∪ F = ∅, then one of C and D is a proper homogeneous set in G,

and we are done. So assume that E ∪ F 6= ∅.

Suppose first that E and F are both non-empty. We know that exactly one of C and

D is non-empty, and we may assume by symmetry that C 6= ∅ and D = ∅. Then (A,B) is

a degenerate homogeneous pair. Let (H, a, b) be a semi-adjacent reduction of (G,A,B).

Then by Proposition 4.4.1, H is bull-free and Berge. By the induction hypothesis, at least

one of the following holds:

• H or H is happy;
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• H contains a proper homogeneous set;

• H contains an appropriate homogeneous pair.

If H contains a proper homogeneous set or an appropriate homogeneous pair, then by

4.4.7, G does as well. So assume that H or H is happy. Since (B,A) is a degenerate

homogeneous pair in G, and (H, b, a) is a semi-adjacent reduction of (G,B,A), there is

a symmetry between G and G, and so we may assume that H is happy. But then by

Proposition 4.4.4, G is happy.

Suppose now that exactly one of E and F is non-empty. We exploit the symmetry be-

tween G and G and assume that E = ∅ and F 6= ∅. We know that exactly one of C and

D is non-empty, and we may assume by symmetry that C = ∅ and D 6= ∅. Now (A,B)

is a tame homogeneous pair in G, and the associated partition of G is (A,B, ∅, D, ∅, F ).

By 4.4.5, we know that (F,D) is a tame homogeneous pair in G, and that the associated

partition of G is (F,D, ∅, B, ∅, A). We also know by 4.4.5 that both B and D are strongly

stable. Now, let (H1, a, b) be a semi-adjacent reduction of the triple (G,A,B), and let

(H2, f, d) be a semi-adjacent reduction of the triple (G,F,D). If one of H1 and H2 con-

tains a proper homogeneous set or an appropriate homogeneous pair, then 4.4.7 implies

that G does as well. So assume that this is not the case. Then H1 or H1 is happy, and

H2 or H2 is happy. By 4.4.6, if H1 is happy, then so is H1, and if H2 is happy, then so is

H2. Thus, H1 and H2 are both happy. We now claim that G is happy.

We first show that G contains no three-edge path with a center. Suppose otherwise.

Let p1, p2, p3, p4, x ∈ VG be such that p1−p2−p3−p4 is a three-edge path in G, and x is a

center for it. If x ∈ A, then p1, p2, p3, p4 ∈ A∪B, and so H2 contains a three-edge path with

a center, contrary to the fact that H2 is happy. Thus, x /∈ A, and similarly, x /∈ F . Thus,

x ∈ B ∪ D; by symmetry, we may assume that x ∈ B. Then p1, p2, p3, p4 ∈ A ∪ B ∪ D.

If p1, p2, p3, p4 ∈ A ∪ B, then p1 − p2 − p3 − p4 is a three-edge path in H2, and x is a
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center for it, contrary to the fact that H2 is happy; thus, D ∩ {p1, p2, p3, p4} 6= ∅. Next,

since D is strongly stable and G[p1, p2, p3, p4] contains no strong triads, it follows that

|D ∩ {p1, p2, p3, p4}| ≤ 2. This proves that 1 ≤ |D ∩ {p1, p2, p3, p4}| ≤ 2. Suppose first

that |D ∩ {p1, p2, p3, p4}| = 1. Now, for each i ∈ {1, 2, 3, 4}, set p̂i = d if pi ∈ D, and set

p̂i = pi if pi /∈ D; then p̂1 − p̂2 − p̂3 − p̂4 is a three-edge path in H2, and x is a center

for it, contrary to the fact that H2 is happy. Thus, |D ∩ {p1, p2, p3, p4}| = 2. Since D is

strongly stable, we may assume by symmetry that either D ∩ {p1, p2, p3, p4} = {p1, p3}

or D ∩ {p1, p2, p3, p4} = {p1, p4}. In either case, neither vertex in {p1, p2, p3, p4} r D is

strongly anti-complete to D ∩ {p1, p2, p3, p4}, and it follows that A ∩ {p1, p2, p3, p4} = ∅.

Thus, {p1, p2, p3, p4} r D ⊆ B. But since B is strongly complete to D, it follows that

G[p1, p2, p3, p4] is not anti-connected, which is false. This proves that G does not contain

a three-edge path with a center.

It remains to show that G is transitively orientable. Let ~H1 and ~H2 be transitive ori-

entations of H1 and H2, respectively. We may assume that the semi-adjacent pair ab is

oriented as (a, b) in ~H1, and that the semi-adjacent pair df is oriented as (d, f) in ~H2.

Since ~H1 is transitive, the presence of the arc (a, b) implies that all the adjacent pairs be-

tween {b} and D are oriented from D to {b} in ~H1; since b is strongly complete to D and

strongly anti-complete to F , and since ~H1 is transitive, this implies that all the adjacent

pairs between D and F in H1 are oriented from D to F . Similarly, since ~H2 is transitive,

the presence of the arc (d, f) implies that all the adjacent pairs between B and {d} are

oriented from {d} to B in ~H2; since d is strongly complete to B and strongly anti-complete

to A, and since ~H2 is transitive, this implies that all the adjacent pairs between A and B

in H2 are oriented from A to B. Now we orient G as follows:

• all the adjacent pairs in G[A ∪B] are oriented as in ~H2;

• all the adjacent pairs in G[D ∪ F ] are oriented as in ~H1;

• all the adjacent pairs between B and D in G are oriented from D to B.
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It is easy to check that the resulting orientation of G is transitive. Thus, G is transitively

orientable, and it follows that G is happy. This completes the argument.

We now prove one last lemma that we need before we can prove 4.0.1. We remind the

reader that “appropriate expansions” were defined in section 4.1

4.4.9. Let G be a bull-free Berge trigraph. Then at least one of the following holds:

• G admits a homogeneous set decomposition;

• G or G is an appropriate expansion of a happy bull-free Berge trigraph.

Proof. We may assume by induction that the claim holds for bull-free Berge trigraphs on

fewer than |VG| vertices. Now, by 4.4.8, we know that at least one the following holds:

(a) G or G is happy;

(b) G contains a proper homogeneous set;

(c) G contains an appropriate homogeneous pair.

If (a) or (b) holds, then we are done. So assume that (c) holds. Let (A,B) be an

appropriate homogeneous pair in G, and let (A,B,C,D,E, F ) be the associated partition

of G. Let (K, a, b) be a semi-adjacent reduction of (G,A,B). By the induction hypothesis,

at least one of the following holds:

• K admits a homogeneous set decomposition;

• K or K is an appropriate expansion of a happy bull-free Berge trigraph.

If K admits a homogeneous set decomposition, then by 4.4.7, so does G. So assume that

K or K is an appropriate expansion of a happy bull-free Berge trigraph. By symmetry,

we may assume that K is an appropriate expansion of a happy bull-free Berge trigraph

H. We claim that G is also an appropriate expansion of H.
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Set VK =
⋃
v∈VH Xv as in the definition of an appropriate expansion. If there exists

some u ∈ VH such that a, b ∈ Xu, then u is an endpoint of an expandable semi-adjacent

pair (because |Xu| ≥ 2); we then set X̂u = (Xur{a, b})∪(A∪B), and for all v ∈ VHr{u},

we set X̂v = Xv, and clearly, this turns G into an appropriate expansion of K. So from

now on, we assume that there exist distinct u, v ∈ VH such that a ∈ Xu and b ∈ Xv.

We claim that uv is an expandable semi-adjacent pair in H. Suppose otherwise. Then

since a ∈ Xu, b ∈ Xv, and ab is a semi-adjacent pair in K, it follows that Xu = {a},

Xv = {b}, and uv is a semi-adjacent pain H. Fix some c ∈ C and d ∈ D, and let

c′, d′ ∈ VH be such that c ∈ Xc′ and d ∈ Xd′ ; since Xu = {a} and Xv = {b}, we know that

c′, d′ /∈ {u, v}. Now, ac and bd are adjacent pairs in K, and ad and bc are anti-adjacent

pairs in K; since a ∈ Xu, b ∈ Xv, c ∈ Xc′ , and d ∈ Xd′ , this implies that uc′ and vd′

are adjacent pairs in H, and that ud′ and vc′ are anti-adjacent pairs in H. Since uv is

a semi-adjacent pair in H, it follows that uc′ and vd′ are strongly adjacent pairs in H,

and that ud′ and vc′ are strongly anti-adjacent pairs in H. Since the semi-adjacent pair

uv is not expandable, this proves that |VH | ≤ 4. But then no semi-adjacent pair in H is

expandable, and consequently, K and H are isomorphic. Thus, |VK | ≤ 4, and so since

VK = {a, b} ∪ C ∪ D ∪ E ∪ F , we get that |C ∪ D ∪ E ∪ F | ≤ 2. But this contradicts

the fact that (A,B) is a tame homogeneous pair in G. Thus, uv is expandable, as claimed.

Set X̂u = (Xu r {a}) ∪ A, set X̂v = (Xv r {b}) ∪ B, and for all w ∈ VH r {u, v},

set X̂w = Xw. Now G is an appropriate expansion of H, and we are done.

We can now finally prove 4.0.1, restated below.

4.0.1. Let G be a bull-free Berge trigraph. Then at least one of the following holds:

• G or G is transitively orientable;

• G contains a proper homogeneous set;
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• G contains a reducible homogeneous pair.

Proof. By 4.4.9, we know that at least one of the following holds:

• G admits a homogeneous set decomposition;

• G or G is an appropriate expansion of a happy bull-free Berge trigraph.

If G admits a homogeneous set decomposition, then we are done. So assume that G or G

is an appropriate expansion of a happy bull-free Berge trigraph. In particular then, G or

G is an appropriate expansion of a transitively orientable trigraph. Recall that G contains

a proper homogeneous set if and only if G does, and G contains a reducible homogeneous

pair if and only if G does. Thus, we may assume by symmetry that G is an appropriate

expansion of a transitively orientable trigraph. But now the result follows from 4.1.1.
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Chapter 5

Coloring Bull-Free Perfect Graphs

In this chapter, we give combinatorial polynomial time algorithms that solve four opti-

mization problems for the class of bull-free perfect graphs. These problems were described

in the Introduction, but let us repeat them here. In this thesis, a weighted graph is a graph

G such that every vertex v of G is assigned a positive integer weight, denoted by wG(v).

Given a set S ⊆ VG, the weight of S, denoted by wG(S), is the sum of the weights of the

vertices in S; the weight of the empty set is assumed to be zero. Unless stated otherwise,

an induced subgraph H of a weighted graph G is assumed to inherit the weights from

G, that is, it is assumed that wH(v) = wG(v) for all v ∈ VH . A maximum weighted

clique (respectively: maximum weighted stable set) in G is a clique (respectively: stable

set) that has the maximum weight among all the cliques (respectively: stable sets) in G.

We denote by W (G) the maximum weight of a clique in G. We now describe the four

optimization problems mentioned above. First, the maximum weighted clique problem (re-

spectively: maximum weighted stable set problem) is the problem of finding a maximum

weighted clique (respectively: maximum weighted stable set) in a weighted graph. Next,

the minimum weighted coloring problem is the problem of finding stable sets S1, ..., St in

a weighted graph G, and positive integers λ1, ..., λt, such that ΣSi3vλi ≥ wG(v) for all

v ∈ VG, and with the property that Σt
i=1λi is minimum. Finally, the minimum weighted

clique covering problem is the problem of finding cliques C1, ..., Ct in a weighted graph
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G, and positive integers λ1, ..., λt, such that ΣCi3vλi ≥ wG(v) for all v ∈ VG, and with

the property that Σt
i=1λi is minimum. As stated in the Introduction, de Figueiredo and

Maffray gave combinatorial polynomial time algorithms that solve these four problems for

the class of bull-free perfect graphs, and in this chapter, we describe faster algorithms that

solve these same problems.

First, recall that a class G of graphs is self-complementary provided that for all G ∈ G, we

have that G ∈ G. By 2.1.1, the class of bull-free graphs is self-complementary and closed

under substitution, and by 2.1.2, the class of perfect graphs is self-complementary and

closed under substitution. This immediately implies the following result.

5.0.10. The class of bull-free perfect graphs is self-complementary and closed under sub-

stitution.

Let us now return to our four optimization problems. In what follows, n denotes the

number of vertices and m the number of edges of the input graph.

Clearly, any maximum weighted clique in a graph G is a maximum weighted stable set

in G. Thus, since the class of bull-free perfect graphs is self-complementary, it is easy

to see that the maximum weighted clique problem and the maximum weighted stable set

problem are equivalent for this this class of graphs in the following sense: any algorithm

A that finds a maximum weighted clique in any bull-free perfect graph in O(nk) time can

be “turned into” an algorithm that finds a maximum weighted stable set in any bull-free

perfect graph in O(nmax{k,2}) time; indeed, we first take the complement of G, which takes

O(n2) time, and then we run the algorithm A on G to obtain a maximum weighted clique

C in G, which is clearly a maximum weighted stable set in G. The reverse also holds:

any algorithm that finds a maximum weighted stable set in any bull-free perfect graph in

O(nk) time can be “turned into” an algorithm that finds a maximum weighted clique in

any bull-free perfect graph in O(nmax{k,2}) time. Clearly, the minimum weighted coloring

and the minimum weighted clique covering problems are also equivalent for the class of
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bull-free perfect graphs in this same sense.

Further, it follows implicitly from the proof of Corollary 67.5c from [55] that if G is a

class of perfect graphs, closed under taking induced subgraphs, and A is any algorithm

that can find a maximum weighted clique and a maximum weighted stable set in each

graph in G in O(nk) time, then the algorithm A can be used to obtain an algorithm B

that can find a minimum weighted coloring in each graph in G in O(nk+2) time. The de-

tails can be found in [55], but let us provide a brief outline of the argument here. Suppose

we are given a weighted graph G ∈ G on n vertices. The first step is to find a stable set S

in G that intersects each maximum weighted clique in G; this can be done after at most

O(n) calls to the algorithm that finds a maximum weighted clique or stable set in G or

its induced subgraphs (possibly with modified weights). An appropriate number of copies

of S become color classes of the desired minimum weighted coloring of G. The process is

then repeated for an induced subgraph of G (with reassigned weights); after at most O(n)

iterations, we obtain a minimum weighted coloring. All this implies that, in order to solve

the four optimization problems for the class of bull-free perfect graphs in polynomial time,

it suffices to construct an algorithm that solves the maximum weighted clique problem in

polynomial time.

The algorithm from [33] finds a maximum weighted clique in a weighted bull-free per-

fect graph in time O(n5m3), and it relies on the argument outlined above to solve the

remaining three optimization problems. In this chapter, we give a polynomial time al-

gorithm that solves the maximum weighted clique problem for weighted bull-free perfect

graphs in O(n6) time. By the discussion above, this yields an algorithm for finding a max-

imum weighted stable set in a weighted bull-free prefect graph in O(n6) time, as well as

algorithms for solving the minimum wighted coloring problem and the minimum weighted

clique covering problem in such a graph in O(n8) time.
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5.1 A Decomposition Theorem for Bull-Free Perfect Graphs

and an Outline of the Chapter

We begin with a definition. A tame homogeneous pair (A,B) in a graph G is said to

be reducible provided that the associated partition (A,B,C,D,E, F ) of G satisfies the

following:

• either

– |B| ≥ 3, or

– |B| = 2 and there exist distinct vertices a, a′ ∈ A such that a and a′ are both

mixed on B;

• C and D are both non-empty.

We observe that if (A,B) is a reducible homogeneous pair in a graph G, then |A∪B| ≥ 4

and |C ∪D∪E∪F | ≥ 3 (the latter is a consequence of the fact that (A,B) is tame). Note

that if (A,B) is a reducible homogeneous pair in a graph G, and if (A,B,C,D,E, F ) is

the associated partition of G, then (A,B) is also a reducible homogeneous pair in G, and

(A,B,D,C, F,E) is the associated partition of G.

Reducible homogeneous pairs were originally defined in the trigraph context (see chapter

4), but in the present chapter, we only work with graphs, and so here, we give the defini-

tion of reducible homogeneous pairs for graphs only. (However, the definition is completely

analogous in the trigraph context; we refer the reader to chapter 4.)

Now, the main theoretical tools that we will need for our algorithm are the main re-

sults (namely, 4.0.1 and 4.0.2) of chapter 4. These two theorems are about bull-free Berge

trigraphs, but since every graph can be thought of as a trigraph (a graph is simply a tri-

graph with no semi-adjacent pairs), and since every perfect graph is Berge, 4.0.1 and 4.0.2
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immediately imply corresponding results about bull-free perfect graphs. First, the de-

composition theorem for bull-free Berge trigraphs 4.0.1 immediately implies the following

decomposition theorem for bull-free perfect graphs.

5.1.1. Let G be a bull-free perfect graph. Then at least one of the following holds:

• G or G is transitively orientable;

• G contains a proper homogeneous set;

• G contains a reducible homogeneous pair.

Similarly, 4.0.2 immediately implies the following result.

5.1.2. Let G be a bull-free perfect graph that does not contain a proper homogeneous

set, and let (A,B) be a reducible homogeneous pair in G. Then G[A] and G[B] are both

transitively orientable.

The remainder of the chapter is organized as follows. In section 5.2, we give an algorithm

that, given a graph G that does not contain a proper homogeneous set, either finds a

reducible homogeneous pair in G, or determines that G does not contain one. In section

5.3, we explain how to obtain a maximum weighted clique in a graph that contains a

proper homogeneous set or a reducible homogeneous pair once we have obtained maximum

weighted cliques in certain smaller graphs. In section 5.4, we describe the algorithm

MWCLIQUE that, given a weighted bull-free perfect graph G, finds a maximum weighted

clique in G. Finally, in section 5.5, we perform a complexity analysis, and we discuss the

reasons why the algorithm MWCLIQUE is faster than the algorithm from [33].

5.2 Reducible Homogeneous Pairs

Our main goal in this section is to describe the algorithm REDUCIBLE, which, given a

graph G that does not contain a proper homogeneous set, either finds a reducible homo-

geneous pair in G, or determines that G does not contain such a homogeneous pair. We
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begin with some definitions. Given a graph G, and a triple (b, b′, d) of pairwise distinct

vertices, we say that (b, b′, d) is a reducible frame in G provided that there exists a re-

ducible homogeneous pair (A,B) in G with associated partition (A,B,C,D,E, F ) such

that the following hold:

• b, b′ ∈ B;

• d ∈ D;

• at least one of the following holds:

– some vertex b′′ ∈ B r {b, b′} is mixed on {b, b′},

– there exist distinct vertices a, a′ ∈ A such that a and a′ are both mixed on

{b, b′}.

Under these circumstances, we also say that (b, b′, d) is a frame for the reducible homoge-

neous pair (A,B). We observe that if (b, b′, d) is reducible frame, then all of the following

hold:

• d is complete to {b, b′};

• at least one of the following holds:

– there exists a vertex b′′ ∈ VG r {b, b′, d} such that b′′ is mixed on {b, b′} and

adjacent to d,

– there exist distinct vertices a, a′ ∈ VG r {b, b′, d} such that a and a′ are both

mixed on {b, b′} and non-adjacent to d.

We remark that reducible frames are unrelated to the frames from chapter 4.

Reducible frames will be our main tool for detecting reducible homogeneous pairs in graphs

that contain no proper homogeneous sets. But first, we need the following result.



Chapter 5. Coloring Bull-Free Perfect Graphs 125

5.2.1. Let G be a graph that does not contain a proper homogeneous set, and let (A,B)

be a reducible homogeneous pair in G. Then G contains a frame for (A,B).

Proof. Let (A,B) be a reducible homogeneous pair in G, and let (A,B,C,D,E, F ) be the

associated partition of G. By the definition of a reducible homogeneous pair, we know

that D is non-empty.

Suppose first that |B| = 2, say B = {b, b′}, and that there exist distinct vertices a, a′ ∈ A

such that a and a′ are both mixed on B. Now, using the fact that D is non-empty, we fix

some d ∈ D, and observe that (b, b′, d) is a frame for (A,B).

It remains to consider the case when |B| ≥ 3. Suppose first that B is neither a clique nor a

stable set. Then there exist vertices b, b′, b′′ such that b′′ is adjacent to b and non-adjacent

to b′. Fix some d ∈ D. Then (b, b′, d) is a frame for (A,B).

Suppose now that B is either a clique or a stable set. Since B is not a homogeneous

set in G, some vertex a ∈ VG r B is mixed on B; since (A,B) is a homogeneous pair,

we know that a ∈ A. Let N1(a) and N2(a) be the sets of neighbors and non-neghibhors,

respectively, of a in B. Since a is mixed on B, both N1(a) and N2(a) are non-empty. Let

i, j ∈ {1, 2} be distinct with the property that |Ni(a)| ≥ |Nj(a)|. Since B is the disjoint

union of the sets Ni(a) and Nj(a), and since |B| ≥ 3, we know that |Ni(a)| ≥ 2. Since

Ni(a) is not a homogeneous set in G, some vertex a′ ∈ VG r Ni(a) is mixed on Ni(a).

Now, a′ is mixed on Ni(a) ⊆ B, B is either a clique or a stable set, and (A,B) is homo-

geneous pair in G; it follows that a′ ∈ A. Fix bi, b
′
i ∈ Ni(a) such that a′ is adjacent to

bi and non-adjacent to b′i, and fix some bj ∈ Nj(a). By construction, a is mixed on both

{bi, bj} and {b′i, bj}. Further, if a′ is adjacent to bj , then a′ is mixed on {b′i, bj}, and if

a′ is non-adjacent to bj , then a′ is mixed on {bi, bj}. Thus, we have that either a and a′

are both mixed on {bi, bj}, or a and a′ are both mixed on {b′i, bj}. Now, fix some d ∈ D.

Then at least one of (bi, bj , d) and (b′i, bj , d) is a frame for (A,B). This completes the
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argument.

We remark that while reducible frames could be defined in the trigraph context in a

straightforward fashion, the trigraph analog of 5.2.1 would be false. This is because a

trigraph may contain a reducible homogeneous pair ({a}, {b, b′, b′′}), where a is strongly

adjacent to b, semi-adjacent to b′, and strongly anti-adjacent to b′′, and where {b, b′, b′′}

is a strong clique or a strongly stable set; clearly, there is no frame for such a reducible

homogeneous pair.

Given a graph G, a reducible homogeneous pair (A,B) in G, and a frame (b, b′, d) for

(A,B), we say that (A,B) is the minimal reducible homogeneous pair for the reducible

frame (b, b′, d) provided that for all reducible homogeneous pairs (A′, B′) in G such that

(b, b′, d) is a frame for (A′, B′), we have that A ⊆ A′ and B ⊆ B′. Our next result (5.2.2)

establishes that for every graph G, and every reducible frame (b, b′, d) in G, there exists a

unique minimal reducible homogeneous pair in G for (b, b′, d). We note that the proof of

5.2.2 can easily be turned into an algorithm that, given a graph G that does not contain

a proper homogeneous set, and a triple (b, b′, d) of pairwise distinct vertices in G, either

returns a 6-tuple (A,B,C,D,E, F ) such that (A,B) is the unique minimal reducible ho-

mogeneous pair in G for the reducible frame (b, b′, d), and the associated partition of G is

(A,B,C,D,E, F ), or determines that (b, b′, d) is not a reducible frame in G. The running

time of the algorithm is O(n2), where n = |VG|.

5.2.2. Let G be a graph that does not contain a proper homogeneous set, and let (b, b′, d)

be a triple of pairwise distinct vertices in G. Then if (b, b′, d) is a reducible frame in G,

then there exists a unique minimal reducible homogeneous pair (A,B) for (b, b′, d).

Proof. If d is not complete to {b, b′}, then (b, b′, d) is not a reducible frame, and there is

nothing to show. So assume that d is complete to {b, b′}. Next, we let SA be the set of all

vertices in VG r {b, b′, d} that are mixed on {b, b′} and non-adjacent to d, and we let SB

be the set of all vertices in VG r {b, b′, d} that are mixed on {b, b′} and adjacent to d. If
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|SA| ≤ 1 and SB = ∅, then (b, b′, d) is not a reducible frame, and again, there is nothing

to show. So assume that either |SA| ≥ 2 or SB 6= ∅. We note that if (A′, B′) is a reducible

homogeneous pair in G such that (b, b′, d) is a frame for (A′, B′), then the fact that every

vertex in SA ∪ SB is mixed on {b, b′} ⊆ B′ implies that SA ∪ SB ⊆ A′ ∪ B′, and then the

fact that d is complete to A′ and anti-complete B′ implies that SA ⊆ A′ and SB ⊆ B′.

Now, we construct sets A and B, as well as the function l : VG r (A ∪ B ∪ {d}) →

{E,C,A,M} × {C,A,M}, as follows. (Note: “E” stands for “empty,” “C” stands for

“complete,” “A” stands for “anti-complete,” and “M” stands for “mixed.”)

First, set A0 = SA and B0 = {b, b′} ∪ SB. (Note that A0 may be empty, but B0 is non-

empty.) Next, define the function l0 : VG r (A0 ∪ B0 ∪ {d}) → {E,C,A,M} × {C,A,M}

as follows. For all v ∈ VG r (A0 ∪B0 ∪ {d}), set l0(v) = (X,Y ), where:

• if A0 = ∅, then we set X = E;

• if A0 6= ∅ and v is complete to A0, then we set X = C;

• if A0 6= ∅ and v is anti-complete to A0, then we set X = A;

• if A0 6= ∅ and v is mixed on A0, then we set X = M;

• if v is complete to B0, then we set Y = C;

• if v is anti-complete to B0, then we set Y = A;

• if v is mixed on B0, then we set Y = M.

Assume now that we have constructed sets Ai and Bi, as well as a function li : VGr (Ai ∪

Bi∪{d})→ {E,C,A,M}×{C,A,M}. If every vertex u ∈ VGr (Ai∪Bi∪{d}) satisfies the

property that li(u) ∈ {E,C,A}×{C,A}, then we terminate the sequence, and we set A =

Ai, B = Bi, and l = li. Suppose now that there exists some vertex u ∈ VGr(Ai∪Bi∪{d})

such that at least one coordinate of li(u) is M. In this case, we construct sets Ai+1 and
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Bi+1 as follows. If u is adjacent to d, then we set Ai+1 = Ai and Bi+1 = Bi ∪{u}, and we

define a function li+1 : VGr (Ai+1∪Bi+1∪{d})→ {E,C,A,M}×{C,A,M} in such a way

that for all v ∈ VG r (Ai+1 ∪ Bi+1 ∪ {d}) with li(v) = (X,Y ), we set li+1(v) = (X ′, Y ′),

where:

• X ′ = X;

• if Y ∈ {C,M} and v is adjacent to u, then Y ′ = Y ;

• if Y = A and v is adjacent to u, then Y ′ = M;

• if Y ∈ {A,M} and v is non-adjacent to u, then Y ′ = Y ;

• if Y = C and v is non-adjacent to u, then Y ′ = M.

On the other hand, if u is non-adjacent to d, then we set Ai+1 = Ai ∪ {u} and Bi+1 = Bi,

and we define a function li+1 : VG r (Ai+1 ∪ Bi+1 ∪ {d}) → {E,C,A,M} × {C,A,M}

in such a way that for all v ∈ VG r (Ai+1 ∪ Bi+1 ∪ {d}) with li(v) = (X,Y ), we set

li+1(v) = (X ′, Y ′), where:

• Y ′ = Y ;

• if X = E and v is adjacent to u, then X ′ = C;

• if X = E and v is non-adjacent to u, then X ′ = A;

• if X ∈ {C,M} and v is adjacent to u, then X ′ = X;

• if X = A and v is adjacent to u, then X ′ = M;

• if X ∈ {A,M} and v is non-adjacent to u, then X ′ = X;

• if X = C and v is non-adjacent to u, then X ′ = M.

Now, we may assume that the construction above yields sequences of sets A0, ..., An and

B0, ..., Bn, as well as a sequence of functions l0 : VG r (A0 ∪ B0 ∪ {d}) → {E,C,A,M} ×

{C,A,M}, ..., ln−1 : VGr (An−1∪Bn−1∪{d})→ {E,C,A,M}×{C,A,M}, ln : VGr (An∪
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Bn ∪ {d}) → {E,C,A} × {C,A}, such that A = An, B = Bn, and l = ln. We claim that

for all i ∈ {0, ..., n}, the following hold:

• SA ⊆ Ai;

• SB ∪ {b, b′} ⊆ Bi;

• d /∈ Ai ∪Bi;

• d is anti-complete to Ai and complete to Bi;

• for all v ∈ VG r (Ai ∪Bi ∪ {d}) with li(v) = (X,Y ), the following hold:

– if X = E, then Ai is empty,

– if X = C, then Ai is non-empty and v is complete to Ai,

– if X = A, then Ai is non-empty and v is anti-complete to Ai,

– if X = M, then Ai is non-empty and v is mixed on Ai,

– if Y = C, then v is complete to Bi,

– if Y = A, then v is anti-complete to Bi,

– if Y = M, then v is mixed on Bi;

• for all reducible homogeneous pairs (A′, B′) such that (b, b′, d) is a frame for (A′, B′),

we have that Ai ⊆ A′ and Bi ⊆ B′.

We prove this by induction on i. For the base case, this is immediate by construction.

For the induction step, we assume that the claim holds for some i ∈ {0, ..., n − 1}, and

we show that it holds for i + 1. All requirements except for the last one are easily seen

to follow from the induction hypothesis and the construction. For the last requirement,

suppose that (A′, B′) is a reducible homogeneous pair in G such that (b, b′, d) is a frame

for (A′, B′). By the induction hypothesis, Ai ⊆ A′ and Bi ⊆ B′. Furthermore, since

(b, b′, d) is a frame for (A′, B′), we know that d /∈ A′ ∪ B′, and that d is complete to B′

and anti-complete to A′. Now, fix u ∈ VG r (Ai ∪ Bi ∪ {d}) such that either Ai+1 = Ai
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and Bi+1 = Bi ∪ {u}, or Ai+1 = Ai ∪ {u} and Bi+1 = Bi. By construction, we know that

at least one coordinate of li(u) is M, and so by the induction hypothesis, u is mixed on at

least one of Ai and Bi. Since Ai ⊆ A′ and Bi ⊆ B′, and since (A′, B′) is a homogeneous

pair, it follows that u ∈ A′ ∪ B′. Since d is anti-complete to A′ and complete to B′, we

have that if u is adjacent to d then u ∈ B′, and if u is non-adjacent to d then u ∈ A′. By

construction then, we get that Ai+1 ⊆ A′ and Bi+1 ⊆ B′. This completes the induction.

Now, by construction, we have that A = An, B = Bn, and l = ln; furthermore, we know

that ln(v) ∈ {E,C,A}×{C,A} for all v ∈ VGr (An∪Bn∪{d}). By what we just showed,

this implies the following:

• SA ⊆ A;

• SB ∪ {b, b′} ⊆ B;

• d /∈ A ∪B;

• d is anti-complete to A and complete to B;

• l : VG r (A ∪B ∪ {d})→ {E,C,A} × {C,A};

• for all v ∈ VG r (A ∪B ∪ {d}) with l(v) = (X,Y ), the following hold:

– if X = E, then A is empty,

– if X = C, then A is non-empty and v is complete to A,

– if X = A, then A is non-empty and v is anti-complete to A,

– if Y = C, then v is complete to B,

– if Y = A, then v is anti-complete to B,

• for all reducible homogeneous pairs (A′, B′) such that (b, b′, d) is a frame for (A′, B′),

we have that A ⊆ A′ and B ⊆ B′.

Note first that the above implies that no vertex in VG r (A ∪ B) is mixed on either A

or B. Next, note that A is non-empty and neither complete nor anti-complete to B,
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for otherwise, B would be a proper homogeneous set in G, and by assumption, G has

no proper homogeneous sets; clearly, this implies that for all v ∈ VG r (A ∪ B ∪ {d}),

l(v) ∈ {C,A} × {C,A}. Now, since SA ⊆ A, SB ∪ {b, b′} ⊆ B, and either |SA| ≥ 2 or

SB 6= ∅, we get that either

• |B| ≥ 3, or

• |B| = 2 and there exist distinct vertices a, a′ ∈ A such that a and a′ are both mixed

on B.

Next, let C be the set of all vertices v ∈ VGr (A∪B ∪{d}) such that l(v) = (C,A); let D

be the set consisting of the vertex d as well as of all the vertices v ∈ VG r (A ∪ B ∪ {d})

such that l(v) = (A,C); let E be the set of all vertices v ∈ VG r (A ∪ B ∪ {d}) such

that l(v) = (C,C); and let F be the set of all vertices v ∈ VG r (A ∪ B ∪ {d}) such that

l(v) = (A,A). Note that the fact that d ∈ D implies that D is non-empty. It now easily

follows that (A,B) is a homogeneous pair in G with associated partition (A,B,C,D,E, F ).

Now, we claim that if C is non-empty and |C ∪D ∪E ∪F | ≥ 3, then (A,B) is the unique

minimal reducible homogeneous pair for (b, b′, d) in G, and otherwise, (b, b′, d) is not a

reducible frame.

Suppose first that C is non-empty and |C ∪ D ∪ E ∪ F | ≥ 3. Since A is neither com-

plete nor anti-complete to B, it follows that (A,B) is tame. Next, we showed above that

either |B| ≥ 3, or |B| = 2 and there exist distinct vertices a, a′ ∈ A such that a and a′ are

both mixed on B. By supposition, C is non-empty, and since d ∈ D, D is non-empty. It

follows that (A,B) is a reducible homogeneous pair in G. The fact that (b, b′, d) is a frame

for (A,B) follows from the fact that either |SA| ≥ 2 or SB 6= ∅. The minimality of (A,B)

follows from the fact that for all reducible homogeneous pairs (A′, B′) such that (b, b′, d)

is a frame for (A′, B′), we have that A ⊆ A′ and B ⊆ B′. The uniqueness of (A,B) is

immediate.
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Suppose now that C is empty or that |C ∪ D ∪ E ∪ F | ≤ 2. Suppose that (b, b′, d) is

a reducible frame, and fix a reducible homogeneous pair (A′, B′) in G such that (b, b′, d)

is a frame for (A′, B′). Let (A′, B′, C ′, D′, E′, F ′) be the partition of G associated with

(A′, B′). We know that A ⊆ A′ and B ⊆ B′, and so we have that C ′ ⊆ C, D′ ⊆ D,

E′ ⊆ E, and F ′ ⊆ F . But now if C is empty, then so is C ′, and if |C ∪D ∪ E ∪ F | ≤ 2,

then |C ′ ∪ D′ ∪ E′ ∪ F ′| ≤ 2; neither outcome is possible because (A′, B′) is a reducible

homogeneous pair. It follows that (b, b′, d) is not a reducible frame. This completes the

argument.

We now prove an easy lemma, and then we turn to the algorithm REDUCIBLE.

5.2.3. Let G be a graph that does not contain a proper homogeneous set, let (A,B) be a

reducible homogeneous pair in G, and let (b, b′, d) be a frame for (A,B). Then the following

hold:

• if b is adjacent to b′, then there exist vertices a ∈ A and b1, b2 ∈ B such that ab1 and

b1b2 are edges, and ab2 is a non-edge;

• if b is non-adjacent to b′, then there exist vertices a ∈ A and b1, b2 ∈ B such that

ab1 is an edge, and ab2 and b1b2 are non-edges.

Proof. If b is adjacent to b′, then G[B] contains a non-trivial component, and if b is non-

adjacent to b′, then G[B] contains a non-trivial anti-component. If bb′ is an edge, let

W ⊆ B be such that G[W ] is a non-trivial component of G[B]; and if bb′ is a non-edge,

then let W ⊆ B be such that G[W ] is a non-trivial anti-component of G[B]. Since |W | ≥ 2,

and G contains no proper homogeneous set, we know that some vertex a ∈ A is mixed

on W . If bb′ is an edge, so that G[W ] is a component of G[B], then there exist adjacent

vertices b1, b2 ∈ W such that a is adjacent to b1 and non-adjacent to b2. And if bb′ is

a non-edge, so that G[W ] is an anti-component of G[B], then there exist non-adjacent

vertices b1, b2 ∈ W such that a is adjacent to b1 and non-adjacent to b2. This completes

the argument.
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We now describe the algorithm REDUCIBLE that, given a graph G that does not contain

a proper homogeneous set, either returns a 7-tuple (A,B,C,D,E, F, z) such that the

following hold:

• (A,B) is a reducible homogeneous pair, and (A,B,C,D,E, F ) is the associated

partition of G;

• z ∈ {a, n};

• if z = a, then there exist vertices a ∈ A and b1, b2 ∈ B such that ab1 and b1b2 are

edges, and ab2 is a non-edge;

• if z = n, then there exist vertices a ∈ A and b1, b2 ∈ B such that ab1 is an edge, and

ab2 and b1b2 are non-edges;

or determines that G does not contain a reducible homogeneous pair.

We enumerate all triples (b, b′, d) of pairwise distinct vertices in G. For each such triple

(b, b′, d), we call the algorithm from 5.2.2, and either obtain a 6-tuple (A,B,C,D,E, F )

such that (A,B) is a reducible homogeneous pair in G such that (b, b′, d) is a frame for

(A,B) and (A,B,C,D,E, F ) is the associated partition of G, or we obtain the answer that

(b, b′, d) is not a reducible frame. If we obtain a 6-tuple (A,B,C,D,E, F ), then we use

5.2.3, and if bb′ is an edge then we set z = a, and if bb′ is a non-edge then we set z = n; we

then stop, and the algorithm returns the 7-tuple (A,B,C,D,E, F, z). If we obtained the

answer that (b, b′, d) is not a reducible frame, then we move to the next triple on the list,

and repeat the process. If for every triple (b, b′, d) on the list, the algorithm determines

that (b, b′, d) is not a reducible frame, then by 5.2.1, it follows that G does not contain a

reducible homogeneous pair; in this case, we stop, and the algorithm returns the answer

that G contains no reducible homogeneous pair.

We observe that the running time of the algorithm REDUCIBLE is at most O(n5), where

n is the number of vertices of the input graph.
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5.3 Reducing Homogeneous Sets and Reducible Homoge-

neous Pairs

In this section, we describe “weighted reductions” of weighted graphs with respect to

proper homogeneous sets and with respect to reducible homogeneous pairs. (We remark

here that these “weighted reductions” for reducible homogeneous pairs are unrelated to

the semi-adjacent reductions introduced in section 2.2.) We also explain how to use these

weighted reductions to “recover” a maximum weighted clique in the original graph.

We first deal with weighted reductions with respect to proper homogeneous sets. Suppose

that G is a weighted graph, and that S is a proper homogeneous set in G. Let G̃ be the

graph whose veretex set is (VGrS)∪{s}, where s /∈ VG, with weights assigned as follows:

wG̃(v) = wG(v) for all v ∈ VGrS; and wG̃(s) = W (G[S]). We refer to the weighted graph

G̃ as the weighted reduction of G with respect to S. Note that if we regard G and G̃ as

unweighted graphs, then (G̃, s) is a reduction of (G,S) in the sense defined in section 2.1.

Note also that, as an unweighted graph, G̃ is isomorphic to an induced subgraph of G;

consequently, if G is bull-free and perfect, then so is G̃. Our next result describes how

to “recover” a maximum weighted clique in G from maximum weighted cliques in G̃ and

G[S].

5.3.1. Let G be a weighted graph, let S be a proper homogeneous set in G. Let G̃ and s

be as in the definition of the weighted reduction of G with respect to S. Let K̃ and KS be

maximum weighted cliques in G̃ and G[S], respectively. If s /∈ K̃ then set K = K̃, and if

s ∈ K̃ then set K = (K̃ r {s}) ∪KS. Then K is a maximum weighted clique in G.

Proof. First, if s /∈ K̃ so that K = K̃, then it is clear that K is a clique in G and that

wG(K) = wG̃(K̃). On the other hand, if s ∈ K̃, then G[K] is obtained by substituting the

complete graph G[KS ] for s in the complete graph G̃[K̃], and consequently K is a clique

in G; furthermore, since wG̃(s) = W (G[S]), we know that wG(K) = wG̃(K̃).
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It remains to show that the clique K is of maximum weight in G. Let K ′ be a maxi-

mum weighted clique in G; we need to show that wG(K ′) ≤ wG(K). Let (S,X, Y ) be the

partition of G associated with the homogeneous set S. Suppose first that K ′ ∩ S = ∅.

Then K ′ is a clique in G̃ as well, and wG̃(K ′) = wG(K ′); by the maximality of K̃, we have

that:

wG(K ′) = wG̃(K ′) ≤ wG̃(K̃) = wG(K),

which is what we needed to show. Suppose now that K ′ ∩ S 6= ∅. As Y is anti-complete

to S in G, and K ′ is a clique that intersects S in G, we know that K ′ ⊆ S ∪X. But since

X is complete to S (and therefore to KS as well) in G, and since KS is a clique in G, we

know that (K ′r S)∪KS is a clique in G; furthermore, since s is complete to X in G̃ and

K ′ ⊆ S ∪X, we know that (K ′ r S) ∪ {s} is a clique in G̃. Now, by the maximality of K̃

and KS , we have the following:

wG(K ′) = wG(K ′ r S) + wG(K ′ ∩ S)

≤ wG(K ′ r S) + wG(KS)

= wG̃(K ′ r S) + wG̃(s)

= wG̃((K ′ r S) ∪ {s})

≤ wG̃(K̃)

= wG(K).

This completes the argument.

We now discuss weighted reductions with respect to reducible homogeneous pairs. Given

a weighted graph G and a reducible homogeneous pair (A,B) in G, we define “type a

weighted reduction of G with respect to (A,B)” and “type n weighted reduction of G

with respect to (A,B),” as follows.

We first define type a weighted reductions. Let G be a weighted graph, let (A,B) be

a reducible homogeneous pair in G, and let (A,B,C,D,E, F ) be the associated partition
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of G. Let G̃′ be the graph with vertex-set {a, b, b′} ∪ C ∪D ∪ E ∪ F , where a, b, and b′

are pairwise distinct and do not lie in VG, with adjacency as follows:

• G̃′[C ∪D ∪ E ∪ F ] = G[C ∪D ∪ E ∪ F ];

• a is complete to C ∪ E and anti-complete to D ∪ F ;

• b and b′ are complete to D ∪ E and anti-complete to C ∪ F ;

• a is adjacent to b and non-adjacent to b′;

• b is adjacent to b′.

Next, we assign weights to the vertices of G̃′ as follows. The weights of the vertices in

C ∪D ∪ E ∪ F in the graph G̃′ are inherited from G, and for the vertices a, b, b′, we set:

• wG̃′(a) = W (G[A]);

• wG̃′(b) = W (G[A ∪B])−W (G[A]);

• wG̃′(b
′) = W (G[A]) +W ([G[B])−W (G[A ∪B]).

We observe that all vertices in C ∪ D ∪ E ∪ F ∪ {a} have positive integer weight in G̃′,

b and b′ have non-negative integer weights, and at most one of b and b′ has zero weight.

Furthermore, we have that:

• wG̃′(a) = W (G[A]);

• wG̃′(a) + wG̃′(b) = W (G[A ∪B]);

• wG̃′(b) + wG̃′(b
′) = W ([G[B]).

Finally, we define G̃ to be the graph obtained from G̃′ by deleting all vertices in G̃′ with

weight zero. (Thus, either G̃ = G̃′, or G̃ = G̃′ r b, or G̃ = G̃′ r b′.) We refer to the

weighted graph G̃ as the type a weighted reduction of G with respect to (A,B).

It remains to define type n weighted reductions. Let G be a weighted graph, let (A,B) be
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a reducible homogeneous pair in G, and let (A,B,C,D,E, F ) be the associated partition

of G. Let G̃′ be the graph with vertex-set {a, b, b′} ∪ C ∪D ∪ E ∪ F , where a, b, and b′

are pairwise distinct and do not lie in VG, with adjacency as follows:

• G̃′[C ∪D ∪ E ∪ F ] = G[C ∪D ∪ E ∪ F ];

• a is complete to C ∪ E and anti-complete to D ∪ F ;

• b and b′ are complete to D ∪ E and anti-complete to C ∪ F ;

• a is adjacent to b and non-adjacent to b′;

• b is non-adjacent to b′.

Next, we assign weights to the vertices of G̃′ as follows. The weights of the vertices in

C ∪D ∪ E ∪ F in the graph G̃′ are inherited from G, and for the vertices b, b′, d, we set:

• wG̃′(a) = W (G[A]);

• wG̃′(b) = W (G[A ∪B])−W (G[A]);

• wG̃′(b
′) = W (G[B]).

We observe that all vertices in C ∪D ∪E ∪ F ∪ {a, b′} have positive integer weight in G̃′,

and that b has non-negative integer weight. Furthermore, we note that:

• wG̃′(a) = W (G[A]);

• wG̃′(a) + wG̃′(b) = W (G[A ∪B]);

• wG̃′(b
′) = W ([G[B]).

Now, if wG̃(b) 6= 0 then set G̃ = G̃′, and if wG̃(b) = 0 then set G̃ = G̃′ r b; clearly, every

vertex of G̃ has positive integer weight. We refer to the weighted graph G̃ as the type n

weighted reduction of G with respect to (A,B).

We observe that if G is a bull-free perfect graph, and (A,B) is a reducible homogeneous
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pair in G, then the type a weighted reduction and the type n weighted reduction of G

with respect to (A,B) are not necessarily bull-free and perfect. We do, however, have the

following result, which will suffice for the purposes of our algorithm.

5.3.2. Let G be a weighted bull-free perfect graph that does not contain a proper ho-

mogneous set. Assume that applying the algorithm REDUCIBLE to G yields a 7-tuple

(A,B,C,D,E, F, z). Then (A,B) is a reducible homogeneous pair in G, and the type z

weighted reduction of G with respect to (A,B) is a weighted bull-free perfect graph.

Proof. If z = a, then there exists a frame (b, b′, d) for (A,B), with b adjacent to b′; and if

z = n, then there exists a frame (b, b′, d) for (A,B), with b non-adjacent to b′. In either

case, 5.2.3 implies that, as an unweighted graph, the type z weighted reduction of G with

respect to (A,B) is isomorphic to an induced subgraph of G, and the result follows.

We complete this section by describing how to “recover” a maximum weighted clique in

a weighted graph G that contains a reducible homogeneous pair (A,B) from maximum

weighted cliques in the weighted graphs G̃, G[A], G[B], and G[A∪B], where G̃ is the type

a or type n weighted reduction of the graph G with respect to (A,B).

5.3.3. Let G be a weighted graph, and let (A,B) be a reducible homogeneous pair in G.

Let G̃, G̃′, a, b, and b′ be as in the definition of the type a or type n weighted reduction of

G with respect to (A,B). Let K̃, KA, KB, and KA∪B be maximum weighted cliques in G̃,

G[A], G[B], and G[A ∪B], respectively. Then exactly one of the following holds:

• a, b, b′ /∈ K̃;

• a ∈ K̃ and b, b′ /∈ K̃;

• K̃ intersects {b, b′}, and a /∈ K̃;

• a, b ∈ K̃ and b′ /∈ K̃.

Now, define the set K as follows:
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• if a, b, b′ /∈ K̃, then set K = K̃;

• if a ∈ K̃ and b, b′ /∈ K̃, then set K = (K̃ r {a}) ∪KA;

• if K̃ intersects {b, b′} and a /∈ K̃, then set K = (K̃ r {b, b′}) ∪KB;

• if a, b ∈ K̃ and b′ /∈ K̃, then set K = (K̃ r {a, b}) ∪KA∪B.

Then K is a maximum weighted clique in G.

Proof. Let (A,B,C,D,E, F ) be the partition of G associated with the homogeneous pair

(A,B). We note that the first claim follows from the fact that a is non-adjacent to b′ in

G̃′; this also implies that the set K is well-defined.

Now, we claim that K is a clique in G, and that wG(K) = wG̃(K̃).

Suppose first that a, b, b′ /∈ K̃. Then K = K̃, and by the definition of G̃, we have

that G[K] = G̃[K̃]. This implies that K is a clique in G and that wG(K) = wG̃(K̃).

Suppose next that a ∈ K̃ and b, b′ /∈ K̃, so that K = (K̃ r {a}) ∪ KA. Then G[K]

is obtained by substituting the complete graph G[KA] for the vertex a in the complete

graph G̃[K̃], and so G[K] is a clique; the fact that wG(K) = wG̃(K̃) follows from the fact

that wG̃(a) = W (G[A]) = wG(KA).

Suppose now that K̃ intersects {b, b′} and a /∈ K̃, so that K = (K̃ r {b, b′}) ∪ KB.

Since C ∪ F is anti-complete to {b, b′} in G̃′ and K̃ is a clique in G̃ (and therefore in G̃′

as well), we know that K̃ ⊆ {b, b′} ∪D ∪ E; but now since D ∪ E is complete to B (and

therefore to KB as well) in G, and KB is a clique in G, it follows that K is a clique in G.

It remains to show that wG(K) = wG̃(K̃); as wG(KB) = W (G[B]), it suffices to show that

Σv∈K̃∩{b,b′}wG̃(v) = W (G[B]). By construction, no clique in G̃′[b, b′] is of weight greater

than W (G[B]), and so Σv∈K̃∩{b,b′}wG̃(v) ≤W (G[B]). On the other hand, by construction,
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G̃[VG̃∩{b, b
′}] contains a clique B̃ of weight W (G[B]); since K̃ ⊆ {b, b′}∪D∪E, and D∪E

is complete to B̃ in G̃, we know that (K̃ r {b, b′})∪ B̃ is a clique in G̃. Since K̃ is of max-

imum weight in G̃, it follows that Σv∈K̃∩{b,b′}wG̃(v) ≥ wG̃(B̃). Since wG̃(B̃) = W (G[B]),

this implies that Σv∈K̃∩{b,b′}wG̃(v) = W (G[B]). Thus, wG(K) = wG̃(K̃).

Finally, suppose that a, b ∈ K̃ and b′ /∈ K̃, so that K = (K̃ r {a, b}) ∪ KA∪B. Since

K̃ is a clique in G̃ with a, b ∈ G̃, and since a and b are anti-complete to C ∪ F and

D ∪ F , respectively, in G̃, we get that K̃ ⊆ {a, b} ∪ E. But since E is complete to A ∪B

(and therefore to KA∪B as well) in G, and since KA∪B is a clique in G, it easily fol-

lows that K is a clique in G. The fact that wG(K) = wG̃(K̃) follows from the fact that

wG̃(a) + wG̃(b) = W (G[A ∪B]) = wG(KA∪B).

It remains to show that the clique K is of maximum weight in G. Fix some maximum

weighted clique K ′ in G; we need to show that wG(K ′) ≤ wG(K).

Suppose first that K ′ ∩ (A ∩ B) = ∅. Then K ′ is a clique in G̃, and so by the maxi-

mality of K̃, we have that wG̃(K ′) ≤ wG̃(K̃) = wG(K), which is what we needed to show.

Suppose next that K ′ ∩ A 6= ∅ and K ′ ∩ B = ∅. Since K ′ is a clique and D ∪ F is

anti-complete to A in G, we have that K ′ ⊆ A∪C∪E. Since C∪E is complete to A in G,

and since KA ⊆ A, we know that (K ′ rA)∪KA is a clique in G and that (K ′ rA)∪ {a}
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is a clique in G̃. Now by the maximality of KA and K̃, we get the following:

wG(K ′) = wG(K ′ rA) + wG(K ′ ∩A)

≤ wG(K ′ rA) + wG(KA)

= wG̃(K ′ rA) + wG̃(a)

= wG̃((K ′ rA) ∪ {a})

≤ wG̃(K̃)

= wG(K).

Next, suppose that K ′ ∩ B 6= ∅ and K ′ ∩ A = ∅. Since K ′ is a clique and C ∪ F is

anti-complete to B, we have that K ′ ⊆ B∪D∪E. Since D∪E is complete to B in G, and

since KB ⊆ B, we know that (K ′ r B) ∪KB is a clique in G. By the construction of G̃,

G̃[VG̃ ∩ {b, b
′}] contains a clique B̃ of weight W (G[B]) = wG(KB); clearly, B̃ is complete

to D ∪ E in G̃, and so it easily follows that (K ′ r B) ∪ B̃ is a clique in G̃. Now, by the

maximality of KB and K̃, we have the following:

wG(K ′) = wG(K ′ rB) + wG(K ′ ∩B)

≤ wG(K ′ rB) + wG(KB)

= wG̃(K ′ rB) + wG̃(B̃)

= wG̃((K ′ rB) ∪ B̃)

≤ wG̃(K̃)

= wG(K).

Suppose, finally, that K ′ intersects both A and B. As C ∪ F is anti-complete to B, and

D∪F is anti-complete to A, we have that K ′ ⊆ A∪B∪E. As E is complete to A∪B (and

therefore to KA∪B as well), we know that (K ′ r (A ∪B)) ∪KA∪B is a clique in G. Now,

set H = VG̃ ∩ {a, b}; clearly, H is a clique complete to E in G̃, and so (K ′r (A∪B))∪H

is a clique in G̃. Furthermore, note that wG̃(H) = W (G[A ∪ B]) = wG(KA∪B). Now, by
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the maximality of KA∪B and K̃, we have the following:

wG(K ′) = wG(K ′ r (A ∪B)) + wG(K ′ ∩ (A ∪B))

≤ wG(K ′ r (A ∪B)) + wG(KA∪B)

= wG̃(K ′ r (A ∪B)) + wG̃(H)

= wG̃((K ′ r (A ∪B)) ∪H)

≤ wG̃(K̃)

= wG(K).

This completes the argument.

5.4 The Algorithm

In this section, we describe the algorithm MWCLIQUE whose input is a weighted bull-

free perfect graph G, and whose output is a maximum weighted clique in G. We begin by

discussing some previously known algorithms that we use in our algorithm MWCLIQUE.

First, given a graph G on n vertices, one can use the algorithm from [38] or the algo-

rithm from [59] to check whether G is transitively orientable, and if so, to find a transitive

orientation for G; this takes at most O(n3) time. Next, given a weighted transitive di-

rected graph G on n vertices, one can use the algorithm from [43] to find a maximum

weighted clique in G in at most O(n3) time, and one can use the algorithm from [5] to find

a maximum weighted stable set in G (which is a maximum weighted clique in G) in at

most O(n4) time. (In fact, in [5], the problem of finding a maximum weighted stable set in

a weighted transitive directed graph is reduced to finding a maximum weighted stable set

in a weighted bipartite graph. The latter can be done using network flows, as explained,

for example, in section 2 of [32].) All of this implies that, given a weighted graph G on n

vertices, one can determine whether at least one of G and G is transitively orientable in

at most O(n3) time, and if so, one can find a maximum weighted clique in G in at most
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O(n4) time.

Second, given a graph G on n vertices, one can use the algorithm from [28] or the al-

gorithm from [29] to check whether G has a proper homogeneous set, and if so, to find a

proper homogeneous set in G. This takes at most O(n2) time.

We now turn to describing the algorithm MWCLIQUE. As stated at the beginning of this

section, the input is a weighted bull-free perfect graph G, and the output is a maximum

weighted clique in G. Along with the algorithm, we construct a rooted decomposition tree

TG associated with G. The vertices of TG are the graphs constructed by the algorithm,

and the root of TG is the graph G. In this thesis, a leaf of a rooted tree is a vertex of

the tree that has no descendants. (In particular, every non-root vertex of degree one in

a rooted tree is a leaf, and the root is a leaf if and only if the tree consists of the root only.)

Suppose that G is a weighed bull-free perfect graph, and set n = |VG|. By 5.1.1, at

least one of the following holds:

• G or G is transitively orientable;

• G contains a proper homogeneous set;

• G contains a reducible homogeneous pair.

The first step is to check whether at least one of G and G is transitively orientable, and if

so, to find a maximum weighted clique in G; as explained above, this takes at most O(n4)

time. In this case, G is a leaf of the rooted tree TG.

From now on, we assume that neither G nor G is transitively orientable. We then check

whether G contains a proper homogeneous set, and if so, we find a proper homogeneous

set in G; as explained above, this takes at most O(n2) time. If the algorithm returns a

proper homogeneous set S, then we call the algorithm MWCLIQUE on the graphs G[S]
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and G̃, where G̃ is the weighted reduction of G with respect to S, as defined in section

5.3. Once we have obtained maximum weighted cliques for G[S] and G̃, we can find a

maximum weighted clique in G as outlined in 5.3.1. In this case, G has two children in

the tree TG, namely G[S] and G̃.

From now on, we assume that G does not contain a proper homogeneous set. Then

G contains a reducible homogeneous pair. We now call the algorithm REDUCIBLE from

section 5.2 on the graph G, and obtain a 7-tuple (A,B,C,D,E, F, z), where (A,B) is a

reducible homogeneous pair in G, (A,B,C,D,E, F ) is the partition of G associated with

(A,B), and z ∈ {a, n}; this takes at most O(n5) time. By 5.1.2, G[A] and G[B] are both

transitively orientable, and so (as explained above) we can find a maximum weighted

clique in each of them in at most O(n3) time. We then call the algorithm MWCLIQUE on

the graphs G[A ∪ B] and G̃, where G̃ is the type z weighted reduction of G with respect

to (A,B), as defined in section 5.3; we note that the graph G̃ is bull-free and perfect by

5.3.2, and since |A ∪ B| ≥ 4, we know that G̃ has fewer vertices than G. Once we have

obtained maximum weighted cliques for each of G[A], G[B], G[A∪B], and G̃, we can find

a maximum weighted clique in G as outlined in 5.3.3. In this case, G has two children in

the tree TG, namely G[A ∪B] and G̃.

5.5 Complexity Analysis

Our goal in this section is to prove the following result.

5.5.1. The running time of the algorithm MWCLIQUE is at most O(n6), where n is the

number of vertices of the input graph.

We observe that each step of the algorithm MWCLIQUE can be performed in at most

O(n5) time, and so in order to prove 5.5.1, it suffices to show that for each weighted bull-

free perfect graph G, the number of vertices in the decomposition tree TG is bounded by

a linear function of the number of vertices of G. We begin with a technical lemma (5.5.2),
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and then we use this lemma to prove 5.5.3, which states that the number of vertices in

the decomposition tree TG of a weighted bull-free perfect graph G is at most 3|VG|. The

main result of this section (5.5.1) then follows immediately.

5.5.2. Let T be a rooted tree with root r. Let f : VT → N be a function such that for

all vertices v ∈ VT that are not leaves of T , if v1, ..., vk ∈ VT are the children of v, then

Σk
i=1f(vk) < f(v). Then |VT | ≤ f(r).

Proof. We proceed by induction on |VT |. If |VT | = 1, then the result is immediate as f(r)

is a positive integer. So assume that T has at least two vertices, and that the claim holds

for rooted trees with fewer vertices. Let r1, ..., rk be the children of the root r in the tree

T . For each i ∈ {1, ..., k}, let Ti be the component of T r r that contains ri; we turn Ti

into a rooted tree by letting ri be the root of Ti. By the induction hypothesis, |VTi | ≤ f(ri)

for each i ∈ {1, ..., k}. But then note the following:

|VT | = 1 + Σk
i=1|VTi |

≤ 1 + Σk
i=1f(ri)

< 1 + f(r).

Since |VT | and f(r) are both integers, it follows that |VT | ≤ f(r), as we had claimed.

5.5.3. Let G be a weighted bull-free perfect graph, and let n = |VG|. Then the number of

vertices in the decomposition tree TG is at most 3n.

Proof. If G or G is transitively orientable, then the tree TG has only one vertex (namely,

the root G), and the result is immediate. So assume that G and G are not transitively

orientable. It is easy to check that every graph on at most four vertices is transitively

orientable; consequently, n ≥ 5. Furthermore, G has exactly two children in the tree TG,

and so in particular, the root G is not a leaf of TG. Now, let T ′G be the graph obtained

from TG by deleting all the leaves of TG. As every vertex of TG has at most two children,

it follows that |VTG | ≤ 3|VT ′G |. Thus, in order to show that |VTG | ≤ 3n, we just have to
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show that |VT ′G | ≤ n. Note that no vertex H of T ′G is transitively orientable, for otherwise,

H would be a leaf of TG, contrary to the fact that T ′G contains no leaves of TG; since

every graph on at most four vertices is transitively orientable, it follows that every vertex

of T ′G has at least five vertices. Now, to each vertex H of T ′G, we associate the number

f(H) = |VH |− 4; since every vertex in the tree T ′G has at least five vertices, it follows that

f(H) is a positive integer for every vertex H of T ′G.

Suppose that H is not a leaf of T ′G, and let H1, ...,Hk be the children of H in T ′G; we

claim that Σk
i=1f(Hi) < f(H). By construction, every child of H has fewer vertices than

H, and so if k = 1, the result is immediate. So assume that k ≥ 2; as every vertex in

TG that is not a leaf has exactly two children, it follows that k = 2, and we need to

show that f(H1) + f(H2) < f(H). If H contains a proper homogeneous set, then we may

assume that |VH1 | = p, |VH2 | = q + 1, and |VH | = p + q. If H does not contain a proper

homogeneous set, then H contains a reducible homogeneous pair, and we may assume

that |VH1 | = p, |VH2 | = q + 2 or |VH2 | = q + 3, and |VH | = p + q. In any case, we may

assume that |VH1 | = p, |VH2 | = q + r, and |VH | = p + q, for some positive integers p and

q, and some r ∈ {1, 2, 3}. But then we have the following:

f(H1) + f(H2) = (p− 4) + (q + r − 4)

= p+ q + r − 8

< p+ q − 4

= f(H)

But now 5.5.2 implies that T ′G has at most f(G) = n − 4 vertices, which completes the

argument.

We now restate and prove the main result of the section.

5.5.1. The running time of the algorithm MWCLIQUE is at most O(n6), where n is the

number of vertices of the input graph.
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Proof. Each step of the algorithm takes at most O(n5) time, and by 5.5.3, we make at

most O(n) calls to the algorithm. The result is then immediate.

It is natural to ask why the algorithm MWCLIQUE is faster than the algorithm from [33]

due to de Figueiredo and Maffray. One reason for this is that the weighted reductions

for our homogeneous pairs (see section 5.3) use fewer new vertices than the reductions

that de Figueiredo and Maffray use for their homogeneous pairs. As a result, we make

only O(n) recursive calls to the algorithm, whereas the algorithm from [33] makes O(nm2)

calls, where n is the number of vertices and m is the number of edges of the input graph.

The second reason that our algorithm is faster is that the decomposition theorem that

the algorithm MWCLIQUE is based on is different from the one that the algorithm from

[33] is based on, and so the slowest step in the algorithm MWCLIQUE takes O(n5) time,

while the slowest step in the algorithm from [33] takes O(n4m) time.
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Chapter 6

Excluding Induced Subdivisions of

the Bull and Related Graphs

Recall from chapter 2 (section 2.1) that a class G is hereditary if it is closed under isomor-

phism and induced subgraphs, and that a hereditary class G is χ-bounded if there exists

a non-decreasing function f : N0 → R such that for all G ∈ G, χ(G) ≤ f(ω(G)). We

note that the definition of a χ-bounded class given in the Introduction and in chapter 2

is slightly different from the one given in the present chapter; however, as discussed in

section 2.1, the two definitions are equivalent in the case of hereditary classes, and in the

present chapter, we are only interested in hereditary classes.

Given a graph H, we denote by H∗ any graph that is a subdivision of H (in particu-

lar, the graph H itself if an H∗). A graph G is said to be H∗-free provided that G does

not contain any subdivision of H as an induced subgraph. We denote by Forb∗(H) the

class of all H∗-free graphs; clearly Forb∗(H) is hereditary for all graphs H. As discussed

in the Introduction (section 1.2), Scott’s conjecture [57] states that for every graph H, the

class Forb∗(H) is χ-bounded. In general, Scott’s conjecture is false: a group of authors

recently constructed a counterexample [51]. However, this raises the following question:

for which graphs H is Scott’s conjecture true? In this chapter, we prove Scott’s conjecture
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for several particular graphs H.

We remind the reader that the paw is the graph with vertex-set {x1, x2, x3, y} and edge-

set {x1x2, x2x3, x3x1, x1y}. In section 6.1, we give a structural description of the class

Forb∗(paw), which we then use to compute the best possible χ-bounding function for the

class (see 6.1.2). As explained in the Introduction (see section 1.2), together with pre-

viously known results, this theorem implies that the class Forb∗(H) is χ-bounded for all

graphs H on at most four vertices.

In section 6.2, we prove a decomposition theorem for bull∗-free graphs (see 6.2.1). In

section 6.3, we use this theorem to prove that the class Forb∗(bull) is χ-bounded by the

function f(n) = n2 (see 6.3.2). We note that this is the best possible polynomial χ-

bounding function for Forb∗(bull) in the following sense: there do not exist positive con-

stants c, r ∈ R, with r < 2, such that Forb∗(bull) is χ-bounded by the function f(n) = cnr.

As Forb∗(bull) contains all graphs with no stable set of size three, this follows immediately

from a result of Kim [46] that the Ramsey number R(t, 3) has order of magnitude t2

log t (in

fact, it is enough that R(t, 3) = t2−o(1), which also follows from an earlier result of Erdős

[30]).

Finally, in section 6.4, we consider graphs that we call “necklaces.” A necklace is a

graph obtained from a path by choosing a matching such that no edge of the matching

is incident with an endpoint of the path, and for each edge of the matching, adding a

vertex adjacent to the ends of this edge (see section 6.4 for a more formal definition). We

prove that for any given necklace N , the class Forb∗(N) is χ-bounded by an exponential

function (see 6.4.2). We observe that the bull is a special case of a necklace, and so the

results of section 6.4 imply that Forb∗(bull) is χ-bounded; however, the χ-bounding func-

tion for Forb∗(bull) from 6.3.2 is polynomial, whereas the one from 6.4.2 is exponential.

Further, we note that for all positive integers m, the m-edge path, denoted by Pm+1, is a
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necklace; furthermore, since any subdivision of an m-edge path contains an m-edge path

as an induced subgraph, we know that Forb(Pm+1) = Forb∗(Pm+1). Thus, 6.4.2 implies

a result of Gyárfás (see [41]) that the class Forb(Pm+1) is χ-bounded by an exponential

function (we note, however, that our χ-bounding function is faster growing than that of

Gyárfás).

6.1 Subdivisions of the Paw

In this section, we give a structure theorem for paw∗-free graphs (6.1.1), and then use it

to derive the fact that Forb∗(paw) is χ-bounded by a linear function (6.1.2). We first need

a definition: a graph is said to be complete multipartite if its vertex-set can be partitioned

into stable sets, pairwise complete to each other.

6.1.1. A graph G is paw∗-free if and only if each of its components is either a tree, a

chordless cycle, or a complete multipartite graph.

Proof. The ‘if’ part is established by routine checking. For the ‘only if’ part, suppose that

G is a connected paw∗-free graph. Our goal is to show that if G is both triangle-free and

square-free, then G is either a tree or a chordless cycle, and otherwise G is a complete

multipartite graph.

Suppose first that G is both triangle-free and square-free. If G contains no cycles, then it is

a tree, and we are done. So assume thatG does contain a cycle, and let v0−v1−...−vk−1−v0

(with the indices in Zk) be a cycle in G of length as small as possible; note that the min-

imality of k implies that this cycle is induced, and the fact that G is triangle-free and

square-free implies that k ≥ 5. If VG = {v0, v1, ..., vk−1}, then G is a chordless cycle,

and we are done. So assume that {v0, ..., vk−1} $ VG. Since G is connected, there exists

a vertex v ∈ VG r {v0, ..., vk−1} that has a neighbor in {v0, ..., vk−1}. Note that v must
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have at least two neighbors in {v0, v1, ..., vk−1}, for otherwise, G[v, v0, v1, ..., vk−1] would

be a paw∗. By symmetry, we may assume that for some i ∈ Zk r {0}, v is complete

to {v0, vi} and anti-complete to {v1, ..., vi−1} in G. By the minimality of k, the cycle

v − v0 − v1 − ... − vi − v is of length at least k, and so it follows that either i = k − 2

or i = k − 1. But then v − vi − vi+1 − ... − v0 − v is a (not necessarily induced) cycle of

length at most four in G, which contradicts the fact that G is triangle-free and square-free.

It remains to consider the case when G contains a triangle or a square. Let H be an

inclusion-wise maximal complete multipartite induced subgraph of G such that H con-

tains a cycle. (The existence of such a graph H follows from the fact that a triangle or a

square is itself a complete multipartite graph that contains a cycle.) If G = H, then G is

complete multipartite, and we are done. So assume that this is not the case. Since G is

connected, there exists a vertex v ∈ VG r VH with a neighbor in VH .

Let H1, H2, ...,Hk be a partition of VH into stable sets, pairwise complete to each other.

First, we claim that v is not mixed on any set among H1, ...,Hk. Suppose otherwise.

By symmetry, we may assume that v is adjacent to some h1 ∈ H1 and non-adjacent

to some h′1 ∈ H1. Then v is anti-complete to H2 ∪ ... ∪ Hk, for if v had a neighbor

h ∈ H2 ∪ ... ∪ Hk, then G[v, h, h1, h
′
1] would be a paw. Now, since H contains a cycle,

we know that |H2 ∪ ... ∪Hk| ≥ 2; fix distinct vertices h, h′ ∈ H2 ∪ ... ∪Hk. But if hh′ is

an edge then G[h, h′, h1, v] is a paw, and if hh′ is a non-edge then G[h, h′, h1, h
′
1, v] is a

paw∗. This proves our claim. Now v is anti-complete to at least two sets among H1, ...,Hk

(say H1 and H2), for otherwise, G[VH ∪ {v}] would contradict the maximality of H. Let

h ∈ H3∪ ...∪Hk be some neighbor of v, and fix h1 ∈ H1 and h2 ∈ H2. Then G[h1, h2, h, v]

is a paw, which is a contradiction. This completes the argument.

We note that our structure theorem for paw∗-free graphs (6.1.1) is similar to the structure

theorem for paw-free graphs (due to Olariu [50]), which states that a graph G is paw-free

if and only if every component of G is either triangle-free or complete multipartite. In
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fact, our proof of 6.1.1 could be slightly shortened by using [50], but in order to keep the

section self-contained, we include an independent proof. We now turn to proving that the

class Forb∗(paw) is χ-bounded by a linear function.

6.1.2. Forb∗(paw) is χ-bounded by the function f : N0 → R defined by f(2) = 3 and for

all n 6= 2, f(n) = n.

Proof. Let G ∈ Forb∗(paw). We may assume that G is connected (otherwise, we consider

the components of G separately). By 6.1.1 then, G is either a tree, or a chordless cycle,

or a complete multipartite graph, and in each of these cases, we have that χ(G) = 3 or

χ(G) = ω(G).

It is easy to see that the χ-bounding function given in 6.1.2 is the best possible for the

class Forb∗(paw). Indeed, on the one hand, we have that ω(G) ≤ χ(G) for every graph G,

and on the other hand, there exist paw∗-free graphs with clique number 2 and chromatic

number 3 (any chordless cycle of odd length greater than three is such a graph.)

6.2 Decomposing Bull∗-Free Graphs

In this section, we prove a decomposition theorem for bull∗-free graphs. We begin with a

couple of definitions. We call a graph G basic if it contains neither an odd hole with an

anti-center nor an odd anti-hole with an anti-center. (More precisely: a graph G is basic

provided that there do not exist an induced subgraph H of G and a vertex a ∈ VG r VH

such that H is an odd hole or an odd anti-hole of G, and a is an anti-center for H.) Given

a graph G, we say that a vertex v ∈ VG is a cut-vertex of G provided that G r v has

more components than G. Our goal in this section is to prove the following decomposition

theorem.

6.2.1. Let G ∈ Forb∗(bull). Then either G is basic, or it contains a proper homogeneous

set or a cut-vertex.

We will need the following result, which is an immediate consequence of 1.4 from [17].
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6.2.2 (Chudnovsky and Safra [17]). Let G ∈ Forb∗(bull). If G contains an odd hole with

a center and an anti-center, or an odd anti-hole with a center and an anti-center, then G

has a proper homogeneous set.

The proof of 6.2.1 proceeds as follows. We assume that a graph G ∈ Forb∗(bull) is not

basic, and then we consider two cases: when G contains an odd anti-hole of length at least

seven with an anti-center; and when G contains an odd hole with an anti-center. In the

former case, we show that G contains a proper homogeneous set (see 6.2.3 below). The

latter case is more difficult, and our approach is to prove a series of lemmas that describe

how vertices that lie outside of our odd hole “attach” to this odd hole and to each other,

and then to use these results to prove that G contains a proper homogeneous set or a

cut-vertex (see 6.2.8). Since an anti-hole of length five is also a hole of length five, these

two results (6.2.3 and 6.2.8) imply 6.2.1.

6.2.3. Let G ∈ Forb∗(bull), let h0 − h1 − ... − hk−1 − h0 (with k ≥ 7 and the indices in

Zk) be an odd anti-hole in G, and set H = {h0, h1, ..., hk−1}. Assume that G contains an

anti-center for H. Then G contains a proper homogeneous set.

Proof. We may assume that G is connected, for otherwise, G contains a proper homoge-

neous set and we are done. Since G is connected and contains an anti-center for H, there

exist adjacent a, a′ ∈ VG rH such that a is anti-center for H and a′ has a neighbor in H.

Our goal is to show that a′ is a center for H, for then we are done by 6.2.2.

First, we claim that there is no index i ∈ Zk such that a′ is anti-complete to {hi, hi+1}.

Suppose otherwise. Since a′ has a neighbor in H, we may assume by symmetry that

a′ is adjacent to h0 and anti-complete to {h1, h2}. But then if a′h4 is an edge, then

G[h0, h1, h4, a, a
′] is a bull; and if a′h4 is a non-edge, then G[h0, h1, h2, h4, a

′] is a bull.

This proves our claim.

Next, since H has an odd number of vertices, there exists some i ∈ Zk such that a′
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is either complete or anti-complete to {hi, hi+1}; by what we just showed, the latter is

impossible, and so the former must hold. Now, if a′ is not a center for H, then we may as-

sume by symmetry that a′ is non-adjacent to h0 and complete to {h1, h2}; but then a′hk−1

is an edge (because a′ is not anti-complete to {hk−1, h0}), and so G[h0, h2, hk−1, a, a
′] is a

bull. Thus, a′ is a center for H, which completes the argument.

For the remainder of this section, we focus on graphs in Forb∗(bull) that contain an

odd-hole with an anti-center. We begin with some definitions. Let G be a graph, let

h0 − h1 − ... − hk−1 − h0 (with k ≥ 5 and the indices in Zk) be a hole in G, let H =

{h0, h1, ..., hk−1}, and let v ∈ VG rH. Then for all i ∈ Zk:

• v is a leaf for H at hi if v is adjacent to hi and anti-complete to H r {hi};

• v is a star for H at hi if v is complete to H r {hi} and non-adjacent to hi;

• v is an adjacent clone for H at hi if v is complete to {hi−1, hi, hi+1} and anti-complete

to H r {hi−1, hi, hi+1};

• v is a non-adjacent clone for H at hi if v is complete to {hi−1, hi+1} and anti-complete

to H r {hi−1, hi+1};

• v is a clone for H at hi if v is an adjacent clone or a non-adjacent clone for H at hi.

We say that v is a leaf (respectively: star, adjacent clone, non-adjacent clone, clone) for

H if there exists some i ∈ Zk such that v is a leaf (respectively: star, adjacent clone,

non-adjacent clone, clone) for H at hi. If |H| = k is odd, then we say that a vertex

v ∈ VG rH is appropriate for H or for G[H] provided that one of the following holds:

• v is a center for H;

• v is an anti-center for H;

• v is a leaf for H;

• v is an adjacent clone for H;
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• v is a non-adjacent clone for H and |H| = 5;

• v is a star for H and |H| = 5.

6.2.4. Let G ∈ Forb∗(bull), let h0 − h1 − ... − hk−1 − h0 (with k ≥ 5 and the indices in

Zk) be an odd hole in G, and set H = {h0, h1, ..., hk−1}. Then every vertex in VG rH is

appropriate for H.

Proof. Fix v ∈ VG r H. We may assume that v has at least two neighbors and at least

one non-neighbor in H, for otherwise, v is a center, an anti-center, or a leaf for H, and we

are done.

Suppose first that v has two adjacent neighbors in H. Fix a path hi − hi+1 − ... − hj

of maximum length in G[H ∩ΓG(v)]; set P = {hi, hi+1, ..., hj}. Note first that |P | ≥ 3, for

otherwise, we would have that j = i+1, and then G[v, hi−1, hi, hi+1, hi+2] would be a bull.

Now, we claim that v is anti-complete to HrP . Suppose otherwise. Fix hl ∈ HrP such

that vhl is an edge; by the maximality of P , we know that l /∈ {i− 1, j+ 1}. Since neither

G[v, hi−1, hi, hi+1, hl] nor G[v, hj−1, hj , hj+1, hl] is bull, we get that l = i− 2 = j + 2, and

consequently, that |H| = |P |+ 3. Since |H| is odd and |P | ≥ 3, this means that |P | ≥ 4,

and so G[v, hi−1, hi, hi+1, hi+3] is a bull, which is a contradiction. It follows that v is

anti-complete to H r P . Now, if |P | = 3, then v is an adjacent clone for H at hi+1, and

we are done. So assume that |P | ≥ 4. Since G[v, hi−1, hi, hi+1, hi+3] is not a bull, hi+3 is

adjacent to hi−1, and so |H| = 5 and v is a star for H at hi−1.

Suppose now that H ∩ ΓG(v) is a stable set. Fix distinct i, j ∈ Zk such that v is com-

plete to {hi, hj} and the path hi − hi+1 − ... − hj is as short as possible (in particular,

v is non-adjacent to the interior vertices of the path). Since the neighbors of v in H are

pairwise non-adjacent, and v is complete to {hi, hj}, we know that v is anti-complete to

{hi−1, hj+1}. Since G[v, hi−1, hi, hi+1, ..., hj , hj+1] is not a bull∗, this implies that either

hi−1 = hj+1, or hi−1hj+1 is an edge, and in either case, v is anti-complete to H r {hi, hj}.
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We now know that the path hj − hj+1 − ... − hi has at most three edges and that v is

adjacent to the ends of this path and non-adjacent to its interior vertices. The minimality

of the path hi − hi+1 − ...− hj then implies that |H| ≤ 6. Since |H| is odd and |H| ≥ 5,

it follows that |H| = 5. The minimality of the path hi − hi+1 − ...− hj now implies that

v is a non-adjacent clone for H at hi+1. This completes the argument.

Given a graph G with a hole h0 − h1 − ...− hk−1 − h0 (with k ≥ 5 and the indices in Zk),

and setting H = {h0, h1, ..., hk−1}, we let AH denote the set of all anti-centers for H in

G, and for all i ∈ Zk:

• we let LiH denote the set of all leaves for H at hi;

• we let N i
H denote the set of all non-adjacent clones for H at hi;

• we let CiH denote the set of all adjacent clones for H at hi;

• we let SiH denote the set of all stars for H at hi.

6.2.5. Let G ∈ Forb∗(bull), let h0 − h1 − ... − hk−1 − h0 (with k ≥ 5 and the indices

in Zk) be an odd hole in G, and set H = {h0, h1, ..., hk−1}. Assume that G contains an

anti-center for H, and that G does not contain a proper homogeneous set. Then there

exists an index i ∈ Zk such that all of the following hold:

(i) LiH 6= ∅, and for all j ∈ Zk r {i}, LjH = ∅;

(ii) AH is not anti-complete to LiH ;

(iii) AH is anti-complete to VG r (AH ∪ LiH).

Proof. First, since G does not contain a proper homogeneous set and |VG| ≥ 3, we know

that G is connected. Further, since G does not contain a proper homogeneous set and

contains an anti-center for H, 6.2.2 implies that G does not contain a center for H.

Now, we claim that every vertex in VG r (H ∪ AH) that has a neighbor in AH is a
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leaf for H. Suppose otherwise; fix adjacent v ∈ VG r (H ∪ AH) and a ∈ AH such that v

is not a leaf for H. Since v is appropriate for H (by 6.2.4), and since v is not a leaf, or a

center, or an anti-center for H, we know that v is either a star, or an adjacent clone, or a

non-adjacent clone for H. Suppose first that v is a star or an adjacent clone for H. Then

there exists an index i ∈ Zk such that v is complete to {hi, hi+1} and non-adjacent to

hi+2; but now G[a, v, hi, hi+1, hi+2] is a bull. Suppose now that v is a non-adjacent clone

for H. Then there exists an index i ∈ Zk such that v is complete to {hi−1, hi+1} and anti-

complete to {hi, hi+2}; but nowG[a, v, hi−1, hi, hi+1, hi+2] is a bull∗. This proves our claim.

Since G is connected and AH is non-empty, what we just showed implies that there exists

an index i ∈ Zk such that LiH is non-empty and is not anti-complete to AH . The only

thing left to show is that LjH = ∅ for all j ∈ Zk r {i}. Suppose otherwise. Fix some

j ∈ Zkr{i} such that LjH 6= ∅. First, note that LjH is complete to LiH , for if some li ∈ LiH
and lj ∈ LjH were non-adjacent, G[H ∪ {li, lj}] would be a bull∗. By symmetry and the

fact that |H| is odd, we may assume that the path hi − hi+1 − ... − hj is shorter than

the path hj − hj+1 − ... − hi; since |H| ≥ 5, this means that i − 1 /∈ {j, j + 1}. Note

furthermore that j 6= i + 1, for otherwise, we fix some li ∈ LiH and li+1 ∈ Li+1
H and note

that G[li, li+1, hi−1, hi, hi+1, hi+2] is a bull∗. Next, fix an anti-center a for H such that a

is adjacent to some li ∈ LiH . Fix lj ∈ LjH . But then if alj is an edge, G[a, li, lj , hi, hj ] is

a bull; and if alj is a non-edge, then G[a, li, lj , hi−1, hi, hi+1, ..., hj−1, hj ] is a bull∗. This

completes the argument.

6.2.6. Let G ∈ Forb∗(bull), let h0 − h1 − ... − hk−1 − h0 (with k ≥ 5 and the indices

in Zk) be an odd hole in G, and set H = {h0, h1, ..., hk−1}. Assume that G contains an

anti-center for H, and that G does not contain a proper homogeneous set. Then there

exists an index i ∈ Zk such that VG = H ∪AH ∪LiH ∪SiH ∪
⋃
j∈Zk

(N j
H ∪C

j
H), where LiH is

non-empty, LiH is anti-complete to SiH , and if k ≥ 7, then SiH and
⋃
j∈Zk

N j
H are empty.

Proof. If k ≥ 7, then the result is immediate from 6.2.2, 6.2.4, and 6.2.5. So assume that



Chapter 6. Excluding Induced Subdivisions of the Bull and Related Graphs 158

k = 5. By 6.2.2, 6.2.4, and 6.2.5, we know that VG = H∪AH∪LiH∪
⋃
j∈Z5

(SjH∪N
j
H∪C

j
H),

with LiH 6= ∅, for some i ∈ Z5. We need to show that SjH = ∅ for all j ∈ Z5 r {i}, and

that LiH is anti-complete to SiH .

We first show that SjH = ∅ for all j ∈ Z5 r{i}. By symmetry, it suffices to show that Si+1
H

and Si+2
H are empty. Fix some li ∈ LiH . Suppose first that Si+1

H 6= ∅, and fix si+1 ∈ Si+1
H .

But then if si+1li is an edge, then G[li, si+1, hi−2, hi, hi+1] is a bull; and if si+1li is a non-

edge, then G[li, si+1, hi−1, hi, hi+2] is a bull. Thus, Si+1
H = ∅. Suppose now that Si+2

H 6= ∅,

and fix si+2 ∈ Si+2
H . But then if si+2li is an edge, then G[si+2, li, hi−2, hi−1, hi+2] is a bull;

and if si+2li is a non-edge, then G[si+2, li, hi, hi+1, hi+2] is a bull. Thus, Si+2
H = ∅.

It remains to show that LiH is anti-complete to SiH . Suppose otherwise. By 6.2.5, AH is

not anti-complete to LiH , and AH is anti-complete to H ∪ SiH . We first note that every

vertex in LiH is anti-complete to at least one of AH and SiH , for otherwise, we fix some

li ∈ LiH , si ∈ SiH , and a ∈ AH such that li is adjacent to both si and a, and we observe

that G[li, si, a, hi−1, hi, hi+2] is a bull∗. Now, fix some adjacent li ∈ LiH and si ∈ SiH .

By what we just showed, li is anti-complete to AH . Since AH is not anti-complete to

LiH , there exist adjacent a ∈ AH and l′i ∈ LiH r {li}. Since l′i ∈ LiH has a neighbor in

AH , we know that l′i is anti-complete to SiH , and in particular, that l′isi is a non-edge.

But now if lil
′
i is an edge, then G[li, l

′
i, a, si, hi] is a bull; and if lil

′
i is a non-edge, then

G[li, l
′
i, si, hi−1, hi, hi+2] is a bull∗. This completes the argument.

6.2.7. Let G ∈ Forb∗(bull), let h0 − h1 − ... − hk−1 − h0 (with k ≥ 5 and the indices

in Zk) be an odd hole in G, and set H = {h0, h1, ..., hk−1}. Assume that G contains an

anti-center for H, and that G does not contain a proper homogeneous set. Then there

exists an index i ∈ Zk such that VG = H ∪AH ∪LiH ∪SiH , where LiH is non-empty, LiH is

anti-complete to SiH , and if k ≥ 7, then SiH is empty.

Proof. By 6.2.6, we just need to show that N j
H ∪C

j
H = ∅ for all j ∈ Zk. It suffices to show
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that for all j ∈ Zk, {hj} ∪N j
H ∪ C

j
H is a homogeneous set in G, for then the fact that G

contains no proper homogeneous set will imply that {hj} ∪N j
H ∪ C

j
H is a singleton, and

therefore, that N j
H ∪ C

j
H = ∅.

Fix j ∈ Zk, and suppose that {hj} ∪ N j
H ∪ C

j
H is not a homogeneous set in G. Fix

some v ∈ VGr ({hj}∪N j
H ∪C

j
H) such that v is mixed on {hj}∪N j

H ∪C
j
H . Clearly, v /∈ H.

Fix some cj , c
′
j ∈ {hj} ∪ N

j
H ∪ C

j
H such that v is adjacent to cj and non-adjacent to c′j .

Set Ĥ = (H r {hj}) ∪ {cj} and Ĥ ′ = (H r {hj}) ∪ {c′j}. Then G[Ĥ] and G[Ĥ ′] are both

odd holes of length k. Next, by 6.2.5, AH is anti-complete to {cj , c′j}, and so since AH is

non-empty, G contains an anti-center for both Ĥ and Ĥ ′; thus, 6.2.6 applies to both Ĥ

and Ĥ ′. This, together with the fact that v has exactly one more neighbor in Ĥ than in

Ĥ ′, implies that either:

(a) v is a leaf for Ĥ and an anti-center for Ĥ ′; or

(b) k = 5 and one of the following holds:

(b1) v is a non-adjacent clone for Ĥ and a leaf for Ĥ ′;

(b2) v is an adjacent clone for Ĥ and a non-adjacent clone for Ĥ ′;

(b3) v is a star for Ĥ and an adjacent clone for Ĥ ′.

Suppose that (a) holds. Since v is adjacent to cj , v is a leaf for Ĥ at cj . But now

if cjc
′
j is an edge, then G[v, cj , c

′
j , hj+1, hj+2] is a bull; and if cjc

′
j is a non-edge, then

G[v, cj , c
′
j , hj−1, hj+1, hj+2] is a bull∗. From now on, we assume that (b) holds, and so

k = 5.

Suppose first that (b1) holds. Since v is a non-adjacent clone for Ĥ and is adjacent to cj ,

we know that v is a non-adjacent clone for Ĥ at either hj−1 or at hj+1; by symmetry, we

may assume that v is a non-adjacent clone for Ĥ at hj+1. But now if cjc
′
j is an edge, then

G[v, cj , c
′
j , hj−2, hj−1] is a bull; and if cjc

′
j is a non-edge, then G[v, cj , c

′
j , hj−2, hj−1, hj+1]
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is a bull∗.

Suppose next that (b2) holds. Since v is a clone for both Ĥ and Ĥ ′, and since v is

adjacent to cj and non-adjacent to c′j , it is easy to see that v is an adjacent clone for Ĥ

at cj and a non-adjacent clone for Ĥ ′ at c′j . But now v is a clone for H at hj , contrary to

the fact that v ∈ VG r ({hj} ∪N j
H ∪ C

j
H).

Suppose finally that (b3) holds. Since v is adjacent to cj and non-adjacent to c′j , it is

easy to see that v is a star for Ĥ at either hj−1 or hj+1; by symmetry, we may assume

that v is a star for Ĥ at hj+1. Since 6.2.6 applies to Ĥ, it follows that G contains a leaf

lj+1 for Ĥ at hj+1, and that lj+1 is non-adjacent to v. Since lj+1 is appropriate for Ĥ ′, it

is non-adjacent to c′j . But now if cjc
′
j is an edge, then G[v, cj , c

′
j , lj+1, hj+1] is a bull; and if

cjc
′
j is a non-edge, then G[v, cj , c

′
j , hj−1, hj+2] is a bull. This completes the argument.

6.2.8. Let G ∈ Forb∗(bull), let h0 − h1 − ... − hk−1 − h0 (with k ≥ 5 and the indices

in Zk) be an odd hole in G, and set H = {h0, h1, ..., hk−1}. Assume that G contains an

anti-center for H. Then G contains a proper homogeneous set or a cut-vertex.

Proof. We assume that G does not contain a proper homogeneous set and show that it

contains a cut-vertex. By 6.2.7, there exists an index i ∈ Zk such that VG = H∪AH∪LiH∪

SiH and LiH is non-empty and anti-complete to SiH . Now, by 6.2.5, AH is anti-complete to

SiH . Thus, AH ∪LiH is anti-complete to (H r {hi})∪SiH . Since VG = H ∪AH ∪LiH ∪SiH ,

and since hi has neighbors both in LiH and in H r {hi}, it follows that hi is a cut-vertex

of G.

We now restate and prove 6.2.1, the main result of this section.

6.2.1. Let G ∈ Forb∗(bull). Then either G is basic, or it contains a proper homogeneous

set or a cut-vertex.

Proof. Since an anti-hole of length five is also a hole of length five, the result is immediate

from 6.2.3 and 6.2.8.
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6.3 A χ-Bounding Function for Forb∗(bull)

In this section, we use 6.2.1 to prove that the class Forb∗(bull) is χ-bounded by the function

f(n) = n2. We begin with a definition. Given graphs G1 and G2 with VG1∩VG2 = {u}, we

say that a graph G is obtained by gluing G1 and G2 along u provided that the following

hold:

• VG = VG1 ∪ VG2 ;

• for all i ∈ {1, 2}, G[VGi ] = Gi;

• VG1 r {u} is anti-complete to VG2 r {u} in G.

We observe that if a graph G has a cut-vertex, then G is obtained by gluing smaller graphs

(i.e. graphs that have strictly fewer vertices than G) along a vertex.

In this section, we will use the Strong Perfect Graph Theorem 1.1.2, as well as the fact

that the class of perfect graphs is closed under substitution (see 2.1.2).

In this thesis, a weighted graph is a graph G such that each vertex v ∈ VG is assigned

a positive integer called its weight and denoted by wv. The weight of a non-empty set

S ⊆ VG is the sum of weights of the vertices in S. We denote by WG the weight of a clique

of maximum weight in G. Given an induced subgraph H of G, and a vertex v ∈ VG, we

say that H covers v provided that v ∈ VH . We now prove a technical lemma, which we

then use to prove the main result of this section.

6.3.1. Let G ∈ Forb∗(bull) be a weighted graph. Then there exists a family PG of at most

WG perfect induced subgraphs of G such that for every vertex v ∈ VG, at least wv members

of PG cover v.

Proof. We assume inductively that the claim holds for graphs with fewer than |VG| vertices.

If G is the empty graph, then there is nothing to show; so assume that G is non-empty.
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By 6.2.1, we know that either G is basic, or G contains a proper homogeneous set, or G

contains a cut-vertex.

Suppose first that G is basic. Fix u ∈ VG such that wu is maximal. Let A be the

set of all neighbors of u in G, and let B be the set of all non-neighbors of u in G. Since

G is basic, and u is an anti-center for B, we know that G[B] contains no odd holes and

no odd anti-holes. Since u is anti-complete to B, it follows that G[B ∪ {u}] contains no

odd holes and no odd anti-holes, and so by the Strong Perfect Graph Theorem (1.1.2),

G[B ∪ {u}] is perfect. Let PB be the family consisting of wu copies of the perfect graph

G[B ∪{u}]. Note that by the maximality of wu, every vertex v ∈ B ∪{u} is covered by at

least wv graphs in PB. If A = ∅ (so that VG = B∪{u}), then we set PG = PB, and we are

done. So assume that A 6= ∅. Now by the induction hypothesis, there exists a family PA

of at most WG[A] perfect induced subgraphs of G[A] such that each vertex v ∈ A is covered

by at least wv graphs in PA. Since u is complete to A, we have that wu + WG[A] ≤ WG.

Since the family PB contains exactly wu graphs, it follows that the family PG = PA ∪PB

contains at most WG graphs, and by construction, every vertex v ∈ VG is covered by at

least wv graphs in PG.

Suppose now that G contains a proper homogeneous set; let S be a proper homogeneous

set in G, let A be the set of all vertices in VG that are complete to S, and let B be the

set of all vertices in VG that are anti-complete to S. Let H be the graph whose vertex-set

is {s} ∪ A ∪ B, with H[A ∪ B] = G[A ∪ B], and s complete to A and anti-complete to

B in H. We turn H into a weighted graph by letting the vertices in A ∪ B have the

same weights in H as they do in G, and setting ws = WG[S]. Clearly, WH = WG. Using

the induction hypothesis, we let PH be a family of at most WH = WG perfect induced

subgraphs of H such that every vertex v ∈ VH is covered by at least wv graphs in PH , and

we let PG[S] be the family of at most WG[S] = ws perfect inducted subgraphs of G[S] such

that every vertex v ∈ S is covered by at least wv graphs in PG[S]. We may assume that
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the vertex s is covered by exactly ws graphs in PH ; let P1, ..., Pws be the graphs in PH

covering s, and let P ′H = PH r {P1, ..., Pws}. We may assume that PG[S] contains exactly

WG[S] = ws graphs; say PG[S] = {Q1, ..., Qws}. Now, for each i ∈ {1, ..., ws}, let P ′i be the

graph obtained by substituting the graph Qi for s in Pi; by 2.1.2, the graph P ′i is perfect

for all i ∈ {1, ..., ws}. We then set PG = {P ′1, ..., P ′ws
} ∪ P ′H . By construction, PG is a

family of at most WG perfect induced subgraphs of G such that for every vertex v ∈ VG,

at least wv members of PG cover v.

Suppose finally that G contains a cut-vertex. Then there exist u ∈ VG and C1, C2 ⊆

VG r {u} such that VG = {u} ∪ C1 ∪ C2, where C1 and C2 are non-empty, disjoint, and

anti-complete to each other. For i ∈ {1, 2}, let Gi = G[Ci∪{u}]. (Note that G is obtained

by gluing G1 and G2 along u.) Using the induction hypothesis, for each i ∈ {1, 2}, we get a

family PGi of at most WGi perfect induced subgraphs of Gi such that each vertex v ∈ VGi is

covered by at least wv graphs in PGi . We may assume that for all i ∈ {1, 2}, PGi contains

exactly WGi graphs, and that ui is covered by exactly wui graphs in PGi . By symmetry,

we may assume that WG1 ≤WG2 . For each i ∈ {1, 2}, let P i1, ..., P
i
wu

be the graphs in PGi

covering u, let P iwu+1, ..., P
i
WG1

be WG1 − wu graphs in PGi that do not cover u, and let

P 2
WG1

+1, ..., P
2
WG2

be the remaining WG2−WG1 graphs in PG2 . Now, for all j ∈ {1, ..., wu},

let Pj be the graph obtained by gluing P 1
j and P 2

j along u; for all j ∈ {wu + 1, ....,WG1},

let Pj be the disjoint union of P 1
j and P 2

j ; and for all j ∈ {WG1 + 1, ...,WG2}, let Pj = P 2
j .

It is easy to see that Pj is perfect for all j ∈ {1, ...,WG2}. Now set PG = {P1, ..., PWG2
}.

Since WG = max{WG1 ,WG2} = WG2 , PG is a family of at most WG perfect induced

subgraphs of G such that for every vertex v ∈ VG, at least wv members of PG cover v.

6.3.2. The class Forb∗(bull) is χ-bounded by the function f(n) = n2.

Proof. Let G ∈ Forb∗(bull). Using 4.3, we obtain a family P of at most ω(G) perfect

induced subgraphs of G such that each vertex in VG is covered by at least one graph in

P. Clearly, we may assume that each vertex in VG is covered by exactly one graph in P.
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Since the graphs in P are perfect, each graph P ∈ P can be colored with ω(P ) ≤ ω(G)

colors; we may assume that the sets of colors used on the graphs in P are pairwise disjoint.

Now we take the union of the colorings of the graphs in P to obtain a coloring of G that

uses at most ω(G)2 colors.

6.4 Necklaces

We begin with some definitions. Let n be a non-negative integer, and let m0, ...,mn

be positive integers. Let H be a graph whose vertex-set is
⋃n
i=0{xi,0, xi,1, ..., xi,mi} ∪

{y1, ..., yn}, with adjacency as follows:

• x0,0 − ...− x0,m0 − x1,0 − ...− x1,m1 − ...− xn,0 − ...− xn,mn is a chordless path;

• {y1, ..., yn} is a stable set;

• for all i ∈ {1, ..., n}, yi has exactly two neighbors in the set
⋃n
i=0{xi,0, xi,1, ..., xi,mi},

namely xi−1,mi−1 and xi,0.

Under these circumstances, we say that H is an (m0, ...,mn)-necklace with base x0,0 and

hook xn,mn , or simply that H is an (m0, ...,mn)-necklace. If G is a subdivision of H, then

we say that G is an (m0, ...,mn)-necklace∗ with base x0,0 and hook xn,mn , or simply that

G is an (m0, ...,mn)-necklace∗. To simplify notation, given a non-negative integer n and a

positive integer m, we often write “(m)n-necklace” instead of “(m, ...,m)︸ ︷︷ ︸
n+1

-necklace,” and

“(m)n-necklace∗” instead of “(m, ...,m)︸ ︷︷ ︸
n+1

-necklace∗.” (We remark that a (1)1-necklace is

the bull, and that for all positive integers m, an (m)0-necklace with base x0 and hook xm

is a chordless m-edge path between x0 and xm.)

Our goal in this section is to prove that for all non-negative integers n and positive in-

tegers m0, ...,mn, the class Forb∗((m0, ...,mn)−necklace) is χ-bounded by an exponential

function (see 6.4.2 below). We observe that in order to prove 6.4.2, it suffices to consider
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only the (m)n-necklaces. Indeed, if m = max{m0, ...,mn}, then an (m)n-necklace is a

subdivision of an (m0, ...,mn)-necklace, and consequently, Forb∗((m0, ...,mn)−necklace) ⊆

Forb∗((m)n−necklace). Thus, it suffices to show that Forb∗((m)n−necklace) is χ-bounded

by an exponential function.

We now need some more definitions. First, in this thesis, the local chromatic number

of a non-empty graph G, denoted by χl(G), is the number maxv∈VG χ(G[ΓG(v)]). Next,

let n be a non-negative and m a positive integer. Let G be a graph whose vertex-set is

the disjoint union of non-empty sets N and X, let x0 and x be distinct vertices in N , and

assume that the adjacency in G is as follows:

• G[N ] is an (m)n-necklace∗ with base x0 and hook x;

• G[X] is connected;

• N r {x} is anti-complete to X;

• x has a neighbor in X.

Under these circumstances, we say that (G, x0, x) is an (m)n-alloy or simply an alloy. The

graph G is referred to as the base graph of the alloy (G, x0, x), and the ordered pair (N,X)

is the partition of the alloy (G, x0, x). The potential of the alloy (G, x0, x) is the chromatic

number of the graph G[X].

We now state the main technical lemma of this section.

6.4.1. Let G be a connected graph, and let x0 ∈ VG. Let n and β be non-negative integers,

and let m and α be positive integers. Assume that χl(G) ≤ α and χ(G) > 2n+1((m +

3)α + β). Then there exists an induced subgraph H of G and a vertex x ∈ VG such that

(H,x0, x) is an (m)n-alloy of potential greater than β.

Since the base graph of an (m)n-alloy contains an (m)n-necklace∗ as an induced subgraph,

6.4.1 easily implies the main result of this section (6.4.2), as we now show. (We note that
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our proof of 6.4.2 relies only on the special case of 6.4.1 when β = 0.)

6.4.2. Let n be a non-negative integer, let m0, ...,mn be positive integers, and let m =

max{m0, ...,mn}. Then the class Forb∗((m0, ...,mn)−necklace) is χ-bounded by the expo-

nential function f(k) = (2n+1(m+ 3))k−1.

Proof. Since an (m)n-necklace is a subdivision of an (m0, ...,mn)-necklace, we know that

Forb∗((m0, ...,mn)−necklace) ⊆ Forb∗((m)n−necklace), and so it suffices to show that

Forb∗((m)n−necklace) is χ-bounded by the function f . Suppose that this is not the case;

let k ∈ N be minimal with the property that there is a graph G ∈ Forb∗((m)n−necklace)

such that ω(G) = k and χ(G) > f(k). Clearly, k ≥ 2. Furthermore, we may assume that

G is connected, for otherwise, instead of G, we consider a component of G with maximum

chromatic number. Note that for all v ∈ VG, we have that ω(G[ΓG(v)]) ≤ k − 1, and

so by the minimality of k, χ(G[ΓG(v)]) ≤ f(k − 1); thus χl(G) ≤ f(k − 1). Now, set

α = f(k−1); then χl(G) ≤ α and χ(G) > 2n+1(m+ 3)α. Fix x0 ∈ VG. Then 6.4.1 implies

that there exists an induced subgraph H of G and a vertex x ∈ VG such that (H,x0, x) is

an (m)n-alloy. But then H contains an (m)n-necklace∗ as an induced subgraph, contrary

to the fact that G ∈ Forb∗((m)n−necklace).

The rest of the section is devoted to proving 6.4.1. The idea of the proof is to show

that, given a connected graph G whose chromatic number is sufficiently large relative to

its local chromatic number, it is possible to recursively “chisel” an (m)n-alloy out of the

graph G. At each recursive step, the “length” of the alloy (i.e. the number n) increases,

and the potential of the alloy decreases (but in a controlled fashion, so as to allow the

next recursive step). We begin with a technical lemma, which we will use many times in

this section.

6.4.3. Let G be a graph, let x0 ∈ VG, and let S ⊆ VGr{x0} be such that G[S] is connected

and x0 has a neighbor in S. Let k be a non-negative integer, let α be a positive integer, and

assume that χl(G) ≤ α, and that χ(G[S]) > kα. Then there exist vertices x1, ..., xk ∈ S

and a set X ⊆ S such that:
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a. x0 − x1 − ...− xk is an induced path in G;

b. G[X] is connected;

c. x1, ..., xk /∈ X;

d. xk has a neighbor in X;

e. vertices x0, ..., xk−1 are anti-complete to X;

f. χ(G[X]) ≥ χ(G[S])− kα.

Proof. Let i ∈ {0, ..., k} be maximal such that there exist vertices x1, ..., xi ∈ S and a set

X ⊆ S such that:

• x0 − x1 − ...− xi is an induced path in G;

• G[X] is connected;

• x1, ..., xi /∈ X;

• xi has a neighbor in X;

• vertices x0, ..., xi−1 are anti-complete to X;

• χ(G[X]) ≥ χ(G[S])− iα.

(The existence of such an index i follows from the fact that x0 is an induced path in G,

G[S] is connected, x0 has a neighbor in S, and χ(G[S]) ≥ χ(G[S])− 0 · α.)

We need to show that i = k. Suppose otherwise, that is, suppose that i < k. Then:

χ(G[X]) ≥ χ(G[S])− iα

> kα− iα

= (k − i)α

≥ α,
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and so χ(G[X]) > α. Since χ(G[ΓG(xi)]) ≤ α (because χl(G) ≤ α), it follows that xi

is not complete to X; let X ′ be the vertex-set of a component of G[X r ΓG(xi)] with

maximum chromatic number. Then χ(G[X]) ≤ χ(G[ΓG(xi)]) + χ(G[X ′]), and so:

χ(G[X ′]) ≥ χ(G[X])− χ(G[ΓG(xi)])

≥ (χ(G[S])− iα)− α

= χ(G[S])− (i+ 1)α

Fix a vertex xi+1 ∈ X∩ΓG(xi) such that xi+1 has a neighbor in X ′. But now the sequence

x1, ..., xi, xi+1 and the set X ′ contradict the maximality of i. It follows that i = k, which

completes the argument.

The following is an easy consequence of 6.4.3, and it will serve as the base for our recursive

construction of an (m)n-alloy.

6.4.4. Let G be a connected graph, let x0 ∈ VG, let β be a non-negative integer, and let m

and α be positive integers. Assume that χl(G) ≤ α, and that χ(G) > (m+ 1)α+ β. Then

there exists a vertex x ∈ VG r {x0} and an induced subgraph H of G such that (H,x0, x)

is an (m)0-alloy of potential greater than β.

Proof. Let S be the vertex-set of a component of Gr x0 of maximum chromatic number.

Clearly then, χ(G) ≤ χ(G[S]) + 1, and consequently, χ(G[S]) > mα + β. Since G is

connected, x0 has a neighbor in S. By 6.4.3 then, there exist vertices x1, ..., xm ∈ S and

a set X ⊆ S such that:

• x0 − x1 − ...− xm is an induced path in G;

• G[X] is connected;

• x1, ..., xm /∈ X;

• xm has a neighbor in X;

• vertices x0, ..., xm−1 are anti-complete to X;
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• χ(G[X]) ≥ χ(G[S])−mα.

The fact that χ(G[X]) ≥ χ(G[S])−mα and χ(G[S]) > mα+β implies that χ(G[X]) > β.

Now set H = G[{x0, ..., xm0} ∪ X] and x = xm. Then (H,x0, x) is an (m)0-alloy of

potential greater than β.

Our goal now is to show that, given an (m)n-alloy with large potential and small local

chromatic number of the base graph, we can “chisel” out of this (m)n-alloy an (m)n+1-alloy

of large potential. More formally, we wish to prove the following lemma.

6.4.5. Let n and β be non-negative integers, and let m and α be positive integers. Let

(G, x0, x) be an (m)n-alloy of potential greater than 2((m + 3)α + β), and let (N,X) be

the partition of the alloy (G, x0, x). Assume that χl(G) ≤ α. Then there exist disjoint

sets N ′, X ′ ⊆ VG such that N ⊆ N ′ and X ′ ⊆ X, and a vertex x′ ∈ X such that (G[N ′ ∪

X ′], x0, x
′) is an (m)n+1-alloy of potential greater than β and with partition (N ′, X ′).

We now need some definitions. Let n be a non-negative and m a positive integer, and let

(G, x0, x) be an (m)n-alloy with partition (N,X). Assume that the potential of (G, x0, x)

is greater than 2β (where β is some non-negative integer). For each i ∈ N ∪ {0}, let S′i

be the set of all vertices in {x} ∪ X that are at distance i from x in G[{x} ∪ X]; thus,

S′0 = {x}. Let t ∈ N be such that χ(G[S′t]) is as large as possible. As the sets S1, S3, S5, ...

are pairwise anti-complete to each other, as are the sets S2, S4, S6, ..., it is easy to see that

χ(G[X]) ≤ 2χ(G[S′t]), and consequently, χ(G[S′t]) > β. Now, let St be the vertex-set of a

component of G[S′t] with maximum chromatic number (thus, χ(G[St]) > β), and for each

i ∈ {0, 1, ..., t− 1}, let Si be an inclusion-wise minimal subset of S′i such that every vertex

in Si+1 has a neighbor in Si; clearly, S0 = {x}. Let H = G[N ∪
⋃t
i=1 Si]. We then say that

(H,x0, x) is a reduction of the (m)n-alloy (G, x0, x), and that {Si}ti=0 is the stratification

of (H,x0, x). Clearly, (H,x0, x) is itself an (m)n-alloy, and (N,
⋃t
i=1 Si) is the associated

partition. Further, as χ(G[St]) > β and H is an induced subgraph of G, we know that

χ(H[St]) > β. Next, given vertices a ∈ Sp and b ∈ Sq for some p, q ∈ {0, ..., t}, a path

P in H between a and b is said to be monotonic provided that it has |p− q| edges. This
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means that if p = q then a = b, and if p 6= q then all the internal vertices of the path P lie

in
⋃max{p,q}−1
r=min{p,q}+1 Sr, with each set Sr (with min{p, q}+ 1 ≤ r ≤ max{p, q}− 1) containing

exactly one vertex of the path. Clearly, every monotonic path is induced. We observe

that for all p ∈ {0, ..., t} and a ∈ Sp, there exists a monotonic path between x and a.

The idea of the proof of 6.4.5 is as follows. First, we let (H,x0, x) be a reduction of

the (m)n-alloy (G, x0, x), and we let {Si}ti=0 be the associated stratification. From now

on, we work only with the graph H (and not G). We find the needed vertex x′ in the set

St, and the set X ′ is chosen to be a suitable subset of the set St. Our proof splits into

two cases. The first (and easier) case is when at least one of the sets S1, ..., St−2 is not

stable (in this case, we necessarily have t ≥ 3); the second (and harder) case is when the

sets S1, ..., St−2 are all stable. We treat these two cases in two separate lemmas (the first

case is treated in 6.4.6, and the second case in 6.4.7).

6.4.6. Let n and β be non-negative integers, and let m and α be positive integers. Let

(G, x0, x) be an (m)n-alloy of potential greater than 2(mα + β), and let (N,X) be the

partition of the alloy (G, x0, x). Assume that χl(G) ≤ α. Let (H,x0, x) be a reduction

of the (m)n-alloy (G, x0, x), and let {Si}ti=0 be the associated stratification. Assume that

t ≥ 3 and that at least one of the sets S1, ..., St−2 is not stable. Then there exist disjoint

sets N ′, X ′ ⊆ VH such that N ⊆ N ′ and X ′ ⊆ St, and a vertex x′ ∈ St such that (H[N ′ ∪

X ′], x0, x
′) is an (m)n+1-alloy of potential greater than β and with partition (N ′, X ′).

Proof. First, as pointed out above, we know that χ(H[St]) > mα + β. Now, let r ∈

{1, ..., t−2} be minimal with the property that Sr is not stable; fix adjacent a, b ∈ Sr. Let

p ∈ {0, ..., r − 1} be maximal with the property that there exists some z ∈ Sp such that

for each d ∈ {a, b}, there exists a monotonic path Pd between z and d (such an index p

and a vertex z exist because x0 ∈ S0 and there exist monotonic paths between x0 and a

and between x0 and b). Since S0, ..., Sr−1 are all stable, this means that H[VPa ∪ VPb
] is a

chordless cycle, and by construction, (VPa ∪VPb
)∩Sp = {z} and (VPa ∪VPb

)∩Sr = {a, b}.

Next, let Q be a monotonic path between x and z. By the minimality of Sr, there exists
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some sr+1 ∈ Sr+1 that is adjacent to a and non-adjacent to b. Now, fix some st−1 ∈ St−1

such that there exists a monotonic path R between sr+1 and st−1 (the existence of st−1

follows from the fact that for all i ∈ {0, ..., t − 1} and v ∈ Si, v has a neighbor in Si+1).

Since st−1 has a neighbor in St, and since χ(H[St]) > mα, we can apply 6.4.3 to the vertex

st−1 and the set St to obtain vertices u1, ..., um ∈ St and a set X ′ ⊆ Str {u1, ..., um} such

that the following hold:

• st−1 − u1 − ...− um is an induced path in G;

• um has a neighbor in X ′;

• vertices st−1, u1, ..., um−1 are anti-complete to X ′;

• H[X ′] is connected;

• χ(H[X ′]) ≥ χ(H[St])−mα.

Set N ′ = N ∪ VQ ∪ VPa ∪ VPb
∪ VR ∪ {u1, ..., um} and x′ = um. Clearly then, (H[N ′ ∪

X ′], x0, x
′) is an (m)n+1-alloy with partition (N ′, X ′). Since χ(H[X ′]) ≥ χ(H[St]) −mα

and χ(H[St]) > mα+ β, we get that χ(H[X ′]) > β. This completes the argument.

6.4.7. Let n and β be non-negative integers, and let m and α be positive integers. Let

(G, x0, x) be an (m)n-alloy of potential greater than 2((m + 3)α + β), and let (N,X) be

the partition of the alloy (G, x0, x). Assume that χl(G) ≤ α. Let (H,x0, x) be a reduction

of the (m)n-alloy (G, x0, x), and let {Si}ti=0 be the associated stratification. Assume that

the sets S1, ..., St−2 are all stable. Then there exist disjoint sets N ′, X ′ ⊆ VH such that

N ⊆ N ′ and X ′ ⊆ St, and a vertex x′ ∈ St such that (H[N ′∪X ′], x0, x
′) is an (m)n+1-alloy

of potential greater than β and with partition (N ′, X ′).

Proof. First, since the potential of the alloy (G, x0, x) is greater than 2((m+ 3)α+β), we

know that χ(H[St]) > (m + 3)α + β. Next, fix a ∈ St−1, and set A = St ∩ ΓH(a). Note

that χ(H[St]) > 2α, and so we can apply 6.4.3 to the vertex a and the set St in H to

obtain vertices u′0, u
′
1 ∈ St and a non-empty set C ⊆ St r {u′0, u′1} such that a − u′0 − u′1
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is an induced path in H, a and u′0 are anti-complete to C (note that this implies that

C ∩A = ∅), u′1 has a neighbor in C, H[C] is connected, and

χ(H[C]) ≥ χ(H[St])− 2α

> ((m+ 3)α+ β)− 2α

= (m+ 1)α+ β.

Now, fix some b ∈ St−1 adjacent to u′1; since a is not adjacent to u′1, this means that a 6= b.

Set B = St ∩ ΓH(b); clearly, u′1 ∈ B. Since χ(H[C]) > α and χ(H[B]) ≤ α, we know that

C 6⊆ B; let U be the vertex-set of a component of H[C r B] with maximum chromatic

number. Then

χ(H[C]) ≤ χ(H[B]) + χ(H[U ])

≤ α+ χ(H[U ]),

and so χ(H[U ]) > mα+ β. Note that by construction, neither A nor B intersects U .

Let us define a path of type one in H to be an induced path u0 − ...− up (with p ≥ 1) in

H[St r U ] such that u0 ∈ A ∪ B, exactly one vertex among u1, ..., up is in A ∪ B, up has

a neighbor in U , and u0, ..., up−1 are all anti-complete to U . We define a path of type two

in H to be an induced path u0 − ...− up (with p ≥ 1) in H[St r U ] such that u0 = u′0, no

vertex among u1, ..., up lies in A ∪ B (in particular, u′1 /∈ {u1, ..., up}), up has a neighbor

in U , vertices u0, ..., up−1 are all anti-complete to U , and u′1 is complete to {u0, u1} and

anti-complete to {u2, ..., up} ∪ U .

Our goal now is to show that H contains a path of type one or two. Suppose that

there is no path of type one in H. Since H[St] is connected, and u′0 is anti-complete to U ,

there exists an induced path u0− ...− up (with p ≥ 1) in H[StrU ] such that u0 = u′0, up

has a neighbor in U , and vertices u0, ..., up−1 are anti-complete to U . Note that u0 ∈ A

(because u0 = u′0 and u′0 ∈ A). Clearly then, u1, ..., up /∈ A∪B, for otherwise, at least two

vertices among u0, u1, ..., up would lie in A∪B, and then up′ − up′+1 − ...− up would be a
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path of type one in H for p′ ∈ {0, ..., p−1} chosen maximal with the property that at least

two vertices among up′ , up′+1, ..., up lie in A ∪ B. Since u0 = u′0 and u1, ..., up /∈ A ∪ B,

we know that u′1 /∈ {u0, ..., up}. Next, note that u′1 is anti-complete to U , for otherwise,

u′0− u′1 would be a path of type one in H. Further, u′1 is anti-complete to {u2, ..., up}, for

otherwise, we let p′ ∈ {2, ..., p} be maximal with the property that u′1 is adjacent to up′ ,

and we observe that u′0 − u′1 − up′ − up′+1 − ... − up is a path of type one in H. Finally,

u′1 is adjacent to u1, for otherwise, u′1 − u0 − u1 − ...− up would be a path of type one in

H. Thus, u0 − ...− up is a path of type two in H. This proves that H contains a path of

type one or two.

Let u0 − ...− up (with p ≥ 1) be a path of type one or two in H. Recall that χ(H[U ]) >

mα + β. We now apply 6.4.3 to the vertex up and the set U in H to obtain vertices

up+1, ..., up+m ∈ U and a set X ′ ⊆ U r {up+1, ..., up+m} such that the following hold:

• up − up+1 − ...− up+m is an induced path in H;

• up+m has a neighbor in X ′;

• vertices up, ..., up+m−1 are anti-complete to X ′;

• H[X ′] is connected;

• χ(H[X ′]) ≥ χ(H[U ])−mα;

note that the last condition, together with the fact that χ(H[U ]) > mα+ β, implies that

χ(H[X ′]) > β. Set x′ = up+m. Our goal is to construct a set N ′ with N ⊆ N ′ such that

(H[N ′ ∪X ′], x0, x
′) is an (m)n+1-alloy with partition (N ′, X ′). Since χ(H[X ′]) > β, the

potential of any such alloy is greater than β, as desired.

First, if u0 − ... − up is a path of type two in H, then we let P be a monotonic path

between a and x, we set N ′ = N ∪ VP ∪ {u0, ..., up+m} ∪ {u′1}, and we are done. From

now on, we assume that u0 − ... − up is a path of type one in H. Fix l ∈ {1, ..., p}
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such that ul ∈ A ∪ B; then by the definition of a path of type one in H, we get that

u0, ul ∈ A ∪ B, and no other vertex on the path u0 − ... − up lies in A ∪ B. If some

vertex d ∈ {a, b} is complete to {u0, ul}, then we let P be a monotonic path between x

and d, we set N ′ = N ∪ VP ∪ {u0, ..., up+m}, and we are done. From now on, we assume

that neither a nor b is complete to {u0, ul}. Then one of a and b is adjacent to u0 and

non-adjacent to ul, and the other is adjacent to ul and non-adjacent to u0. Now, fix

maximal q ∈ {0, ..., t − 2} such that there exists a vertex z ∈ Sq with the property that

for each d ∈ {a, b}, there exists a monotonic path Pd between z and d. Since S0, ..., St−2

are all stable, we get that if a and b are adjacent then H[VPa ∪ VPb
] is a chordless cycle,

and if a and b are non-adjacent then H[VPa ∪ VPb
] is an induced path between a and

b; in either case, we have that (VPa ∪ VPb
) ∩ St−1 = {a, b} and (VPa ∪ VPb

) ∩ Sq = {z}.

Let Q be a monotonic path between z and x. Now, if a and b are adjacent, then we set

N ′ = N ∪ VQ ∪ VPa ∪ VPb
∪ {ul, ul+1, ..., up+m}; and if a and b are non-adjacent, then we

set N ′ = VQ ∪ VPa ∪ VPb
∪ {u0, ..., up+m}. This completes the argument.

We can now prove 6.4.5, restated below.

6.4.5. Let n and β be non-negative integers, and let m and α be positive integers. Let

(G, x0, x) be an (m)n-alloy of potential greater than 2((m + 3)α + β), and let (N,X) be

the partition of the alloy (G, x0, x). Assume that χl(G) ≤ α. Then there exist disjoint

sets N ′, X ′ ⊆ VG such that N ⊆ N ′ and X ′ ⊆ X, and a vertex x′ ∈ X such that (G[N ′ ∪

X ′], x0, x
′) is an (m)n+1-alloy of potential greater than β and with partition (N ′, X ′).

Proof. Let (H,x0, x) be a reduction of the (m)n-alloy (G, x0, x), and let {Si}ti=0 be the

associated stratification. If t ≥ 3 and at least one of the sets S1, ..., St−2 is not stable, then

the result follows from 6.4.6. Otherwise, the result follows from 6.4.7.

Finally, we use 6.4.4 and 6.4.5 to prove 6.4.1, restated below.

6.4.1. Let G be a connected graph, and let x0 ∈ VG. Let n and β be non-negative integers,

and let m and α be positive integers. Assume that χl(G) ≤ α and χ(G) > 2n+1((m +



Chapter 6. Excluding Induced Subdivisions of the Bull and Related Graphs 175

3)α + β). Then there exists an induced subgraph H of G and a vertex x ∈ VG such that

(H,x0, x) is an (m)n-alloy of potential greater than β.

Proof. For all j ∈ {0, ..., n}, set βj = β + (Σn−j
i=1 2i)((m + 3)α + β). Our goal is to prove

inductively that for all j ∈ {0, ..., n}, there exist disjoint sets Nj , Xj ⊆ VG and a vertex

xj ∈ VG such that (G[Nj ∪Xj ], x0, x
j) is an (m)j-alloy of potential greater than βj . Since

βn = β, the result will follow.

For the base case (when j = 0), we observe that

χ(G) > 2n+1((m+ 3)α+ β)

> (Σn
i=02i)((m+ 3)α+ β)

= (m+ 3)α+ β + (Σn
i=12i)((m+ 3)α+ β)

= (m+ 3)α+ β0

> (m+ 1)α+ β0,

and so 6.4.4 implies that there exist sets N0, X0 ⊆ VG and a vertex x0 ∈ VG such that

(G[N0 ∪X0], x0, x
0) is an (m)0-alloy of potential greater than β0.

For the induction step, suppose that j ∈ {0, ..., n − 1} and that there exist disjoint sets

Nj , Xj ⊆ VG and a vertex xj ∈ VG such that (G[Nj ∪ Xj ], x0, x
j) is an (m)j-alloy of

potential greater than βj . Since

βj = β + (Σn−j
i=1 2i)((m+ 3)α+ β)

≥ (Σn−j
i=1 2i)((m+ 3)α+ β)

= 2((m+ 3)α+ β + (Σ
n−(j+1)
i=1 2i)((m+ 3)α+ β))

= 2((m+ 3)α+ βj+1),

6.4.5 implies that there exist sets Nj+1, Xj+1 ⊆ VG and a vertex xj+1 such that (G[Nj+1∪

Xj+1], x0, x
j+1) is an (m)j+1-alloy of potential greater than βj+1. This completes the
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induction.
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Chapter 7

Substitution and χ-Boundedness

Recall from section 2.1 that a class G of graphs is said to be χ-bounded provided that there

exists a function f : N0 → R such that for all graphs G ∈ G, and all induced subgraphs H

of G, χ(H) ≤ f(ω(H)). Under these circumstances, we say that the class G is χ-bounded

by the function f , and that f is a χ-bounding function for G. Note that if f is a χ-bounding

function for G, then so is the function g : N0 → R given by n 7→ bmax{f(0), ..., f(n)}c.

Thus, we may assume that every χ-bounding function is non-decreasing, and (when con-

venient) that it is integer-valued. We also remark that if G is a hereditary class (i.e. a

class closed under isomorphism and induced subgraphs), then G is χ-bounded if and only

if there exists a function f : N0 → R such that for all G ∈ G, χ(G) ≤ f(ω(G)).

In this chapter, we consider several operations (namely, “substitution,” “gluing along

a clique,” and “gluing along a bounded number of vertices”), and we show that the clo-

sure of a χ-bounded class under any one of them (as well as under certain combinations

of those operations) is again χ-bounded. We begin with the precise definitions of these

three operations.

The usual definitions of substitution was given in section 2.1, however, we will also need

a slightly different definition, to which we now turn. Given a non-empty graph G0 with
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vertex-set VG = {v1, ..., vt} and non-empty graphs G1, ..., Gt with pairwise disjoint vertex-

sets, we say that a graph G is obtained by substituting G1, ..., Gt for v1, ..., vt in G0 provided

that the following hold:

• VG =
⋃t
i=1 VGi ;

• for all i ∈ {1, ..., t}, G[VGi ] = Gi;

• for all distinct i, j ∈ {1, ..., t}, if vi is adjacent (respectively: non-adjacent) to vj in

G0, then VGi is complete (respectively: anti-complete) to VGj in G.

Unless specified otherwise, “substitution” means substitution of one graph for a vertex of

another graph, i.e. the kind of substitution that we defined in section 2.1. However, it is

easy to see that for hereditary classes, the two kinds of substitution that we have defined

are equivalent in the following sense: a hereditary class G is closed under one kind of sub-

stitution if and only if it is closed under the other kind of substitution. (This follows from

the fact that every hereditary class G that contains even one non-empty graph contains

all single-vertex graphs, and these may be substituted for some vertices of a graph in the

kind of substitution that we just defined. This, however, is not the case for general classes

of graphs.) We observe that substitution preserves hereditariness in the following sense:

the closure of a hereditary class under substitution is again hereditary.

Next, we define a certain “gluing operation” as follows. Let G1 and G2 be non-empty

graphs with inclusion-wise incomparable vertex-sets, and let C = VG1 ∩VG2 . Assume that

C is a proper (possibly empty) subset of both VG1 and VG2 , and that G1[C] = G2[C]. Let

G be a graph such that VG = VG1 ∪ VG2 , with adjacency as follows:

• G[VG1 ] = G1;

• G[VG2 ] = G2;

• VG1 r C is anti-complete to VG2 r C in G.
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We then say that G is obtained by gluing G1 and G2 along C. Under these circumstances,

we also say that G is obtained by gluing G1 and G2 along |C| vertices. If C is, in addition,

a (possibly empty) clique in both G1 and G2, then we say that G is obtained from G1 and

G2 by gluing along a clique. We observe that gluing two graphs with disjoint vertex-sets

along the empty set (equivalently: along the empty clique) simply amounts to taking the

disjoint union of the two graphs; thus, if a hereditary class G is closed under gluing along

a clique, then G is also closed under taking disjoint unions.

Given a positive integer k and a class G of graphs, we say that G is closed under gluing

along at most k vertices provided that for all non-empty graphs G1, G2 ∈ G with inclusion-

wise incomparable vertex-sets, if G1[VG1 ∩VG2 ] = G2[VG1 ∩VG2 ] and |VG1 ∩VG2 | ≤ k, then

the graph obtained by gluing G1 and G2 along VG1 ∩ VG2 is a member of G.

We observe that (like substitution) the operation of gluing along a clique preserves hered-

itariness, as does the operation of gluing along a bounded number of vertices.

The chapter is organized as follows. In section 7.1, we show that the closure of a χ-

bounded class under substitution is again χ-bounded (see 7.1.2), and we also examine

the effects of substitution on χ-bounding functions. In particular, we show the following:

if a class G is χ-bounded by a polynomial function P , then there exists a polynomial

function Q such that the closure of G under substitution is χ-bounded by Q (see 7.1.3).

Interestingly, the degree of Q cannot be bounded by any function of the degree of P (see

7.1.4). Further, we prove that if a class G is χ-bounded by an exponential function, then

the closure of G under substitution is also χ-bounded by some exponential function (see

7.1.6).

In section 7.2, we turn to the two gluing operations. It is easy to show that the clo-

sure of a χ-bounded class under gluing along a clique is χ-bounded (see 7.2.1). Next, we
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show that the closure of a χ-bounded class under gluing along at most k vertices (where

k is a fixed positive integer) is χ-bounded (see 7.2.2). We note that this answers an open

question from [25]. In [25], Cicalese and Milanič ask whether for some fixed k, the class

of graphs of separability at most k is χ-bounded, where a graph has separability at most

k if every two non-adjacent vertices are separated by a set of at most k other vertices.

Since graphs of separability at most k form a subclass of the closure of the class of all

complete graphs under gluing along at most k vertices, 7.2.2 implies that graphs of sep-

arability at most k are χ-bounded by the linear function f(x) = x + 2k2 − 1. We also

note that the fact that the closure of a χ-bounded class under gluing along at most k

vertices is again χ-bounded also follows from an earlier (and more general) result due to

a group of authors [1]. However, the proof presented in this thesis is significantly different

from the one given in [1], and furthermore, the χ-bounding function that we obtained is

better than the one that can be derived using the result from [1] (see section 7.2 for a

more detailed explanation). In section 7.2, we also show that the closure of a χ-bounded

class under both of our gluing operations (gluing along a clique and gluing along at most

k vertices) together is χ-bounded (see 7.2.6). At the end of the section, we prove that

that the closure of a χ-bounded class under substitution and gluing along a clique together

is χ-bounded (see 7.2.7, as well as 7.2.11 for a strengthening of 7.2.7 in some special cases).

Finally, in section 7.3, we state some open questions related to χ-boundedness.

7.1 Substitution

Given a class G of graphs, we denote by G+ the closure of G under taking disjoint unions,

and we denote by G∗ the closure of G under taking disjoint unions and substitution. In this

section, we show that if G is a χ-bounded class, then the class G∗ is also χ-bounded (see

7.1.2). We then improve on this result in a number of special cases: when the χ-bounding

function for G is polynomial (see 7.1.3), when it is supermultiplicative (see 7.1.5), and
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when it is exponential (see 7.1.6).

7.1.1 Substitution Depth and χ-Boundedness

Let G be a hereditary class. We note that if G contains even one non-empty graph, then G+

contains all the edgeless graphs; we also note that if G is χ-bounded by a non-decreasing

function f , then G+ is also χ-bounded by f . We observe that every graph G ∈ G∗ r G+

can be obtained from a graph G0 ∈ G+ with vertex-set VG0 = {v1, ..., vt} (where 2 ≤

t ≤ |VG| − 1) and non-empty graphs G1, ..., Gt ∈ G∗ with pairwise disjoint vertex-sets by

substituting G1, ..., Gt for v1, ..., vt in G0. We now define the substitution depth of the

graphs G ∈ G∗ with respect to G, denoted by dG(G), as follows. If G is the empty graph,

then set dG(G) = −1. For all non-empty graphs G ∈ G+, set dG(G) = 0. Next, let

G ∈ G∗ r G+, and assume that dG(G′) has been defined for every graph G′ ∈ G∗ r G+

with at most |VG| − 1 vertices. Then we define dG(G) to be the smallest non-negative

integer r such that there exist non-empty graphs G1, ..., Gt ∈ G∗ (where 2 ≤ t ≤ |VG| − 1)

with pairwise disjoint vertex-sets, and a graph G0 ∈ G+ with vertex-set VG0 = {v1, ..., vt},

where v1, ..., vs (for some s ∈ {0, ..., t}) are isolated vertices in G0 and each of vs+1, ..., vt

has a neighbor in G0, such that G is obtained by substituting G1, ..., Gt for v1, ..., vt in

G0, and

r = max({dG(G1), ..., dG(Gs)} ∪ {dG(Gs+1) + 1, ..., dG(Gt) + 1}).

We observe that the fact that G is hereditary implies that dG(H) ≤ dG(G) for all graphs

G ∈ G∗, and all induced subgraphs H of G. We now prove a technical lemma.

7.1.1. Let G be a hereditary class, χ-bounded by a non-decreasing function f : N0 → R.

Then for all G ∈ G∗, we have that ω(G) ≥ dG(G) + 1 and χ(G) ≤ f(ω(G))dG(G)+1.

Proof. We proceed by induction on the number of vertices. Fix G ∈ G∗, and assume

that the claim holds for graphs in G∗ that have fewer vertices than G. If G ∈ G+,

then the result is immediate, so assume that G /∈ G+. Fix G0 ∈ G+ with vertex-set

VG0 = {v1, ..., vt} (with 2 ≤ t ≤ |VG| − 1), where v1, ..., vs (with s ∈ {0, ..., t}) are iso-
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lated vertices in G0 and each of vs+1, ..., vt has a neighbor in G0, and non-empty graphs

G1, ..., Gt ∈ G∗ such that G is obtained by substituting G1, ..., Gt for v1, ..., vt in G0, and

dG(G) = max({dG(G1), ..., dG(Gs)} ∪ {dG(Gs+1) + 1, ..., dG(Gt) + 1}).

We first show that ω(G) ≥ dG(G) + 1. We need to show that ω(G) ≥ dG(Gi) + 1 for

all i ∈ {1, ..., s}, and that ω(G) ≥ dG(Gi) + 2 for all i ∈ {s + 1, ..., t}. By the induction

hypothesis, we have that ω(Gi) ≥ dG(Gi) +1 for all i ∈ {1, ..., t}, and so it suffices to show

that ω(G) ≥ ω(Gi) for all i ∈ {1, ..., s}, and that ω(G) ≥ ω(Gi) + 1 for all i ∈ {s+ 1, ..., t}.

The former follows from the fact that Gi is an induced subgraph of G for all i ∈ {1, ..., s}.

For the latter, fix i ∈ {s+ 1, ..., t}, and let K be a clique of size ω(Gi) in Gi. Let vj be a

neighbor of vi in G0. Now fix k ∈ VGj , and note that K ∪ {k} is a clique of size ω(Gi) + 1

in G.

It remains to show that χ(G) ≤ f(ω(G))dG(G)+1. Since χ(H) is non-negative integer

for every graph H, we know that the class G is χ-bounded by the function given by

n 7→ max{bf(n)c, 0}; thus, we may assume without loss of generality that f(n) is a

non-negative integer for all n ∈ N0. Note that VGi is anti-complete to VG r VGi for all

i ∈ {1, ..., s}. Thus, it suffices to show that χ(Gi) ≤ f(ω(G))dG(G)+1 for all i ∈ {1, ..., s},

and that χ(G[
⋃t
i=s+1 VGi ]) ≤ f(ω(G))dG(G)+1. The former is immediate from the in-

duction hypothesis. For the latter, we use the induction hypothesis to assign a proper

coloring bi : VGi → {1, ..., f(ω(G))dG(G)} to Gi for each i ∈ {s + 1, ..., t}. Next, we

use the fact that G0 ∈ G+ and that G (and therefore G+ as well) is χ-bounded by f

in order to assign a proper coloring b0 : VG0 → {1, ..., f(ω(G))} to G0. Now define

b : VG[
⋃t

i=s+1 VGi
] → {1, ..., f(ω(G))}×{1, ..., f(ω(G))dG(G)} by setting b(v) = (b0(vi), bi(v))

for all i ∈ {s + 1, ..., t} and v ∈ VGi . This is clearly a proper coloring of G[
⋃t
i=s+1 VGi ]

that uses at most f(ω(G))dG(G)+1 colors.

As an immediate corollary, we have the following.
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7.1.2. Let G be a class of graphs, χ-bounded by a non-decreasing function f : N0 → R.

Then the class G∗ is χ-bounded by the function g(k) = f(k)k.

Proof. We may assume that G is hereditary, because otherwise, instead of considering G,

we consider the closure G̃ of G under isomorphism and taking induced subgraphs. (We may

do this because G̃ is readily seen to be hereditary and χ-bounded by f , and furthermore,

G∗ ⊆ G̃∗, and so if G̃∗ is χ-bounded by g, then so is G∗.)

We may assume that f(0) ≥ 0 and that f(k) ≥ 1 for all k ∈ N, for otherwise, G contains

no non-empty graphs, and the result is immediate. Next, if H is the empty graph, then

χ(H) = 0 ≤ 1 = f(ω(H))ω(H). Finally, suppose that G ∈ G∗ is a non-empty graph. Now,

by 7.1.1, we have that χ(G) ≤ f(ω(G))dG(G)+1 and dG(G) + 1 ≤ ω(G); since f(ω(G)) ≥ 1,

it follows that χ(G) ≤ f(ω(G))ω(G).

7.1.2 Polynomial χ-Bounding Functions

We now turn to the special case when a hereditary class G is χ-bounded by a polynomial

function.

7.1.3. Let G be a χ-bounded class. If G has a polynomial χ-bounding function, then so

does G∗.

Proof. We may assume that G is hereditary (otherwise, instead of G, we consider the clo-

sure of G under isomorphism and taking induced subgraphs). Further, we may assume

that G is χ-bounded by the function f(x) = xA for some A ∈ N. Set g(x) = x3A+11, and

set B = 2A+ 11, so that g(x) = xA+B. Our goal is to show that G∗ is χ-bounded by the

function g. Fix a graph G ∈ G∗, set dG(G) = t, and assume inductively that for every

graph G′ ∈ G∗ with dG(G′) < t, we have that χ(G′) ≤ g(ω(G′)). Set ω = ω(G). We need

to show that χ(G) ≤ g(ω). If G is the empty graph, then the result is immediate; so we

may assume that G is a non-empty graph.
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By 7.1.1, if t ≤ 2, then χ(G) ≤ f(ω(G))3 ≤ g(ω(G)), and we are done. So from now

on, we assume that t ≥ 3. 7.1.1 then implies that ω ≥ 4. Next, since dG(H) ≤ dG(G) for

every induced subgraph H of G, we may assume that G is connected (for otherwise, we

deal with the components of G separately). Thus, there exists a connected graph F ∈ G

with vertex-set VF = {v1, ..., vn} (with n ≥ 2), and non-empty graphs B1, ..., Bn ∈ G∗,

with dG(Bi) < t for all i ∈ {1, ..., n}, such that G is obtained by substituting B1, ..., Bn for

v1, ..., vn in F . For all i ∈ {1, ..., n}, set ωi = ω(Bi). Note that by the induction hypoth-

esis, we have that χ(Bi) ≤ g(ωi) for all i ∈ {1, ..., n}. We observe that if vi, vj ∈ VF are

adjacent, then ωi+ωj ≤ ω; since F contains no isolated vertices, it follows that ωi ≤ ω−1

for all i ∈ {1, ..., n}.

Fix α ∈ [5
4 ,

3
2 ] such that αm = ω

2 for some m ∈ N; such an α exists because {α̂k |

k ∈ N, α̂ ∈ [5
4 ,

3
2 ]} = [5

4 ,
3
2 ] ∪ [25

16 ,+∞) and ω
2 ≥ 2. We now define:

V0 = {vi | ωi > ω
2 },

Vj = {vi | ωi ∈ ( ω
2αj ,

ω
2αj−1 ]}, 1 ≤ j ≤ m,

Vm+1 = {vi | ωi = 1},

so that the sets V0, V1, ..., Vm+1 are pairwise disjoint with VF =
⋃m+1
j=0 Vj . For each

j ∈ {0, ...,m + 1}, set Fj = F [Vj ], and let Gj be the corresponding induced subgraph

of G (formally: Gj = G[
⋃
vi∈Vj VBi ]).

Note that if C is a clique in F , then

ω ≥ Σvi∈C ωi. (7.1)

In particular, V0 is a stable set. Further, for all j ∈ {1, ...,m}, if vi ∈ Vj then ωi ≥ ω
2αj ;

by (7.1), this implies that ω ≥ ω(Fj) · ω
2αj , and so ω(Fj) ≤ 2αj . But now for each
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j ∈ {1, ...,m}, we have:

χ(Gj) ≤ χ(Fj) ·maxvi∈Vj χ(Bi)

≤ χ(Fj) ·maxvi∈Vj g(ωi)

≤ f(2αj)g( ω
2αj−1 ).

(7.2)

We also have that:

χ(Gm+1) = χ(Fm+1) ≤ f(ω). (7.3)

We now color G as follows:

• we first color each subgraph Gj , j ∈ {1, ...,m + 1}, with a separate set of colors

(using in each case only χ(Gj) colors);

• we then color the subgraphs Bi with vi ∈ V0 one at a time, introducing at each step

as few new colors as possible.

We need to show that this coloring of G uses at most g(ω) colors.

From (7.2) and (7.3), we get that coloring the graphs G1, ..., Gm+1 together takes at
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most the following number of colors:

Σm+1
j=1 χ(Gj) ≤ f(ω) + Σm

j=1f(2αj)g( ω
2αj−1 )

= ωA + Σm
j=1(2αj)A( ω

2αj−1 )3A+11

= ωA + (αω)AΣm
j=1( ω

2αj−1 )B

= ωA+B(ω−B + αA

2B
Σm−1
j=0 (α−B)j)

≤ ωA+B(ω−B + αA

2B
1

1−α−B )

= g(ω)(ω−B + αA

2B
1

1−α−B )

≤ g(ω)( 1
2B

+
( 3
2

)A

2B
1

1−( 5
4

)−B )

≤ g(ω)( 1
2B

+
( 3
2

)A

2B
1

1− 4
5

)

= g(ω) · 1+5( 3
2

)A

2B

≤ g(ω) · 6( 3
2

)A

22A+11

≤ g(ω).

(7.4)

Now consider the graphs Bi with vi ∈ V0. These are pairwise anti-complete to each other

(as V0 is stable). Fix vi ∈ V0. It suffices to show that our coloring of G used no more

than g(ω) colors on Bi and all the vertices with a neighbor in Bi. Note that if a vertex

vj is adjacent to vi in F , then VBj is complete to VBi in G, and so ωi + ωj ≤ ω; thus, all

neighbors of vi lie in

Vm+1 ∪ {Vj | 1 ≤ j ≤ m,
ω

2αj
< ω − ωi}.

Let si = min{s ∈ N | ω
2αs < ω − ωi}; si is well-defined because ωi < ω. Then using (7.2)

and (7.3), we get that the number of colors already used in subgraphs Gj that are not
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anti-complete to Bi is at most:

χ(Gm+1) + Σm
j=si

χ(Gj) ≤ f(ω) + Σm
j=si

f(2αj)g( ω
2αj−1 )

= f(ω) + Σm
j=si

(2αj)A( ω
2αj−1 )3A+11

= f(ω) + (αω)AΣm
j=si

( ω
2αj−1 )B

= f(ω) + f(αω)Σm−si
j=0 ( ω

2αsi+j−1 )B

= f(ω) + f(αω)Σm−si
j=0 ( α

αj · ω
2αsi )B

≤ f(ω) + f(αω)Σm−si
j=0 (α(ω−ωi)

αj )B.

(7.5)

Set p = 1 − ωi
ω ; note that we then have that p ∈ [ 1

ω ,
1
2), as ω

2 < ωi ≤ ω − 1. Now, we use

at most g(ωi) = g((1 − p)ω) colors on Bi, which together with (7.5) implies that we use

at most

P = f(ω) + f(αω)Σm−si
j=0 (

αpω

αj
)B + g((1− p)ω) (7.6)

colors on Bi and all the Gj that are not anti-complete to Bi together; our goal is to show

that P ≤ g(ω). Note the following:

P = f(ω) + f(αω)Σm−si
j=0 (αpω

αj )B + g((1− p)ω)

= ωA + αAωAΣm−si
j=0

αBpBωB

αjB + (1− p)A+BωA+B

= ωA+B(ω−B + αA+BpBΣm−si
j=0

1
(αB)j

+ (1− p)A+B)

≤ ωA+B(ω−B + αA+BpBΣ∞j=0
1

(αB)j
+ (1− p)A+B)

= g(ω)(ω−B + αA+BpB

1−α−B + (1− p)A+B)

≤ g(ω)(2α
A+BpB

1−α−B + (1− p)A+B).

(In the last step, we used the fact that αA+B

1−α−B ≥ 1 and p ≥ 1
ω .) Thus, in order to show
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that P ≤ g(ω), it suffices to show that 2α
A+BpB

1−α−B + (1 − p)A+B ≤ 1. First, using the fact

that 5
4 ≤ α ≤

3
2 and 0 ≤ p ≤ 1

2 (and consequently, αp ≤ 3
4), we get that:

2α
A+BpB

1−α−B = 2αA (αp)B

1−α−B

≤ 2(3
2)A

( 3
4

)B

1− 4
5

= 10(3
2)A(3

4)2A+11

= 10(27
32)A(3

4)11

≤ 10 · (3
4)11

≤ 1
2 .

On the other hand, we have that (1− p)A+B ≤ e−p(A+B), and so if p ≥ 1
A+B , then

2α
A+BpB

1−α−B + (1− p)A+B ≤ 1
2 + 1

e < 1,

and we are done. So assume that p < 1
A+B . Note first that:

2αA+B

1−α−B ≤ 2( 3
2

)A+B

1− 4
5

= 10(3
2)3A+11

= 10(3
2)11(27

8 )A

≤ 411 · 4A

≤ 4B.

Now, since p < 1
A+B , we have that 4p ≤ 1 and p(A + B) ≤ 1, and consequently, that
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(4p)B ≤ 4p and (p(A+B))2 ≤ p(A+B). But now we have the following:

2α
A+BpB

1−α−B + (1− p)A+B ≤ 4BpB + e−p(A+B)

≤ (4p)B + (1− p(A+B) + (p(A+B))2

2 )

≤ 4p+ (1− p(A+B) + p(A+B)
2 )

= 1− (A+B−8
2 )p

= 1− 3A+3
2 p

< 1.

This completes the argument.

It is natural to ask whether 7.1.3 could be improved by bounding the degree of g in terms

of the degree of f . However, the lemma that follows (7.1.4) shows that this is not possible.

We first need a definition. A fractional coloring of a graph G is a family (Si, λi)i∈I such

that for each i ∈ I, Si is a stable set in G and λi is a non-negative scalar, and for each

vertex v ∈ VG, we have that ΣSi3vλi ≥ 1. The fractional chromatic number of a graph G is

the smallest number r with the property that there exists a fractional coloring (Si, λi)i∈I

with r = Σi∈Iλi; we denote the fractional chromatic number of a graph G by χf (G).

The proof of 7.1.4 uses the fact that there exist triangle-free graphs of arbitrarily large

fractional chromatic number; this follows immediately from the fact that the Ramsey

number R(3, t) satisfies R(3,t)
t →∞, which follows from standard probabilistic arguments

(in fact, R(3, t) has order of magnitude t2

log t , as shown in [46]).

7.1.4. For every d ∈ N, there is a hereditary class G, χ-bounded by a linear χ-bounding

function, such that every polynomial χ-bounding function of G∗ has degree greater than d.

Proof. Fix d ∈ N. Let F be a graph with ω(F ) = 2 and χf (F ) > 2d. Let G be the

class that consists of all the isomorphic copies of F and its induced subgraphs, as well as

all the complete graphs. Then G is a hereditary class, χ-bounded by the linear function

f(x) = x+ χ(F ). Suppose that G∗ is χ-bounded by a polynomial function g of degree at

most d; we may assume that g(x) = Mxd for some M ∈ N.
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Define a sequence F1, F2, ... as follows. Set F1 = F , and for each i ∈ N, let Fi+1 be

the graph with vertex-set VF × VFi in which vertices (u1, v1), (u2, v2) ∈ VFi+1 are adjacent

if and only if either u1 and u2 are adjacent in F , or u1 = u2 and v1 and v2 are adjacent in

VFi ; note that this means that Fi+1 is obtained by substituting a copy F vi of Fi for every

vertex v of F , and so Fi ∈ G∗ for all i ∈ N. For each i ∈ N, let Si be the set of all stable

sets in Fi, and set S = S1.

First, we note that it follows by an easy induction that ω(Fi) = ω(F )i = 2i for all

i ∈ N. Next, we argue inductively that χf (Fi) = χf (F )i for all i ∈ N. For i = 1, this is

immediate. Now assume that χf (Fi) = χf (F )i; we claim that χf (Fi+1) = χf (F )i+1.

We begin by showing that χf (Fi+1) ≥ χf (F )i+1. Let (S, λS)S∈Si+1 be a fractional coloring

of Fi+1 (where each stable set S is taken with weight λS ≥ 0) with ΣS∈Si+1λS = χf (Fi+1).

For each X ⊆ VFi+1 , set X̂ = {u ∈ VF | (u, v) ∈ X for some v ∈ VFi}. Clearly, for all

S ∈ Si+1, we have that Ŝ ∈ S. For all S′ ∈ S, let [S′]i+1 = {S ∈ Si+1 | Ŝ = S′}; note that

the set Si+1 is the disjoint union of the sets [S′]i+1 with S′ ∈ S. For each S′ ∈ S, set

λS′ =
ΣS∈[S′]i+1

λS

χf (Fi)
.

Now, given u ∈ VF , set S[u] = {S ∈ S | u ∈ S} and Si+1[u] = {S ∈ Si+1 | u ∈ Ŝ}, and
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note that for all u ∈ VF , we have the following:

ΣS′∈S[u]λS′ = ΣS′∈S[u]

ΣS∈[S′]i+1
λS

χf (Fi)

= 1
χf (Fi)

ΣS∈Si+1[u]λS

≥ χf (Fi)
χf (Fi)

= 1.

Thus, (S′, λS′)S∈S is a fractional coloring of F , and so ΣS′∈SλS′ ≥ χf (F ). But now we

have that:

χf (F ) ≤ ΣS′∈SλS′

= ΣS′∈S
ΣS∈[S′]i+1

λS

χf (Fi)

=
ΣS∈Si+1

λS

χf (Fi)

=
χf (Fi+1)
χf (Fi)

,

and so χf (Fi+1) ≥ χf (F )χf (Fi) = χf (F )i+1.

It remains to construct a fractional coloring of Fi+1 in which the sum of weights is equal to

χf (F )i+1, the lower bound for χf (Fi+1) that we just obtained. First, let (S, λS)S∈S be a

fractional coloring of F with ΣS∈SλS = χf (F ), and let (S, λS)S∈Si be a fractional coloring

of Fi with ΣS∈SiλS = χf (Fi). Next, for all S ∈ Si+1, if there exist some S′ ∈ S and S′′ ∈ Si

such that S = S′ × S′′ then we set λS = λS′λS′′ , and otherwise we set λS = 0. But now

(S, λS)S∈Si+1 is a fractional coloring of Fi+1 with ΣS∈Si+1λS = χf (F )χf (Fi) = χf (F )i+1.

This completes the induction.
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Finally, from χf (Fi) ≤ g(ω(Fi)), we get that χf (F )i ≤ M · 2id for all i ∈ N. But this

implies that χf (F ) ≤ M1/i · 2d for all i ∈ N, which is impossible since χf (F ) > 2d and

limi→∞M
1/i = 1.

7.1.3 Faster Growing χ-Bounding Functions

A function f : N0 → R is said to be supermultiplicative provided that f(m)f(n) ≤ f(mn)

for all m,n ∈ N. Our next theorem (7.1.5) improves on 7.1.2 in the case when the χ-

bounding function of a χ-bounded class G is supermultiplicative.

7.1.5. Let G a class of graphs, χ-bounded by a supermultiplicative non-decreasing function

f : N0 → R. Then G∗ is χ-bounded by the function g : N0 → R given by g(0) = 0 and

g(x) = f(x)xlog2 x for all x ∈ N.

Proof. We may assume that G is hereditary (otherwise, instead of G, we consider the

closure of G under isomorphism and induced subgraphs). Let G ∈ G∗, set dG(G) = t,

and assume inductively that χ(G′) ≤ g(ω(G′)) for all graphs G′ ∈ G∗ with dG(G′) < t;

we need to show that χ(G) ≤ g(ω(G)). If t = −1, then G is the empty graph, and the

result is immediate. If t = 0, then G is a non-empty graph in G+, and the result follows

from the fact that G+ is χ-bounded by f and that f(n) ≤ g(n) for all n ∈ N. So assume

that t ≥ 1. By 7.1.1, this means that ω(G) ≥ 2. We may assume that G is connected,

so that there exists a connected graph F ∈ G+ with vertex-set VF = {v1, ..., vn} (where

2 ≤ n ≤ |VG|−1), and non-empty graphs B1, ..., Bn ∈ G∗ with pairwise disjoint vertex-sets,

and each with substitution depth at most t − 1, such that G is obtained by substituting

B1, .., Bn for v1, ..., vn in F . Note that by the induction hypothesis, χ(Bi) ≤ g(ω(Bi)) for

all i ∈ {1, ..., n}.

Set ω = ω(G), and for all i ∈ {1, ..., n}, set ωi = ω(Bi). Next, for all j ∈ {1, ..., bω2 c}, set

Wj = {vi | ωi = j}, and set W∞ = {vi | ωi > ω
2 }. For all j ∈ {1, ..., bω2 c}, set Fj = F [Wj ]

and Gj = G[
⋃
vi∈Wj

Bi], and set F∞ = F [W∞] and G∞ = G[
⋃
vi∈W∞ Bi]. Note that if C
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is a clique in F , then we have that:

ω ≥ Σvi∈C ωi. (7.7)

Therefore, for all j ∈ {1, ..., bω2 c}, we have that ω(Fj) ≤ bωj c. But then for all j ∈

{1, ..., bω2 c},

χ(Gj) ≤ χ(Fj) ·maxvi∈Wj χ(Bi)

≤ f(bωj c)g(j)
(7.8)

Furthermore, by (7.7) again, we have that F∞ is a stable set. Since F contains no isolated

vertices, we get by (7.7) that for all i ∈ {1, ..., n}, ωi ≤ ω − 1. Thus:

χ(G∞) ≤ χ(F∞) ·maxvi∈W∞ χ(Bi)

≤ g(ω − 1)
(7.9)

But now using (7.8) and (7.9), we have the following:

χ(G) ≤ χ(G∞) + Σ
bω
2
c

j=1χ(Gj)

≤ g(ω − 1) + Σ
bω
2
c

j=1f(bωj c)g(j)

= g(ω − 1) + Σ
bω
2
c

j=1f(bωj c)f(j)jlog2 j

≤ g(ω − 1) + Σ
bω
2
c

j=1f(bωj cj)j
log2 j

≤ g(ω − 1) + Σ
bω
2
c

j=1f(ω)jlog2 j

≤ f(ω)(ω − 1)log2 ω + ω
2 f(ω)(ω2 )log2(ω

2
)

= f(ω)ωlog2 ω(1− 1
ω )log2 ω + f(ω)(ω2 )log2 ω

≤ f(ω)ωlog2 ω(1− 1
ω ) + f(ω)ω

log2 ω

ω

= f(ω)ωlog2 ω

= g(ω)

This completes the argument.

As a corollary of 7.1.5, we have the following result.



Chapter 7. Substitution and χ-Boundedness 194

7.1.6. Let G be a class of graphs, χ-bounded by an exponential function. Then G∗ is also

χ-bounded by an exponential function.

Proof. We may assume that G is hereditary (otherwise, instead of G, we consider the

closure of G under isomorphism and induced subgraphs). We may assume that G is χ-

bounded by the function f(x) = 2c(x−1) for some c ∈ N. Then f is a supermultiplicative

non-decreasing function, and so by 7.1.5, G∗ is χ-bounded by the function g : N0 → R

given by g(0) = 0 and g(x) = f(x)xlog2 x for all x ∈ N. But now note that for all x ∈ N,

we have the following:

g(x) = xlog2 xf(x)

= 2(log2 x)22c(x−1)

≤ 2x2cx

= 2(c+1)x

Thus, G∗ is χ-bounded by the exponential function h(x) = 2(c+1)x.

7.2 Small Cutsets, Substitution, and Cliques

In section 7.1, we saw that the closure of a χ-bounded class under substitution is χ-

bounded. In this section, we prove analogous results for the operations of gluing along

a clique (see 7.2.1) and gluing along a bounded number of vertices (see 7.2.2). We then

consider “combinations” of the three operations discussed in this chapter, namely substitu-

tion, gluing along a clique, and gluing along a bounded number of vertices. In particular,

we prove that the closure of a χ-bounded class under gluing along a clique and gluing

along a bounded number of vertices is χ-bounded (see 7.2.6), as well as that the closure of

a χ-bounded class under gluing along a clique and substitution is χ-bounded (see 7.2.7).

7.2.1 Gluing Operations

We begin by giving an easy proof of the fact that the closure of a χ-bounded class under

gluing along a clique is again χ-bounded.
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7.2.1. Let G be a class of graphs, χ-bounded by a non-decreasing function f : N0 → R.

Then the closure of G under gluing along a clique is also χ-bounded by f .

Proof. Note that if a graph G is obtained by gluing graphs G1 and G2 along a clique, then

ω(G) = max{ω(G1), ω(G2)} and χ(G) = max{χ(G1), χ(G2)}. The result now follows by

an easy induction.

We now turn to the question of gluing along a bounded number of vertices. Given a class

G of graphs, and a positive integer k, let Gk denote the closure of G under gluing along at

most k vertices. Our goal is to prove the following theorem.

7.2.2. Let k be a positive integer, and let G be a class of graphs, χ-bounded by a non-

decreasing function f : N0 → R. Then Gk is χ-bounded by the function g : N0 → R given

by g(n) = f(n) + 2k2 − 1.

We begin with some definitions. Given a set S, we denote by P(S) the power set of S

(i.e. the set of all subsets of S). Given a graph G, we say that a four-tuple (B,K, φK , F )

is a coloring constraint for G provided that the following hold:

• B is a non-empty set;

• K ⊆ VG;

• φK : K → B is a proper coloring of G[K];

• F : VG rK →P(B).

B should be seen as the set of colors with which we wish to color G, K should be seen

as the set of “precolored” vertices of G with “precoloring” φK , and for all v ∈ VG rK,

F (v) should be seen a set of colors “forbidden” on v. Given a graph G with a coloring

constraint (B,K, φK , F ), we say that a proper coloring φ : VG → B of G is appropriate

for (B,K, φK , F ) provided that φ � K = φK , and that for all v ∈ VG rK, φ(v) /∈ F (v).

We now prove a technical lemma.
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7.2.3. Let G be a hereditary class, χ-bounded by a non-decreasing function f : N0 → R.

Then for all G ∈ G and all coloring constraints (B,K, φK , F ) for G such that |B| ≥

f(ω(G)) + 2k2 − 1 and k|K| + Σv∈VGrK |F (v)| ≤ 2k2 − 1, there exists a proper coloring

coloring φ : VG → B of G that is appropriate for (B,K, φK , F ).

Proof. Fix G ∈ Gk, and assume inductively that the claim holds for all proper induced sub-

graphs ofG. Fix a coloring constraint (B,K, φK , F ) forG such that |B| ≥ f(ω(G))+2k2−1

and k|K|+Σv∈VGrK |F (v)| ≤ 2k2−1. We need to show that there exists a proper coloring

φ : VG → B of G that is appropriate for (B,K, φK , F ).

Suppose first that G ∈ G. Since k|K| + Σv∈VGrK |F (v)| ≤ 2k2 − 1, we know that

|φK [K] ∪
⋃
v∈VGrK F (v)| ≤ 2k2 − 1; consequently, |B r (φK [K] ∪

⋃
v∈VGrK F (v))| ≤

f(ω(G)). Since G ∈ G and G is χ-bounded by f , it follows that there exists a proper

coloring φ′ : VG rK → B r (φK [K] ∪
⋃
v∈VGrK F (v)) of GrK. Now define φ : VG → B

by setting

φ(v) =

 φK(v) if v ∈ K

φ′(v) if v ∈ VG rK

By construction, the colorings φK and φ′ use disjoint color sets; furthermore, for all

v ∈ VG r K, φ(v) /∈ F (v). It follows that φ is a proper coloring of G, appropriate for

(B,K, φK , F ).

Suppose now that G /∈ G. Then there exist graphs G1, G2 ∈ Gk with inclusion-wise

incomparable vertex-sets such that G is obtained by gluing G1 and G2 along at most k

vertices. Set C = VG1 ∩ VG2 ; then |C| ≤ k, G1[C] = G2[C], and G is obtained by gluing

G1 and G2 along C. Set V1 = VG1 r C and V2 = VG2 r C. Note that VG = C ∪ V1 ∪ V2;

furthermore, since the vertex-sets of G1 and G2 are inclusion-wise incomparable, we know

that V1 and V2 are both non-empty. By symmetry, we may assume that

k|K ∩ V1|+ Σv∈V1rK |F (v)| ≥ k|K ∩ V2|+ Σv∈V2rK |F (v)|.
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Our first goal is to obtain a coloring constraint for G1 that “forbids” on the vertices

in C r K all the colors used by φK on the set K ∩ V2, and then to use the induction

hypothesis to obtain a coloring φ1 of G1 that is appropriate for this constraint. We do

this as follows. First, as k|K| + Σv∈VGrK |F (v)| ≤ 2k2 − 1, the inequality above implies

that k|K ∩ V2|+ Σv∈V2rK |F (v)| ≤ k2 − 1, and consequently, that |K ∩ V2| ≤ k − 1. Now,

set K1 = K r V2 and φK1 = φK � K1. Further, define F1 : (V1 ∪ C) r K → P(B) by

setting

F1(v) =

 F (v) if v ∈ V1 rK1

F (v) ∪ φK [K ∩ V2] if v ∈ C rK1

Clearly, (B,K1, φK1 , F1) is a coloring constraint for G1. Further, since f is non-decreasing,

we get that

|B| ≥ f(ω(G)) + 2k2 − 1 ≥ f(ω(G1)) + 2k2 − 1.

Finally, note the following:

k|K1|+ Σv∈VG1
rK1 |F1(v)|

≤ k|K| − k|K ∩ V2|+ Σv∈VG1
rK1 |F (v)|+ |C rK||φK [K ∩ V2]|

≤ k|K| − k|K ∩ V2|+ Σv∈VGrK |F (v)|+ k|K ∩ V2|

= k|K|+ Σv∈VGrK |F (v)|

≤ 2k2 − 1.

Thus, by the induction hypothesis, there exists a proper coloring φ1 : V1 ∪ C → B of G1

that is appropriate for (B,K1, φK1 , F1).

Our next goal is to “combine” the coloring constraint (B,K, φK , F ) for G and the coloring

φ1 of G1 (or more precisely, the restriction of φ1 to C) in order to obtain a coloring con-

straint for G2; we then use the induction hypothesis to obtain a coloring φ2 for G2 that is

appropriate for this constraint, and finally, we “combine” the colorings φ1 and φ2 to obtain

a proper coloring φ of G that is appropriate for the coloring constraint (B,K, φK , F ). We
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do this as follows. First, set K2 = C ∪ (K ∩ V2), and define F2 = F � (V2 r K). Next,

define φK2 : K2 → B by setting

φK2(v) =

 φ1(v) if v ∈ C

φK(v) if v ∈ K ∩ V2

Since φ1 and φK are proper colorings of G1 and G[K], respectively, and since the colors

used to precolor vertices in K ∩ V2 were forbidden on the vertices in C rK, we get that

φK2 is a proper coloring of G2[K2]. Thus, (B,K2, φK2 , F2) is a coloring constraint for G2.

Since f is non-decreasing, we know that

|B| ≥ f(ω(G)) + 2k2 − 1 ≥ f(ω(G2)) + 2k2 − 1.

Further, since k|K ∩ V2|+ Σv∈V2rK |F (v)| ≤ k2 − 1, we have the following:

k|K2|+ Σv∈VG2
rK2 |F2(v)| = k|C|+ k|K ∩ V2|+ Σv∈V2rK |F (v)|

≤ k2 + k2 − 1

= 2k2 − 1.

Thus, by the induction hypothesis, there exists a proper coloring φ2 : VG2 → B of G2 that

is appropriate for (B,K2, φK2 , F2). Note that by construction, φ1 � C = φ2 � C; define

φ : VG → B by setting

φ(v) =

 φ1(v) if v ∈ V1 ∪ C

φ2(v) if v ∈ V2 ∪ C

By construction, φ is a proper coloring of G, appropriate for (B,K, φK , F ). This completes

the argument.

We are now ready to prove 7.2.2, restated below.

7.2.2. Let k be a positive integer, and let G be a class of graphs, χ-bounded by a non-
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decreasing function f : N0 → R. Then Gk is χ-bounded by the function g : N0 → R given

by g(n) = f(n) + 2k2 − 1.

Proof. We may assume that G is hereditary (otherwise, instead of G, we consider the

closure of G under isomorphism and taking induced subgraphs). Fix G ∈ Gk. Let B =

{1, ..., f(ω(G)) + 2k2 − 1}, let K = ∅, let φK be the empty function, and define F : VG →

P(B) by setting F (v) = ∅ for all v ∈ VG. Then (B,K, φK , F ) is a coloring constraint for

G with |B| ≥ f(ω(G)) + 2k2 − 1 and k|K| + Σv∈VGrK |F (v)| ≤ 2k2 − 1. By 7.2.3 then,

there exists a proper coloring φ : VG → B that is appropriate for (B,K, φK , F ). But then

φ is a proper coloring of G that uses at most g(ω(G)) colors.

As remarked in the Introduction, the fact that the closure of a χ-bounded class is again

χ-bounded follows from a more general result from [1], which we state below.

7.2.4 (Alon, Kleitman, Saks, Seymour, and Thomassen [1]). Let k and m be positive

integers. Then every graph G of chromatic number greater than max{100k3,m + 10k2}

contains a (k + 1)-connected subgraph of chromatic number at least m.

It is easy to see that 7.2.4 implies that if G is χ-bounded by a non-decreasing func-

tion f : N0 → R, then Gk is χ-bounded by the function g : N0 → R defined by

g(n) = max{100k3, f(n) + 10k2 + 1}. (This follows from the fact that if a graph G ∈ Gk

contains a (k + 1)-connected subgraph H, then there exists an induced subgraph G′ of

G such that G′ ∈ G and H is a subgraph of G′.) Note, however, that the χ-bounding

function from 7.2.2 is better than the χ-bounding function that follows from 7.2.4.

We complete this subsection by considering “combinations” of gluing along a clique and

gluing along a bounded number of vertices. Given a class G of graphs and a positive

integer k, we denote by Gkcl the closure of G under gluing along a clique and gluing along

at most k vertices. Our goal is to prove that if G is a χ-bounded class, then for every

k ∈ N, the class Gkcl is χ-bounded (see 7.2.6 below). We begin with a technical lemma,

which we then use to prove 7.2.6.
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7.2.5. Let G be a hereditary class, closed under gluing along a clique, and let k be a positive

integer. Then Gk is closed under gluing along a clique, and consequently, Gk = Gkcl.

Proof. Clearly, the second claim follows from the first, and so we just need to show that

Gk is closed under gluing along a clique. Let G̃k be the closure of Gk under gluing along a

clique. We claim that G̃k = Gk. Fix G ∈ G̃k, and assume inductively that for all G′ ∈ G̃k

such that |VG′ | < |VG|, we have that G′ ∈ Gk; we claim that G ∈ Gk.

By the definition of G̃k, we know that either G ∈ Gk, or G is obtained by gluing smaller

graphs in G̃k along a clique. In the former case, we are done; so assume that there exist

graphs G1, G2 ∈ G̃k such that |VGi | < |VG| for each i ∈ {1, 2}, such that C = VG1 ∩ VG2 is

a clique in both G1 and G2, and such that G is obtained by gluing G1 and G2 along the

clique C. By the induction hypothesis, G1, G2 ∈ Gk. Now, if G1, G2 ∈ G, then the fact

that G is closed under gluing along a clique implies that G ∈ G, and consequently, that

G ∈ Gk. So assume that at least one of G1 and G2 is not a member of G; by symmetry,

we may assume that G1 /∈ G.

Since G1 ∈ Gk r G, there exist graphs G1
1, G

2
1 ∈ Gk such that |VGi

1
| < |VG1 | for each

i ∈ {1, 2}, and such that G1 is obtained by gluing G1
1 and G2

1 along K = VG1
1
∩VG2

1
, where

|K| ≤ k. Now, C is a clique in G1, and so we know that C ⊆ VGi
1

for some i ∈ {1, 2}; by

symmetry, we may assume that C ⊆ VG1
1
. If C = VG1

1
, then set G′1 = G2; and if C $ VG1

1
,

then let G′1 be the graph obtained by gluing G1
1 and G2 along C. As G1

1, G2 ∈ Gk, we

know that G′1 ∈ G̃k. Further, note that |VG′1 | < |VG|, and so by the induction hypothesis,

G′1 ∈ Gk. But now G is obtained by gluing G′1 and G2
1 along K, and so since G′1, G

2
1 ∈ Gk,

we know that G ∈ Gk. This completes the argument.

7.2.6. Let G be a class of graphs, χ-bounded by a non-decreasing function f : N0 → R,

and let k be a positive integer. Then Gkcl is χ-bounded by the function g : N0 → R given by

g(n) = f(n) + 2k2 − 1.
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Proof. We may assume that G is hereditary (otherwise, instead of G, we consider the

closure of G under isomorphism and taking induced subgraphs). Let G̃ be the closure of G

under gluing along a clique. Then by 7.2.5, G̃k = Gkcl (where G̃k is the closure of G̃ under

gluing along at most k vertices). By 7.2.1, G̃ is χ-bounded by f ; but then by 7.2.2, G̃k is

χ-bounded by g. It follows that Gkcl is χ-bounded by g.

7.2.2 Substitution and Gluing along a Clique

In section 7.1, we proved that the closure of a χ-bounded class under substitution is χ-

bounded (see 7.1.2, as well as 7.1.3 and 7.1.6 for a strengthening of 7.1.2 in some special

cases), and in this section, we proved an analogous result for gluing along a clique (see

7.2.1). In this subsection, we discuss “combinations” of these two operations. Given a

class G of graphs, we denote by G# the closure of G under substitution and gluing along

a clique. Our main goal is to prove the following theorem.

7.2.7. Let G be a class of graphs, χ-bounded by a non-decreasing function f : N0 → R.

Then G# is χ-bounded by the function g(k) = f(k)k.

We note that, as in section 7.1, we can obtain a strengthening of 7.2.7 in the case when

the χ-bounding function for the class G is polynomial or exponential (see 7.2.11). The

main “ingredient” in the proof of 7.2.7 is the following lemma.

7.2.8. Let G be a hereditary class, closed under substitution. Assume that G is χ-bounded

by a non-decreasing function f : N0 → R. Then G# is χ-bounded by f .

In view of the results of section 7.1, 7.2.8 easily implies 7.2.7 and 7.2.11 (see the proof

of these two theorems at the end of this section). The idea of the proof of 7.2.8 is as

follows. We first prove a certain structural result for graphs in the class G#, where G is

a hereditary class, closed under substitution (see 7.2.9). We then use 7.2.9 to show that

if G is a hereditary class, closed under substitution, then for every graph G ∈ G#, there

exists a graph G′ ∈ G such that G′ is an induced subgraph of G and χ(G′) = χ(G) (see

7.2.10). Finally, 7.2.10 easily implies 7.2.8.



Chapter 7. Substitution and χ-Boundedness 202

We begin with some definitions. Let G be a hereditary class. Given non-empty graphs

G,G0 ∈ G# with VG0 = {v1, ..., vt}, we say that G is an expansion of G0 provided that

there exist non-empty graphs G1, ..., Gt ∈ G# with pairwise disjoint vertex-sets such that

G is obtained by substituting G1, ..., Gt for v1, .., vt in G0. We observe that every non-

empty graph in G# is an expansion of itself. We say that a non-empty graph G ∈ G#

is decomposable provided that there exists a non-empty graph G′ ∈ G# such that G is

an expansion of G′, and there exist non-empty graphs H,K ∈ G# with inclusion-wise

incomparable vertex-sets such that G′ can be obtained by gluing H and K along a clique.

We now prove a structural result for graphs in G#, when G is a hereditary class, closed

under substitution.

7.2.9. Let G be a hereditary class, closed under substitution. Then for every graph G ∈ G#,

either G ∈ G, or there exists a non-empty set S ⊆ VG such that S is a (not necessarily

proper) homogeneous set in G and G[S] is decomposable.

Proof. Let G ∈ G#, and assume inductively that the claim holds for every graph in G#

with fewer than |VG| vertices. If G ∈ G, then we are done. So assume that G ∈ G# rG. If

G can be obtained from two graphs in G#, each with fewer than |VG| vertices, by gluing

along a clique, then G is decomposable, and we are done. So assume that this is not

the case. Then there exist non-empty graphs G1, G2 ∈ G# such that VG1 ∩ VG2 = ∅ and

|VGi | < |VG| for each i ∈ {1, 2}, and a vertex u ∈ VG1 , such that G is obtained by substi-

tuting G2 for u in G1.

By the induction hypothesis, either G2 ∈ G or there exists a homogeneous set S2 ⊆ VG2

in G2 such that G2[S2] is decomposable. In the latter case, it easy to see that the set S2

is a homogeneous set in G as well, and that G[S2] is decomposable. So from now on, we

assume that G2 ∈ G. Now, if G1 ∈ G, then since G2 ∈ G and G is closed under substitution,

we get that G ∈ G, which is a contradiction. Thus, G1 /∈ G. By the induction hypothesis

then, there exists a non-empty set S1 ⊆ VG1 such that S1 is a homogeneous set in G1 and
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G1[S1] is decomposable. If u /∈ S1, then it is easy to see that S1 is a homogeneous set in

G and that G[S1] is decomposable. So assume that u ∈ S1. Set S = (S1 r {u}) ∪ VG2 .

Clearly, S is a homogeneous set in G (as S1 is a homogeneous set in G1). Further, G[S]

is obtained by substituting G2 for u in the decomposable graph G1[S1], and so it is easy

to see that G[S] is decomposable. This completes the argument.

7.2.10. Let G be a hereditary class, closed under substitution. Then for all G ∈ G#, there

exists a graph G′ ∈ G such that G′ is an induced subgraph of G and χ(G′) = χ(G).

Proof. Fix a graph G ∈ G#, and assume inductively that the claim holds for every graph

in G# that has fewer than |VG| vertices. If G ∈ G, then the result is immediate; so assume

that G /∈ G. Then by 7.2.9, there exists a non-empty set S ⊆ VG such that S is a homo-

geneous set in G and G[S] is decomposable.

Since G[S] is decomposable, there exist graphs G0, H0,K0 ∈ G# such that H0 and K0

have inclusion-wise incomparable vertex-sets, such that G0 can be obtained by gluing H0

and K0 along a clique, and such that G[S] is an expansion of G0. Set C = VH0 ∩ VK0 ;

then C is a clique in both H0 and K0, and G0 is obtained by gluing H0 and K0 along

C. Set C = {c1, ..., cr}, VH0 r C = {h1, ..., hs}, and VK0 r C = {k1, ..., kt}. Let

C1, ..., Cr, H1, ...,Hs,K1, ...,Kt be non-empty graphs with pairwise disjoint vertex-sets

such that G[S] is obtained by substituting C1, ..., Cr, H1, ...,Hs,K1, ...,Ks for c1, ..., cr,

h1, ..., hs, k1, ..., kt in G0. Set C̃ =
⋃r
i=1 VCi . Let H be the graph obtained by sub-

stituting C1, ..., Cr, H1, ...,Hs for c1, ..., cr, h1, ..., hs in H0; and let K be the graph ob-

tained by substituting C1, ..., Cr,K1, ...,Kt for c1, ..., cr, k1, ..., kt in K0. Clearly, both

H and K are proper induced subgraphs of G[S]. Our goal is to show that χ(G[S]) =

max{χ(H), χ(K)}. Since H and K are induced subgraphs of G[S], it suffices to show that

χ(G[S]) ≤ max{χ(H), χ(K)}.

Let b′H : VH → {1, ..., χ(H)} be an optimal coloring of H. Since VC1 , ..., VCr are pair-
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wise disjoint and complete to each other, we know that b′H uses pairwise disjoint color

sets on these sets. Now, let bH : VH → {1, ..., χ(H)} be defined as follows: for all

v ∈ VH r C̃, set bH(v) = b′H(v), and for all i ∈ {1, ..., r}, assume that bH � VCi is an

optimal coloring of Ci using only the colors from b′H [Ci]. As VC1 , ..., VCr are homogeneous

sets in H, and bH [Ci] ⊆ b′H [Ci] for all i ∈ {1, ..., r}, it easily follows that bH is a proper

coloring of H. Now, note that bH : VH → {1, ..., χ(H)} is an optimal coloring of H,

bH [VC1 ], ..., bH [VCr ] are pairwise disjoint, and for each i ∈ {1, ..., r}, |bH [VCi ]| = χ(Ci).

Similarly, there exists an optimal coloring bK : VK → {1, ..., χ(K)} of K such that

bK [VC1 ], ..., bK [VCr ] are pairwise disjoint, and for each i ∈ {1, ..., r}, |bK [VCi ]| = χ(Ci).

Relabeling if necessary, we may assume that bH � C̃ = bK � C̃; as VH ∩ VK = C̃, we can

define bS : S → {1, ...,max{χ(H), χ(K)}} by setting

bS(v) =

 bH(v) if v ∈ VH

bK(v) if v ∈ VK

Since VHrC̃ is anti-complete to VKrC̃ in G[S], this is a proper coloring of G[S]. It follows

that χ(G[S]) = max{χ(H), χ(K)}. By symmetry, we may assume that χ(K) ≤ χ(H), so

that χ(G[S]) = χ(H).

Now, since S is a homogeneous set in G, there exists a graph G̃ ∈ G# such that VG̃∩S = ∅,

and a vertex u ∈ VG̃ such that G is obtained by substituting G[S] for u in G̃. Let GH be

the graph obtained by substituting H for u in G̃. Since χ(G[S]) = χ(H), it is easy to see

that χ(G[S]) = χ(GH). Since H is a proper induced subgraph of G[S], we have that GH

is a proper induced subgraph of G. By the induction hypothesis then, there exists a graph

G′ ∈ G such that G′ is an induced subgraph of GH and χ(G′) = χ(GH). But then G′ ∈ G

is an induced subgraph of G and χ(G′) = χ(G). This completes the argument.

We are now ready to prove 7.2.8, restated below.

7.2.8. Let G be a hereditary class, closed under substitution. Assume that G is χ-bounded
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by a non-decreasing function f : N0 → R. Then G# is χ-bounded by f .

Proof. Fix G ∈ G#. By 7.2.10, there exists a graph G′ ∈ G such that G′ is an induced

subgraph of G and χ(G′) = χ(G). Since G′ is an induced subgraph of G, we know that

ω(G′) ≤ ω(G). Since G′ ∈ G and G is χ-bounded by f , we have that χ(G′) ≤ f(ω(G′)).

Finally, since ω(G′) ≤ ω(G) and f is non-decreasing, f(ω(G′)) ≤ f(ω(G)). Now we have

the following:

χ(G) = χ(G′) ≤ f(ω(G′)) ≤ f(ω(G)).

It follows that G# is χ-bounded by f .

We now use 7.2.8 and the results of section 7.1, in order to prove 7.2.7 (restated below),

as well as 7.2.11, which is a strengthening of 7.2.7 in some special cases.

7.2.7. Let G be a class of graphs, χ-bounded by a non-decreasing function f : N0 → R.

Then G# is χ-bounded by the function g(k) = f(k)k.

Proof. We may assume that G is hereditary (otherwise, instead of G, we consider the

closure of G under isomorphism and taking induced subgraphs). Now, if G contains no

non-empty graphs, then neither does G#, and then G# is χ-bounded by g because g(0) = 1

and χ(H) = ω(H) = 0 for the empty graph H. So assume that G contains at least one

non-empty graph; this implies that f(0) ≥ 0 and that f(n) ≥ 1 for all n ∈ N; since f is

non-decreasing, this implies that g is non-decreasing. Now, by 7.1.2, G∗ is χ-bounded by

g. Next, note that G# is the closure of G∗ under substitution and gluing along a clique.

Since G∗ closed under substitution and is χ-bounded by the non-decreasing function g,

7.2.8 implies that G# is χ-bounded by g.

7.2.11. Let G be a class of graphs, χ-bounded by a polynomial (respectively: exponential)

function f : N0 → R. Then G# is χ-bounded by some polynomial (respectively: exponen-

tial) function g : N0 → R.

Proof. The proof is analogous to the proof of 7.2.7, with 7.1.3 and 7.1.6 being used instead

of 7.1.2.
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7.3 Open Questions

Let us say that an operation O defined on the class of graphs preserves χ-boundedness (re-

spectively: preserves hereditariness) if for for every χ-bounded (respectively: hereditary)

class G, the closure of G under the operation O is again χ-bounded (respectively: heredi-

tary). This work raises the following natural question. Suppose that some χ-boundedness

preserving operations are given. Is the closure of a χ-bounded class with respect to all the

operations together χ-bounded? In general, the answer is no. The Mycielskian M(G) of a

graph G on {v1, . . . , vn} is defined as follows: start from G and for all i ∈ {1, ..., n}, add a

vertex wi complete to NG(vi) (note that {w1, . . . , wn} is a stable set in M(G)); then add

a vertex w complete to {w1, . . . , wn}. It is well known (see [49]) that ω(M(G)) = ω(G)

and χ(M(G)) = χ(G) + 1 for every graph G that has at least one edge. Now define

two operations on graphs: O1(G) (respectively: O2(G)) is defined to be M(G) if χ(G) is

odd (respectively: even), and to be G otherwise. Clearly, O1 (respectively: O2) preserves

χ-boundedness; this follows from the fact that applying O1 (respectively: O2) repeatedly

can increase the chromatic number of a graph at most by 1. But taken together, O1

and O2 may build triangle-free graphs of arbitrarily large chromatic number: by applying

them alternately to the complete graph on two vertices for instance. However, this exam-

ple may look artificial; perhaps some more “natural” kinds of operations, to be defined,

have better behavior? Note that, unlike the three operations discussed in this chapter

(substitution, gluing along a clique, and gluing along a bounded number of vertices), the

Mycielskian does not preserve hereditariness. This suggests a candidate for which we have

no counterexample:

Question. If O1 and O2 are operations that (individually) preserve hereditariness and

χ-boundedness, do O1 and O2 together preserve χ-boundedness?

Note that we do not know the answer in the following particular case:

Question. Is the closure of a χ-bounded class under substitution and gluing along a

bounded number of vertices χ-bounded?
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Are there other operations that in some sense preserve χ-boundedness? A star in a graph

G is a set S ⊆ VG such that some vertex v ∈ S is complete to S r {v}. A star cutset of

a graph is star whose deletion yields a disconnected graph. Star cutsets are interesting

in our context because their introduction by Chvátal [23] was the first step in a series of

theorems that culminated in the proof of the Strong Perfect Graph Conjecture 1.1.2. Also,

several classes of graphs that are notoriously difficult to decompose are decomposed with

star cutsets or variations on star cutsets: star cutsets are used to decompose even-hole-free

graphs (see [58]); skew partitions are used to decompose Berge graphs (see [16]); double

star cutsets are used to decompose odd-hole-free graphs (see [26]). Could it be that some

of these decompositions preserve χ-boundedness? If so, the following open question could

be a good starting point (and should have a positive answer):

Question. Is there a constant c such that if a graph G is triangle-free and all induced

subgraphs of G either are 3-colorable or admit a star cutset, then G is c-colorable?
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[40] A. Gyárfás, “On Ramsey covering-numbers”, Coll. Math. Soc. János Bolyai In Infinite
and Finite Sets, North Holland/American Elsevier, New York, 1975, 10.
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