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Abstract

Text processing undoubtedly takes place at many levels simultaneously. In
this paper, we discuss how the access of detailed long-term memory can be used in
low-level text processing in the context of a computer system, RESEARCHER, that
reads, generalizes, and remembers information form patent abstracts. We show
specific points where memory can be applied during text processing, rather than
just suggesting general principles. In particular, we focus on how linguistically
ambiguous structures can be resolved using memory (and only using memory). A
computer example of RESEARCHER applying our memory application principles
(with a simulated detailled memory) is presented.

lThis research was supported in part by the Defense Advanced Research Projects Agency under
contract N00039-82-C-0427.
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1 Introduction

It 1s clear that text processing proceeds at many levels simultaneously
[Marslen-Wilson 73, Schank, et al. 80; Charniak 83]. Such processing presumably
tncludes the access of detailled, long-term memory for the purpose of finding
information relevant to a new text. It seems plausible that such high-level
information should be useful in assisting low-level processing. We have suggested in
our earlier work, as have others. that memory access might help determine resource
allocation and 1n 1dentifying the important parts of a text [Schank, =t al. 80,
Lebowitz 81] However, these are rather imprecise ideas, and difficult to apply
For example, [PP [Lebowitz 80; Lebowitz 83a), a program that read, remembered
and generalized from news stories about international terrorism, might know from
accessing memory that the’ destination of a hijacking 1n a story that began, A
United 727 en route to Miami was commandeered = " 1s likely to be Cuba
However 1t was not clear how to use this information should the story continue,
“to Havana.' Due to the inherent redundancy of language, 1t 1s quite easy to
process this information bottom up >

It 1s our feeling that the best way to use specific information in memory for
text understanding 1n the context of current systems 1s to 1dentify specific points
during processing where memory can be applied. In this paper. we will present
suggestions for how memory can be used for low-level text processing in the context
of RESEARCHER, a program that reads patent abstracts and builds up a
generalized long-term memory [Lebowitz 83b] We will illustrate this process with a
version of RESEARCHER that simulates memory access by asking a user questions
at key points during the processing of an abstract. Crucial to the development of
RESEARCHER 1s that its text understanding process be robust enough to handle
many patents without special preparation. We feel that memory application 1s
necessary to achieve this ability

l’I‘his research was supported in part by thz Defense Advanced Research Projects Agency under
contract N00039-82-C-0427.
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~Of course, had no destination been menticned, we would have used Cuba as a default.
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Notice that we are talking about using memory for understanding, not just
general semantic nformation about words or concepts. While such general
information is crucial for our conceptually-based understanding methods, 1n order to
resolve many understanding questions it will be necessary to look at very detailed
information 1n memory -- in our case, how the various parts of the objects
described 1n patent abstract are constricted and how their pieces relate to each

other.

To lustrate why memory 1s needed, consider the following simple example.

EX1 - A read/write head touching a disc made of XXX

In EX1, there i1s no way to determine whether XXX 1s the material used for
the read/write head or the disc without knowing something about the objects
involved. Indeed. depending on the context (the type of object being described), we
might come up with different analyses.

The main area 1n which we feel memory will be immediately useful in
understanding (other than supplying default values) 1s 1n resolving linguistic
ambiguities of the kind illustrated by EX1 . While 1t 1s probably possible to use
memory to resolve lexical ambiguity, we will be looking one structural level higher,
as word ambiguity has not proven to be a major problem for RESEARCHER.

The 1dea cf applying memory (or at least semantic information) to resolve
ambiguity 1s not a new one (e.g., [Riesbeck and Schank 76, Small 80}). However,
what we will do here i1s show exactly how detalled memory can be applied to
resolve ambiguity, rather than just stating a general principle. We will begin by
outlining the understanding techniques used in RESEARCHER, indicating where
memory application might be useful, ard then look at specific memory application
techniques

2 Basic RESEARCHER understanding techniques

In this section, we will show how RESEARCHER processes patent abstracts by
using only very simple syntactic rules to identify ‘‘pieces” of the ultimate
representation and then ‘‘putting the pieces together” EX2 shows a patent abstract
typical of the sort read by RESEARCHER. We are concerned primarily with
abstracts that describe the physical structures of objects. The goal of the text
interpretation phase of RESEARCHER s to build up descriptions of objects,
including the physical relations between various sub-parts of the objects, using a
canonical, frame-based representation scheme [Wasserman and Lebowitz 83].



EX2 - P41; US. Patent Abstract #4323939

A hard fixed head disc drive assembly having a rotating record disc with
a transducer cooperating with the surface of the disc. The transducer is
mounted on a carriage which has three spaced, grooved bearings, two of
which are received by a fixed cylindrical track, the third bearing engages
a spring-loaded cyhndrical track which urges said first two bearings against
satd fixed track. whereby the carriage 1s centered on said tracks for
movement therealong radially of said disc surface.

There are several important points to notice about EX2 for text processing
purposes.  First of all, 1n traditional terms, the syntax of the abstract 1s very
strange, eg., the first ‘‘sentence’” has no main verb. Furthermore, very different
syntactic structures can f{unction quite similarly. For example, the phrases “a
transducer cooperating with the surface of the disk” and '‘the third bearing engages
a spring-loaded cylindrical track’ describe very similar physical relations, but use
different lingwmstic structures While preliminary 1dentification of the syntactic
structure might aid 1n the building of a conceptual representation, patent abstracts
seem like an 1deal domain to test strongly semantic-based methods that build

conceptual representations directly from text.

EX3 shows EX2 segmented in a manner that motivates RESEARCHER's text
processing techniques. We see that this text, and most other patent abstracts that
provide physical descriptions, can be broken into segments of two types -- those
that describe physical objects, which we refer to as memettes. shown 1n 1talics in
EX3, and those that relate various memettes to each other The memette-
describing segments are usually (though not always) simple noun phrases, but the
relational segments are of many different forms. including verbs and prepositions
The key point 1s the functionality of the relational segments is largely independent
of their syntactic form, so we can process them solely on the function they serve

EX3 - (A hard fized head disc drive assembly) (having) (a rotating
record disc) (with) (a transducer) {cooperating with) (the surface) (of) (the
disc) (The transducer) (1s mounted on) (a carriage) (which has) (three
spaced, grooved bearings), (two) (of which) (are received by) (a fized
cylindrical track), (the third bearing) (engages) (a spring-loaded cylindrical
track) (which urges) (said first two bearings) (against) (satd fired track),
(whereby) (the carriage) (1s centered on) (said tracks) (for movement
therealong radially of) (said disc surface)



The analysis shown in EX3 leads directly to RESEARCHER's text
interpretation methods. These methods are based on the memory-based
understanding techniques designed for [PP [Lebowitz 83a] The RESEARCHER
interpretation phase consists largely of two sub-phases -- memette identification and
memette relation, or ‘‘identifying the pleces” and ‘“putting the pieces together”
Processing involves a top-down goal of recognizing conceptual structures integrated
with simple, bottom-up syntactic techniques.

Since patents are not focused on events, as are the news stories IPP processed,
the action-based methods of [PP (or other conceptual understanding systems, e g,
[Wilks 73, Riesbeck and Schank 76; Birnbaum and Selfridge 81]) must be modified
in a manner consistent with the analysis shown in EX3. RESEARCHER does
careful processing of noun phrases to identify memettes, modifications to memettes,
and reference to previous mentions of memettes. This processing 1s integrated with
the application of relational words to create relations among memettes.

In broad terms, the structure of our processing is similar to the cascaded ATN
methodology [Woods 80; Bobrow and Webber 80|, where syntactic grammars
frequently hand off syntactic components to a semantic analyzer that builds
semantic structures and eliminates impossible constructs. However, we use only a
small number of different syntactic constructs, eliminating the need for a formal
syntactic grammar by focusing on the roles of words in the conceptual
representation. Furthermore, while the cascaded ATN methodology views the
understanding process as a syntactic processor giving what it finds to the semantic
analyzer, we look on the process as being primarily a conceptual analysis that
requests linguistic information when needed (much as in [DelJong 79|)

t

The noun phrase recognition process involves the same ‘“‘save and skip'' strategy
described in [Lebowitz 83a]. Using a one-word look-ahead process, RESEARCHER
saves noun phrase words 1n a stack until the head noun i1s found. Then the words
in the stack are popped off and used to modify the memette indicated by the head
noun. Analyzing how the parts of noun groups interrelate is one place where
information from memory will be needed. For example, 1n the first noun phrase of
EX2, “A hard fixed head disc drive assembly’, there 1s no way of knowing whether
“hard” modifies ‘‘head’”, ‘‘disc”, ‘'disc drive” or ‘‘assembly” without using
information about the structure of disc drives. We will discuss this further in the

next section.

The final aspect to “finding the pieces’ involves checking for previous reference
in the text. Here we take advantage of some of the arcane nature of patent
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abstracts. A very strict formalism is used to identify previous references, involving
the word ‘‘said” and repetition of identifying modifiers. Without such formalism,
the process would be very complicated, as abstracts frequently refer to many very
similar objects. As 1t i1s, we can use a fairly simple, procedural reference process

The second major sub-phase to RESEARCHER text processing involves putting
together the pieces 1dentified. This process occurs as soon as the objects involved
are found By and large, there are two different kinds of relations found that tie
objects together -- assembiy/component relations and physical (or functional)
relations between memettes. The basic RESEARCHER strategy for each is the
same -- maintain Information from the relational segments of the text in short term
memory and then, when the f{ollowing memette 1s identified, determine how the
appropriate pleces relate to each other. This process, which is largely independent
of the form of the relational text cegments, immediately builds up 2 conceptual
representation for later use

The process of relating memettes to each other involves a number of ambiguous
situations that we will discuss in the next section. We 1nitially used a set of focus
heunstics including some related to [Grosz 77, Sidner 79] and others based on the
various relations involved. However, we believe that this 1s only part of the
solution (perhaps a small part), and must be extensively augmented with the kind
of memory access described in this paper

The point here 1s not that it 1s impossible to develop heuristics to handle any
specific problem. We have done so for a number of cases 1n RESEARCHER
However, these rules get increasingly clumsy as we add them  An approach that
accesses long-term memory will give us a more general method

3 Using memory to resolve ambiguity

In this section we will show specifically how memory can be used to resolve
certain classes of ambigmty We will describe this process in terms of the
understanding process ‘“‘asking questions’ of memory  The 1dea then becomes to
specify exactly what questions should be asked and when  The questions will ask
which of several possible physical structures i1s more plausible. Our discussion will
be divided the same way as the processing -- tdentifying “‘pileces’ (processing noun
groups), and connecting the pieces. We are not entirely concerned hers with the
detalls of the cases we have i1dentified but also with illustrating the level at which
we believe memory should be applied to parsing.

Noun phrases 1n Enghsh, phrases that describe objects. have very complex




structure (see [Gershman 77| for a conceptual analysis approach to noun phrase
processing). In our earlier work, we have concentrated on properly delineating such
phrases. However, RESEARCHER's emphasis on object descriptions requires more
attention to the internal structure of noun phrases, so that we can identify how the
pieces of such phrases fit together. Memory application is crucial in doing this
EX4 shows the first case requiring memory.

EX4
Form: modifier object-wordl object-word2
Ezrample: A metal drive cover ..

Question: Does the modifier (metal) apply better to object-wordl (drive)
or object-word2 (cover)?

Noun-noun constructions 1n  Enghsh introduce a multitude of problems.
EX4 illustrates one such problem -- a modifier preceding such a combination can
modify either of the objects mentioned. In EX4, either the drive or the cover.
could be made of metal. In more complex situations, i.e., more nouns or a series of
modifiers, syntax can reduce the possible targets of a modifier, but only by asking
memory which 1s more plausible, in the context of the object being described, can
the right choice be made.

Notice carefully that memory, not just general semantic properties, are needed
here.  While for most disc drives it 1s more likely that the cover, rather than the
disc, is metal, the contrary could be the case in another device. We might even
discover the abstract refers to a special class of disc drives with metal dises and
plastic covers

EX5 illustrates a somewhat similar noun group problem.

EX5
Form: object-wordl object-word2 object-word3
Erample: A disc-drive transducer wire

Question: Is object-word3 (wire) ‘“related to" (one being a part of the
other) object-wordl (disc-drive) or object-word2 (transducer)?




When multiple nouns appear in succession, 1t i1s not always easy to tell how
they group together. In EXS35 there us no way to tell whether the wire 1s a (direct)
part of the disc drive or the transducer (or, more precisely, which it is functionally
connected to). Again, an appeal to long-term memory of similar devices 1s the way
to resolve this problem.

The ‘“‘putting together the pileces” phase of RESEARCHER processing aiso
involves ambiguities that must be resolved with memory EX6 shows what happens
when more than one relational word must be processed.

EXS8

Form: object-wordl relation-wordl object-word2 relation-word2 object-
word3

Ezrample: A transducer on top of a disc supported by a rod

Question: Does relation-word2 (supported by) connect object-word3 (rod)
with object-wordl (transducer) or object-word2 (disc)?

In some sense, the problem shown in EX6 involves noun group problems, in
that 1t deals with prepositional phrase attachment  However, in our scheme of
understanding, 1t falls into a somewhat different category  As described 1n the
previous section, relating various objecis together 1s a separate part of processing
This allows us to handle many other structural manifestations of this problem with
the same mechanism The mechanism here 15 to query memory about which of the
possible objects most appropriately takes part in the relation. In EX6, we need to
appeal to memory to determine whether the rod is more .likely supporting the
transducer or the disc, etther of which is syntactically appropriate

EX7 1llustrate a similar problem. this time with “part indicators” (words that
introduce a list of a part's subparts).

EX7

Form: object-wordl part-indicatorl object-word2 part-indicator2 object-
word3

Ezample: A disc drive including a disc comprising 2 metal plate (and)

Question: Is object-word3 (metal plate) a part of object-wordl (disc drive)
or object-word?2 (disc)? '




In patent abstracts there are frequently descriptions of parts and then of the
subparts.  This often creates considerable ambiguity of the sort shown in EX7,
which is structurally similar to EX6. We handle this case separately as the
part/component relations are represented differently from other relations, since they
are so cruclal, and are expressed slightly differently in the abstracts. Once again,
the only way to determine the correct analysis, in this case whether the metal plate
15 part of the disc drive or the disc, 1s to query memory, quite possibly looking at
descriptions of specific objects or classes of objects.

The final class of structural ambiguty we deal with involves a combination of
physical relations and part/component indicators, as shown in EXS8.

EXS8

Form: object-wordl relation-word object-word2 part-of-indicator object-
word3
(There are several related configurations.)

Erample: A disc on 2 spindle for a disc drive

Question: Is object-wordl (disc) or object-word?2 (spindle) a part of object-
word3 (disc drive)? (Directly a part, as both are parts indirectly))

EX8 1s used as an illustration of the many ways part and relational indicators
can interact. As always, the simple syntactic processing outlined 1n Section 2 limits
the possibilities, but memory 1s required to evaluate the different choices, 1n this
case whether the disc drive has as a part the spindle or the disc (or which is a
direct functional part).

3.1 Integrating memory access with text processing

The disambiguation questions described 1n the previous section fit 1n easily with
the overall RESEARCHER text processing algorithm. RESEARCHER's “save and
skip”’ noun group strategy naturally accommodates memory-based disambiguation
As RESEARCHER s processing the items it has maintained 1n 1ts short-term
memory stack, 1t keeps track of the cbjects identified by the head noun and the
most recent noun. Then. if there 1s more than one distinct object described in ihe
noun group. as it continues to work back through the stack, memory can be
queried to determine which object new words modify or relate to Without
performing the memory query, 1t 1s necessary to =mploy a set of complex and
rather unsatisfying heuristics to determine how the parts of noun groups fit
together




Memory access fits in equally well in the “putting together the pieces’’ phase of
RESEARCHER understanding. RESEARCHER maintains short-term memory buffers
with the most recent object described and the last “base object” (usually 1dentified
by the head noun of a noun phrase being modified by a series of prepositional
phrases, although there are other possibilities).  Then, 1f these two objects are
different, and a new relation (physical or part/component) is being established,
memory can be queried for the more plausible of the two objects with which to
relate the new object. As with noun group processing, it is possible to develop
heuristics that handle most cases, but they are complex and do not seem to be the
right way to go for robust understanding.

3.2 Can memory answer the questions?

We have shown here how certain ambiguities in language can be resolved with
the answers to specified questions. Obviously, we must believe that our system can
automatically answer these questions. The questions we are concerned with take the
form of asking which of two memettes can more reasonably be modified in a
certain way or relate to another memette, in the context of the device being
described. Phrased another way, the needed process 1s to determine which of two
partial descriptions of a device 1s more plausible.

Indeed, we do believe that these questions will be answerable by
RESEARCHER. At the moment, since the memory and search mechanisms are still
under development, we have tested the disambiguation process by allowing a user to
arswer the key questions. However since the process of finding an object 1n
memory that fits a specified partial description 1s crucial to generalization and
question answering, the disambiguation process will need no information not needed
for other purposes.

Our basic approach to memory in RESEARCHER 1s to store objects in terms
of prototypes automatically generalized from earlier patent abstracts [Lebowitz 33b.
Lebowitz 83c; Lebowitz 83d]  This approach was successful 1n answering similar
sorts of questions for [PP. and other Generalization-Based Memory systems [t
allows us to take partial descriptions of objects and determine whether they are
represented by objects or generalized objects 1n memory We do not plan, at least
at first. to answer questions of this sort that require more complex inferencing from
information 1n memory, tnstead concentrating on having as complete as possible 2
set of examples 1n memory.
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3.3 An example

We will complete this discussion of RESEARCHER’s use of memory in text
understanding by showing how the program processes the first sentence of the
patent abstract we looked at in Section 2, using a version of the program that
queries a user at the points where memory access 1s needed. Figure 1 shows how
the first noun group 1s processed. Queries to memory are preceded by “>>>" and
each response follows an asterisk.

Patent: P41

(A HARD FIXED HEAD DISC DRIVE ASSEMBLY HAVINIG A ROTATING RECORD DISC VWITH A
TRANSDUCER COOPERATING WITH THE SURFACE OF THE DISC sPERIODs THE TRANSDUCER
IS MOUNTED ON A CARRIAGE VHICH BAS THREE SPACED sCOMMAs GROOVED BEARINGS
sCOMNAs 1¥W0 OF YHICH ARE RECEIVED BY A FIXED CYLINDRICAL TRACK «COMMAs THE
THIRD BEARING EXGAGES A SPRING-LOADED CYLINDRICAL TRACK WHICH URGES SAID
FIRST T¥O BEARIBGS AGAINST SAID FIXED TRACK sCOMMAs WHEREBY THE CARRIAGE IS
CEXTERED 0N SAID TRACKS FOR MOVEWENT THEREALONG RADIALLY OF SAID DISC
SURFACE sSTOP#)

Processing:

A : Jew instance vord -- skip

HARD : Memette modifier; save and skip

FIXED : Memette modifier; save and skig

HEAD : Memette vithin NP; save and skip

DISC DRIVE : Phrase

-> DISC-DRIVE : Mezsette within NP; save and skip

ASSEMBLY : Memette word -- memette UNKNOWN-ASSEMBELY#

Hev UNKNOWN-ASSEMBLY# instance (RMENO)

Nev DISC-DRIVE#® instance (AMEM1)

Alsun%ﬁs SUEM1 (DISC-DRIVE#) is part of &MEKO (UYKNOWN-ASSENBLY# -- ‘ASSEMBLY')
Nev HEAD$ instance (&MEM2)

>>> Select memetts to merge vith AMEM2 (HEAD#) from AMEMO (‘ASSEMBLY')
AMFM1 (DISC-DRIVE$) s+ kmeml

Assuning &MEM2 (HEAD#) is part of XMWEM1 (DISC-DRIVES)

>>> Select memette modified by MOBILITY/NONE from AMFMO ('ASSEMBLY’)
RMFM2 (HEAD#) * &mem2

Augmenting RMEN2 (HEAD#) vith feature: MOBILITY = XONE

>>> Select memette modified by TEXTURE/HARD from &MEMO ('ASSEMBLY’)
AMEM2 (HEAD®) simen2

Augmenting AMFM2 (HEAD$) with feature: TEXTURE = HARD
Figure 1: RESEARCHER processing the first noun group of P4l

In Figure 1 we can see how RESEARCHER first skips and save the words
~hard fixed head disc drive” (treating the phrase “‘disc drive” as a single word)
until the head noun, “assembly’” 1s reached. It then works back through the noun
group. establishing ‘‘disc drive” as part of the assembly  Then, when it processes
“head””, RESEARCHER must decide whether the head relates directly to the
assembly or the disc drive. by making a memory check. Either object 1s plausible
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hers, but we will assume the assembly 1s the correct parent part of the head
Then, the modifiers ‘‘fixed” and ‘“‘hard” are processed. In each case
RESEARCHER must decide whether the assembly or the head 1s being modified.
(The disc drive i1s eliminated by linguistic considerations ) Again, these questions can
only be answered from memory, and we presumably conclude that the head 1s fixed
(mobility = none, 1n our representation scheme) and hard.

Figure 2 shows the rest of the first sentence of the abstract being processed,
illustrating additional disambiguation points.

HAYING : Parts of RMFMO (UNKNOWN-ASSEMBLY# -- 'ASSEMBLY') to follow
A : New instance vord -- skip

ROTATING : Memette modifier; save and skip

RECORD : Memette modifier; save and skip

DISC : Memette vord -- memette DISC#

Nev DISC# instance (ZMEM3)

Augmenting &MFM3 (DISC#) with feature: DEV-PURPOSE = STORING
Augxentiniutlila (DISC#) with feature: DEV-PURPOSE = ROTATION

Assulin? FM3 (DISC#) is part of RMEMO (UNKNOWN-ASSEMBLY# -- ‘ASSEMBLY')
WITH (¥ITH1) : Parts of xﬁzxa (DISC#) to follow

A : Yev instance wvord -- ski
TRAXSDUCER . Nemette word -- memette ERA]SDUCER#
Nev TRANSDUCER# instancs (RMEN4)

>>> Select assembly of RMEM4 (TRANSDUCER#) from &MEM3 (DISC?)
&WMFMO (*ASSEMBLY') s &mem0

Assuaing RMEM4 (TRANSDUCER#) is part of AMFMO (UNKNOWN-ASSEMBLY# -- ‘ASSEMBLY')
COCPERATING ¥ITH

: Phrase
-> COOPERATING: Relation wvord -- save and skip
THE . Antecedent wvord -- skip
SURFACE : Memette word -- memette SURFACE#

¥ev SURFACE# instance (RMEMS)

>>> Refire roles for RRELS [R-ADJACENT-TO

SUBJECT a¥EM4 (TRANSDUCERS#) AMFMO (UNKNOWE-ASSEMBLY# -- ‘ASSEMBLY')
O0BJECT RMEMS (SURFACES)

Enter meamette for SUBJECT slot s] &mem4

Establishigg R-ADJACENT-TO0 relation; SUBJECT: EMEM4 (TRANSDUCERS);
0BJECT: KMEMS (SURFACE#) [&REL5]

oF : Part of indicator

Assuming AMEM5 (SURFACE#) is part of the following

THE : Antecedent word -- skip

DISC . Nemoette wvord -- memette DISCE

Reference for DISC#: &MEMN3

>>> Select component of XWEM3 (DISC#) from AMEMS (SURFACES)
AMEMO ('ASSEMBLY') s kmem5

Assuming AMEM5 (SURFACE#) is part of XWEM3 (DISC#)
sPERIQDs : Break word -- skip end of sentence -- resetting part flag

Figure 2: RESEARCHER processing the rest of P4l

RESEARCHER must detsrmine whather the “transducer” s part of the “racord
disc” or the assembly and whether the ‘‘surface of the disc” 15 “cooperating with”
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(adjacent to) the assembly or the transducer. Each of these cases i1s ambiguous
structurally, and only be disambiguated with memory access.

Figure 3 shows the final representation constructed by RESEARCHER after
reading 2ll of P41 It consists of a set of identified memettes, indications of which
memettes are parts of others, and - a list of relations between memettes The
relations prefixed with R- are physical and those beginning with P- are functional
(purposive). There 1s also a single ‘‘meta-relation’ that indicates a causal connection
between its component relations. This representation captures all the informatien
from P41 that 1s needed for the learning aspects of RESEARCHER. It was acquired
using the memory-augmented ‘‘putting pieces together” strategy described in this

paper.

Text Representation:

ss ACTIYE INSTANCES s=

&MFMO (UNKNOWN-ASSEMBLY# -- 'ASSEMBLY')
Components: RMEM1 ANFM3 EMFMN4

&MFM1 (DISC-DRIVER)
Components: AWEN2

&NFM2 (HEADO; Mods: TEXTURE/HARD MOBILITY/NONE]

AMFM3 (DISC#) (Mods: DEV-PURPOSE/RCTATION DEV-PURPOSE/STORING]
Components: 5

&MENM4 (TRANSDUCER#)

&MEM5 ESURFACEO)

AMEME (CARRIAGER)
Components: EMEM7 RMFMO RNFM11

EMEN7 (BEARING#) (Mods: WUMBER/3 DISTANCE/SEPARATE TEXTURE/INCISED]
Components: &WMEM8 &MFMN10

RNFM8 (BEARING#) (Mods: FUMBER/2 ORDINAL/1]

ENFYO (TRACK#) [Mods: MOBILITY/NONE SHAPE/CYLINDRICAL]

RMEN10 (BEARING#) (Mods: ORDINAL/3]

EMEM11 (TRACK#) [Mods: TENSION/SPRING SHAPE/CYLINDRICAL]

A list of relations:

Subject: Relation: Object:
&REL5] 4&MEM4 (TRANSDUCER#) {R-ADJACENT-T0} &NFMS (SURFACES)
EREL8B| &MEMB8 (CARRIAGES) {P-SUPPORTS} AMEM4 (TRANSDUCERS)
REL7] AMEN9 (TRACK$#) {P-RECEIVES} ENEN8 (BEARINGS)
AREL8] &MEN10 (BEARING#) {P-ENGAGES} AMEM11 (TRACK#)
&RELY) &MEM11 (TRACKS#) {P-INPELS} IMEM8 (BEARING®)
dREL10] KMFM8 (BEARINGS) {R-ADJACENT-T0} &NFM9 (TRACK#)
AREL11] &MEM11 (TRACK#) {R-SURROUNDED-BY} AMEMB (CARRIAGE#)
&REL12] &MFM11 (TRACK#) {R-ALONG} &MFMS5 (SURFACES)

ORIENTATION/RADIAL

A list of meta-relations:
Subject: Meta-rel: Object:
&REL10 {M-CAUSES} &REL11

Figure 3: RESEARCHER Representation of P4l




13

4 Conclusion

As we have seen in this paper, memory application i1s an absolute necessity in
understanding. However, it is crucial to delineate exactly how memory should be
used, as llustrated here. [n the RESEARCHER framework, simple syntactic rules,
driven by generic memory structures (‘‘semantics’’) limit the possible ways a
representation can be constructed, and searching detalled memory resolves
ambiguities. This allows each phase of the processing to be relatively simple, and
lets the redundant nature of language help us obtain robust performance While a
different conceptual understanding scheme or a different domain would likely require
diiferent points of memory access, this same framework should still be appropriate

To date, we have run RESEARCHER without memory access on about—56-
patent abstracts as complex as P41, about 20 texts being fully processed with good
accuracy However, even at this stage of development the heuristics needed to avoid
memory use are rather complex. Hence we view the addition of the memory access
methods described 1n this paper as crucial to the further progress of RESEARCHER
as a robust understander.
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