# The Complexity of the Poisson Problem for Spaces of Bounded Mixed Derivatives 

Technical Report CUCS-016-95

Arthur G. Werschulz


#### Abstract

We are interested in the complexity of the Poisson problem with homogeneous Dirichlet boundary conditions on the $d$-dimensional unit cube $\Omega$. Error is measured in the energy norm, and only standard information (consisting of function evaluations) is available. In previous work on this problem, the standard assumption has been that the class $F$ of problem elements has been the unit ball of a Sobolev space of fixed smoothness $r$, in which case the $\varepsilon$-complexity is proportional to $\varepsilon^{-d / r}$. Given this exponential dependence on $d$, the problem is intractable for such classes $F$. In this paper, we seek to overcome this intractability by allowing $F$ to be the unit ball of a space $\mathscr{H}^{\rho}(\Omega)$ of bounded mixed derivatives, with $\rho$ a fixed multi-index with positive entries. We find that the complexity is proportional to $c(d)(1 / \varepsilon)^{1 / \rho_{\min }}[\ln (1 / \varepsilon)]^{b}$, and we give bounds on $b=b_{\rho, d}$. Hence, the problem is tractable in $1 / \varepsilon$, with exponent at most $1 / \rho_{\text {min }}$. The upper bound on the complexity (which is close to the lower bound) is attained by a modified finite element method (MFEM) using discrete blending spline spaces; we obtain an explicit bound (with no hidden constants) on the cost of using this MFEM to compute $\varepsilon$-approximations. Finally, we show that for any positive multi-index $\rho$, the Poisson problem is strongly tractable, and that the MFEM using discrete blended piecewise polynomial splines of degree $\rho$ is a strongly polynomial time algorithm. In particular, for the case $\rho=1$, the MFEM using discrete blended piecewise linear splines produces an $\varepsilon$-approximation with cost at most


$$
0.839262(c(d)+2)\left(\frac{1}{\varepsilon}\right)^{5.07911}
$$

## 1. Introduction

Second-order elliptic problems over $d$-dimensional domains arise often in scientific computation. The most well-known examples of such problems occur in engineering calculations, such as elasticity problems and steady-state heat flow.

[^0]Note that for these examples, we have $d=2$ or $d=3$. However, high-dimensional problems with large $d$ occur in other areas of scientific computation. Common examples of such problems include high-dimensional random walks and simultaneous Brownian motion of many non-interacting particles. Another example of a highdimensional problem is given by Schrödinger's equation from quantum mechanics, the solution of a $p$-particle problem in three dimensions being a function of $d=3 p$ variables. For instance, if we wanted to find the wave function of the electron cloud in an uranium atom, we would have $p=92$ electrons, so the dimension of the problem is $d=276$.

We wish to find the computational complexity of such problems, as well as optimal algorithms for their solution. To make this more precise, let $F$ be a given class of functions and let $L$ be a given second-order elliptic operator. Then we wish to calculate an $\varepsilon$-approximation to the solution, i.e., for any $f \in F$, we wish to calculate an approximation $U$ to the solution $u$ of the problem $L u=f$ such that $\|u-U\| \leq \varepsilon$, the norm being the standard energy norm. Of course, algorithms that produce approximations $U$ are constrained to using only finitely many information operations about the $f$. In this paper, we suppose that only standard information is permissible, i.e., values of $f$ at points in the domain. Then the $\varepsilon$-complexity is the minimal cost of calculating an $\varepsilon$-approximation, and an algorithm that computes an $\varepsilon$-approximation with minimal cost is an optimal algorithm.

Let us review what is known about the complexity of such problems. Suppose we first we make the standard assumption that $F$ is the unit ball of a standard Sobolev space consisting of all functions having fixed smoothness $r$. If we let $c(d)$ denote the cost of any information operation, then we find that the $\varepsilon$-complexity is proportional to $c(d) \varepsilon^{-d / r}$. Moreover, finite element methods of fixed degree using refined meshes are nearly optimal. (See [14, Chapter 5] for details.)

Note that the complexity increases exponentially in $d$. This is well-known as the hallmark of intractability (see [4]). Moreover, this effect can be seen even for the engineering examples with $d=3$. To be specific, let us only consider the case of standard information with $r=1$. Then the number of information operations required to compute an $\varepsilon$-approximation is proportional to $\varepsilon^{-3}$. If we need fourplace accuracy $\left(\varepsilon=10^{-4}\right)$, this means that we must use roughly $10^{12}$ operations. On a megaflop machine, this takes about a week and a half; on a gigaflop machine, this takes around 15 minutes.

Note that cleverer algorithms won't help defeat this "curse of dimensionality," since this is a result about the inherent problem complexity. If we are going to make such problems tractable, we need to somehow change the problem formulation.

Since one of this paper's main themes is to determine whether elliptic problems can be made tractable, we should recall that there are several different kinds of tractability.

1. If the complexity is at most $(c(d)+2) K(d)(1 / \varepsilon)^{p}$, then the problem is tractable in $1 / \varepsilon$, and the smallest $p$ is called the $1 / \varepsilon$-exponent of the problem. An algorithm that computes an $\varepsilon$-approximation at cost at most $(c(d)+2) K(d)(1 / \varepsilon)^{p}$ is said to be an $1 / \varepsilon$-polynomial time algorithm.
2. If the complexity is at most $(c(d)+2) K(\varepsilon) d^{q}$, then the problem is tractable in $d$, and the smallest $q$ is called the $d$-exponent of the problem. An algorithm that computes an $\varepsilon$-approximation at cost at most $(c(d)+2) K(\varepsilon) d^{q}$ is said to be a $d$-polynomial time algorithm.
3. If the complexity is at most $(c(d)+2) K(1 / \varepsilon)^{p}$, then the problem is strongly tractable, and the smallest $p$ is called the strong exponent of the problem. An algorithm that computes an $\varepsilon$-approximation at cost at most $(c(d)+$ 2) $K(1 / \varepsilon)^{p}$ is said to be a strongly polynomial time algorithm.

This is discussed in [19]. Note that rather than having the cost $c(d)$ of an information operation appear in these definitions, it is more convenient to use $c(d)+2$.

Recall that to make the problem tractable, we must reformulate it somehow. There are two ways to do this. The first is to no longer require that the error be at most $\varepsilon$ for all $f \in F$. In other words, we change the "setting." One way of doing this is to replace the worst case setting by an average case or probablistic setting; another is to allow nondeterminism. There is some discussion of this approach in [14, Chapters 7 and 8]; more recent results may be found in [17] and [18].

The only other way we can overcome intractability is to change the class $F$ of problem elements. One idea is to note that the admissible problem elements $f$ are analytic or (even more often) piecewise analytic functions. We allowed $F$ to be a class of analytic functions in [16], where we find that the complexity is proportional to $(c(d)+2)(\log 1 / \varepsilon)^{d}$. (Moreover, finite element methods with fixed mesh using increasing degree of approximation are nearly optimal.) In the terminology of [12], the problem is tractable in $1 / \varepsilon$, with exponent 0 . However, no $d$-tractability or strong tractability results are known. Unfortunately, the results for piecewise analytic functions are negative, unless we know the locations of the breaks; see [15] for the details.

In this paper, we return to the idea of using problem elements having limited smoothness, but in a different sense. Rather than assume that all Sobolev derivatives of a given order are bounded, we assume that $f$ has a given number $\rho_{i}$ of derivatives in the $i$ th coordinate direction for each $i \in\{1, \ldots, d\}$. In other words, we follow the lead of [12] in using spaces of bounded mixed derivatives, such as those studied by Temlyakov (see [8], [9], [10]).

Note that much of our previous work on elliptic problems dealt with the case of arbitrary elliptic operators $L$. Of course, we did this so that the results would apply to as wide a class of elliptic problems as possible. However, there is a downside to this approach; most of the results involved constants whose explicit expressions are hard to obtain. Since we are interested in what happens as the dimension $d$ varies, we need to know how these constants change with $d$. Hence, we only investigate a specific model problem in this paper, namely, the Poisson problem $-\Delta u=f$ on the $d$-dimensional unit cube $\Omega=I^{d}$, with homogeneous Dirichlet boundary conditions. Of course, there are other problems that we could have chosen instead (e.g., the Helmholtz problem, or a Neumann problem); for many of them, the techniques for their investigation should be similar to those contained in this paper.

We now outline the contents of this paper, section by section, describing the main results.

In Section 2, we formally describe our problem. As in [12], the class of problem elements is the unit ball in a tensor product $\stackrel{\circ}{H}^{\rho}(\Omega)=\bigotimes_{i=1}^{d} \stackrel{\circ}{H}^{\rho_{i}}(I)$ of onedimensional spaces. However, the problem itself is not a tensor product problem, i.e., the solution operator is not a tensor product of one-dimensional operators. We note that as formulated, the solution to our problem always satisfies periodic homogeneous boundary conditions; this means that singularities will not occur at the corners.

In Section 3, we determine complexity results for standard information. The problem complexity is proportional to $c(d)(1 / \varepsilon)^{1 / \rho_{\min }}[\ln (1 / \varepsilon)]^{b_{\rho, d}}$. Here, we only know that $b_{\rho, d} \in\left[\left(k^{*}-1\right) /\left(2 \rho_{\min }\right), d-1\right]$, where $k^{*}$ is the number of times the entry $\rho_{\text {min }}$ appears in the multi-index $\rho$. This means that we know the problem complexity to within a polylogarithmic factor. We also investigate a modified finite element method (MFEM) using discrete blending spline spaces of degree $\rho_{i}$ in the $i$ th coordinate direction ([1], [2], [3]). We determine that this MFEM can compute an $\varepsilon$-approximation with cost at most

$$
\beta_{1}(c(d)+2)\left(\beta_{2}+\beta_{3} \frac{\ln (1 / \varepsilon)}{d-1}\right)^{\frac{\left(\rho_{\min }+1\right)(d+1)}{\rho_{\min }}}\left(\frac{1}{\varepsilon}\right)^{1 / \rho_{\min }}
$$

Moreover, we have explicit expressions for the constants $\beta_{1}, \beta_{2}$, and $\beta_{3}$. For example, in the case $\rho=\mathbf{1}$, we consider the MFEM using discrete blended piecewise linear splines; the cost of using this algorithm to find an $\varepsilon$-approximation is at most

$$
0.192705(c(d)+2)\left(-0.961691+2.05964 \frac{\ln (1 / \varepsilon)}{d-1}\right)^{2(d+1)}\left(\frac{1}{\varepsilon}\right)
$$

It now follows that the problem is tractable in $1 / \varepsilon$ with exponent $1 / \rho_{\min }$, and the MFEM is a $1 / \varepsilon$-polynomial time algorithm. Finally in Section 4, we show that the problem is strongly tractable when standard information is permissible. The precise form of our strong exponent for arbitrary $\rho$ is somewhat complicated, requiring the solution of a nonlinear equation. However, since the complexity decreases as $\rho$ increases, we can use explicit values for the case $\rho=\mathbf{1}$ to find that the problem complexity is at most

$$
0.839262(c(d)+2)\left(\frac{1}{\varepsilon}\right)^{5.07911}
$$

for any $\rho$. Hence the Poisson problem is strongly tractable when standard information is permissible, with a strong exponent of at most 5.07911. We are certain that this estimate of the strong exponent is pessimistic, since the $1 / \varepsilon$ exponent is $1 / \rho_{\text {min }}$.

Finally, we note in closing that the results in this paper were obtained under the assumption that only standard information is permissible. We could well ask what happens if we allow arbitrary continuous linear information, i.e., allowing any continuous linear functional of the problem element. Since standard information is a proper subset of continuous linear information, one might expect the problem complexity to be significantly less and the strong exponent of the problem to be smaller, when continuous linear information is permissible. This is the subject of ongoing research, and will be reported in a future paper.
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## 2. Problem description

In what follows, we assume that the reader is familiar with the usual terminology and notations arising in the variational study of elliptic boundary value problems. See Chapter 5 and the Appendix of [14] for further details, as well as the references cited therein. We use $\mathbb{N}$ and $\mathbb{P}$ to respectively denote the nonnegative
and positive integers. Unless stated otherwise, Greek letters will be used to denote multi-indices, i.e., vectors in $\mathbb{N}^{d}$.

Our first step in the problem description will be to introduce some special Sobolev spaces, which will be closed subspaces of the usual Sobolev spaces. The main novelty in these spaces is that they satisfy certain boundary conditions. Our reason for choosing them is that they have a convenient orthonormal basis. (See also [13] for another example of using this technique, although in a different situation.)

First, we consider the spaces of functions defined over a one-dimensional interval. Let $I=(0,1)$, and set $z_{j}(t)=\sqrt{2} \sin j \pi t$ for $j \in \mathbb{P}$. Of course, $\left\{z_{j}\right\}_{j \in \mathbb{P}}$ is an orthonormal basis in $L_{2}(I)$. For $r \in \mathbb{R}$, we define

$$
\stackrel{\circ}{H}^{r}(I)=\left\{v \in \operatorname{span}\left\{z_{j}\right\}_{j=1}^{\infty}:\|v\|_{\hat{H}^{r}(I)}<\infty\right\}
$$

under the norm

$$
\|v\|_{H^{r}(I)}^{2}=\sum_{j=1}^{\infty}(\pi j)^{2 r}\left\langle f, z_{j}\right\rangle_{L_{2}(I)}^{2}
$$

It is easy to verify the following facts:
Lemma 2.1.

1. $\stackrel{\circ}{H}^{r}(I)$ is a Hilbert space.
2. For any $f, g \in \stackrel{\circ}{H}^{r}(I)$, we have $\langle f, g\rangle_{\hat{H}^{r}(I)}=\left\langle D^{r} f, D^{r} g\right\rangle_{L_{2}(I)}$.
3. Let $w_{j}(t)=(\pi j)^{-r} z_{j}(t)$ for $j \in \mathbb{P}$. Then $\left\{w_{j}\right\}_{j \in \mathbb{P}}$ is an orthonormal basis for $\stackrel{\circ}{H}^{r}(I)$.
Next, we define the spaces over the $d$-dimensional hypercube $\Omega=I^{d}$. For any multi-index $\rho \in \mathbb{N}^{d}$, we let

$$
\stackrel{\circ}{H}^{\rho}(\Omega)=\bigotimes_{i=1}^{d} \stackrel{\circ}{H}^{\rho_{i}}(I)
$$

under the tensor product norm

$$
\left\|v_{1} \ldots v_{d}\right\|_{\hat{H}^{\rho}(\Omega)}=\prod_{i=1}^{d}\left\|v_{i}\right\|_{\dot{H}^{\rho_{i}(I)}} \quad \forall v_{i} \in \stackrel{\circ}{H}^{\rho_{i}}(I), 1 \leq i \leq d
$$

The properties of the space $\stackrel{\circ}{H}^{\rho}(\Omega)$ are given by the following
Lemma 2.2 .

1. $\dot{H}^{\rho}(\Omega)$ is a Hilbert space.
2. For any $f, g \in \stackrel{\circ}{H}^{\rho}(\Omega)$, we have $\langle f, g\rangle_{H^{\rho}(\Omega)}=\left\langle D^{\rho} f, D^{\rho} g\right\rangle_{L_{2}(\Omega)}$.
3. For any multi-index $\alpha$, let $w_{\alpha}(x)=\pi^{-|\rho|} \alpha^{-\rho} z_{\alpha}(x)$, where

$$
z_{\alpha}\left(x_{1}, \ldots, x_{d}\right)=z_{\alpha_{1}}\left(x_{1}\right) \ldots z_{\alpha_{d}}\left(x_{d}\right)
$$

Then $\left\{w_{\alpha}\right\}_{\alpha \in \mathbb{P}^{d}}$ is an orthonormal basis for $\stackrel{\circ}{H}^{\rho}(\Omega)$.
In short, $\stackrel{\circ}{H}^{\rho}(\Omega)$ is a space of mixed derivatives, analogous to those studied in [9].

We are now ready to define our solution operator. Let $\rho \in \mathbb{P}^{d}$ be a fixed multi-index. Define

$$
F=\left\{f \in \stackrel{\circ}{H}^{\rho}(\Omega):\|f\|_{\hat{H}^{\rho}(\Omega)} \leq 1\right\}
$$

i.e., $F$ is the unit ball of $\stackrel{\circ}{H}^{\rho}(\Omega)$. Then we let $S: F \rightarrow H_{0}^{1}(\Omega)$ be given by

$$
\begin{equation*}
\langle S f, v\rangle_{H_{0}^{1}(\Omega)}=\langle f, v\rangle_{L_{2}(\Omega)} \quad \forall v \in H_{0}^{1}(\Omega) \tag{2.1}
\end{equation*}
$$

Thus $u=S f$ is the variational solution to

$$
\begin{aligned}
-\Delta u=f & \text { in } \Omega \\
u=0 & \text { on } \partial \Omega
\end{aligned}
$$

Note that we have the representation formula

$$
S f=\frac{1}{\pi^{2}} \sum_{\alpha \in \mathbb{P}^{d}} \frac{\left\langle f, w_{\alpha}\right\rangle_{\hat{H}^{\rho}(\Omega)}}{\alpha_{1}^{2}+\cdots+\alpha_{d}^{2}} w_{\alpha}=\frac{1}{\pi^{2}} \sum_{\alpha \in \mathbb{P}^{d}} \frac{\left\langle f, z_{\alpha}\right\rangle_{L_{2}(\Omega)}}{\alpha_{1}^{2}+\cdots+\alpha_{d}^{2}} z_{\alpha}
$$

Next, we recall the usual concepts of information-based complexity, see, e.g., [11] for a fuller development. We assume that only standard information is permissible, i.e., for any problem element $f$, we only know information of the form

$$
N f=\left[f\left(x_{1}\right), \ldots, f\left(x_{n}\right)\right] \quad \forall f \in F
$$

where $x_{1}, \ldots, x_{n} \in \bar{\Omega}$. Note that if the sample points are distinct, then $N$ is information of cardinality $n$, i.e., card $N=n$. Note that the information used is nonadaptive, i.e., the number and choice of evaluation points defining $N$ is determined in advance, independently of any particular $f \in F$. Since the solution operator is linear and $F$ is a convex balanced set, there is no loss of generality in doing this; see [11, Chapter 4.5] for further discussion.

Our model of computation is the standard one given in [11]. The evaluation of $f(x)$ for any $x \in \bar{\Omega}$ and $f \in F$ has cost $c(d)$, and the cost of basic combinatory operations is 1 . Typically, $c(d) \gg 1$.

In this paper, we consider the worst case setting. Hence, the error of any algorithm $\phi$ using information $N$ is given by

$$
e(\phi, N)=\sup _{f \in F}\|S f-\phi(N f)\|_{H_{0}^{1}(\Omega)} .
$$

The radius of information $N$ is

$$
r(N)=\inf _{\phi} e(\phi, N)
$$

and the $n$th minimal radius is

$$
r(n)=\inf \{r(N): \operatorname{card} N \leq n\} .
$$

The cost of an algorithm $\phi$ using $N$ is given by

$$
\operatorname{cost}(\phi, N)=\sup _{f \in F} \operatorname{cost}(\phi, N, f)
$$

with $\operatorname{cost}(\phi, N, f)$ denoting the cost of computing $\phi$ for a particular problem element $f$. As always, the $\varepsilon$-complexity

$$
\operatorname{comp}(\varepsilon)=\inf \{\operatorname{cost}(\phi, N): e(\phi, N) \leq \varepsilon\}
$$

of our problem is the minimal cost of computing an $\varepsilon$-approximation, for $\varepsilon \geq 0$. In this paper, we make frequent use of the inequality

$$
c(d) m(\varepsilon) \leq \operatorname{comp}(\varepsilon) \leq(c(d)+2) m(\varepsilon)
$$

where

$$
m(\varepsilon)=\min \{n \in \mathbb{N}: r(n) \leq \varepsilon\}
$$

is the $\varepsilon$-cardinality number.
In the sequel, we may sometimes wish to stress the dependence of various quantities on parameters such as the dimension $d$ of the region $\Omega=I^{d}$ or the multi-index $\rho$ defining the smoothness of the problem elements. We shall do this by writing, e.g., $\operatorname{comp}(\varepsilon, d, \rho)$ for the $\varepsilon$-complexity of a problem on a $d$-dimensional domain for which the problem elements have smoothness given by $\rho$.

## 3. Complexity results

In this section, we establish bounds on the $n$th minimal radius and the $\varepsilon$ complexity of our problem. These bounds are fairly tight in $\varepsilon$. We shall use these results in the next section, where we will establish that our problem is strongly tractable.

We first establish a lower bound on the $n$th minimal radius. In what follows, we let

$$
\rho_{\text {min }}=\min _{1 \leq i \leq d} \rho_{i}
$$

be the minimal component of $\rho$, and let

$$
k^{*}=\operatorname{card}\left\{i \in\{1, \ldots, d\}: \rho_{i}=\rho_{\min }\right\}
$$

denote the number of times $\rho_{\text {min }}$ appears in $\rho$.
Theorem 3.1.

1. There exists a constant $C$, depending on $d$, such that

$$
r(n) \geq C \frac{(\lg n)^{\left(k^{*}-1\right) / 2}}{n^{\rho_{\min }}}
$$

2. There exists a constant $C$, depending on $d$, such that

$$
\operatorname{comp}(\varepsilon, d) \geq C \cdot c(d)\left(\frac{1}{\varepsilon}\right)^{1 / \rho_{\min }}\left(\lg \frac{1}{\varepsilon}\right)^{\left(k^{*}-1\right) /\left(2 \rho_{\min }\right)}
$$

where $\rho_{\min }$ is the minimal component of $\rho$, appearing $k^{*}$ times.
Proof. To prove the first part of this Theorem, we will show that our problem is no easier than the integration problem studied in [10]. Let

$$
N f=\left[f\left(x_{1}\right), \ldots, f\left(x_{n}\right)\right]
$$

for points $x_{1}, \ldots, x_{n} \in \Omega$. Choose a fixed $\delta$ for which $0<\delta<1$; for instance, $\delta=\frac{1}{2}$ is a good choice. Let $\Omega_{\delta}=[-1+\delta, 1-\delta]^{d}$. In what follows, there is no essential loss of generality if we assume that $x_{1}, \ldots, x_{n} \in \Omega_{\delta}$. From [10], there exists a function $h \in C_{0}^{\infty}\left(\Omega_{\delta}\right)$ such that

$$
\begin{gathered}
N h=0 \\
\|h\|_{\hat{H}\left(\Omega_{\delta}\right)}=1 \\
\int_{\Omega_{\delta}} h(x) d x \geq C \frac{(\lg n)^{\left(k^{*}-1\right) / 2}}{n^{\rho_{\min }}}
\end{gathered}
$$

Here, $C$ is a constant that is independent of $n$. Now extend $h$ to the whole region $\Omega$ by taking $h=0$ outside $\Omega_{\delta}$. Then $\|h\|_{\hat{H}^{\rho}(\Omega)}=1$. Choose a nonnegative function $g \in H_{0}^{1}(\Omega)$ such that $g \equiv 1$ in $\Omega_{\delta}$. Using [11, Theorem 5.53] and (2.1), we find that

$$
\begin{aligned}
r(N) & \geq\|S h\|_{H_{0}^{1}(\Omega)} \geq \frac{\langle h, g\rangle_{L_{2}(\Omega)}}{\|g\|_{H_{0}^{1}(\Omega)}} \geq \frac{1}{\|g\|_{H_{0}^{1}(\Omega)}} \int_{\Omega_{\delta}} h(x) d x \\
& \geq \frac{C}{\|g\|_{H_{0}^{1}(\Omega)}} \frac{(\lg n)^{\left(k^{*}-1\right) / 2}}{n^{\rho_{\min }}} .
\end{aligned}
$$

Since $N$ is arbitrary standard information of cardinality $n$, the result follows immediately.

To prove the second part of this Theorem, we need only observe that by the first part, there exists $C$, independent of $\varepsilon$, such that

$$
m(\varepsilon, d) \geq C \cdot\left(\frac{1}{\varepsilon}\right)^{1 / \rho_{\min }}\left(\lg \frac{1}{\varepsilon}\right)^{\left(k^{*}-1\right) /\left(2 \rho_{\min }\right)}
$$

We now seek an algorithm whose performance will be close to the lower bounds established in Theorem 3.1. The main idea here is to use a discrete blending spline approximation (see [1], [2], [3]). As [5] and [6] point out, this is the same as Smolyak's algorithm (see [7], [8], [9], [10], [12]).

For future reference, we recall the approximation properties of one-dimensional polynomial spline spaces. Choose positive integers $m$ and $r$; we assume (without essential loss of generality) that $2^{r}$ is a multiple of $m$. Let $\mathcal{S}_{m, r}$ denote the space of continuous functions on $I$, whose restriction to the interval $\left[(i-1) m 2^{-r}, i m 2^{-r}\right]$ is a polynomial of degree at most $m$, for $1 \leq i \leq 2^{r} / m$. For any function $v: I \rightarrow \mathbb{R}$, we let $U_{m, r} v$ be the unique element of $\mathcal{S}_{m, r}$ of degree $m$ that interpolates $v$ at the points

$$
X_{r}=\left\{i 2^{-r}\right\}_{i=0}^{2^{r}}
$$

It will be convenient to let $U_{m, 0}=0$. The following standard result may be found in (e.g.) [13, p. 309]:

Lemma 3.1. Let $\ell_{1} \leq \ell_{2}$, with $\ell_{1} \in\{0,1\}$. There exists $C_{\min \left\{m, \ell_{2}-1\right\}}>0$ such that

$$
\left\|\left(v-U_{m, r} v\right)^{\left(\ell_{1}\right)}\right\|_{L_{2}(I)} \leq C_{\min \left\{m, \ell_{2}-1\right\}} 2^{-\left(\min \left\{\ell_{2}, m+1\right\}-\ell_{1}\right) r}\left\|v^{\left(\ell_{2}\right)}\right\|_{L_{2}(I)}
$$

for any $v \in H^{\ell_{2}}(I)$.
We now describe the construction of our multidimensional blending spline spaces, as well as the sparse grid on which they are defined and interpolation operators for these spaces. For $\kappa \in \mathbb{P}^{d}$, let

$$
\Delta_{\kappa_{i}, r}=U_{\kappa_{i}, r}-U_{\kappa_{i}, r-1} \quad \text { for } 1 \leq i \leq d
$$

For $q \geq d$, let

$$
S_{q, d, \kappa}=\sum_{|\alpha| \leq q} \bigotimes_{i=1}^{d} \Delta_{\kappa_{i}, \alpha_{k}}
$$

Note that this is is a mild variation of the approximation operator found in [12]; the novelty is that we allow different one-dimensional operators in the different coordinate directions, whereas the same operator was used for each direction in [12].

We can find a more explicit representation of this approximation operator by using the ideas found in [6] and in [12, Section 3]. First, we find that

$$
S_{q, d, \kappa}=\sum_{q-d+1 \leq|\alpha| \leq q}(-1)^{q-|\alpha|}\binom{d-1}{q-|\alpha|} \bigotimes_{i=1}^{d} U_{\kappa_{i}, \alpha_{i}} .
$$

Moreover, for any function $v$ defined on $\Omega$, the approximation $S_{q, d, \kappa} v$ depends on $v$ only through the values of $v$ at the union

$$
H(q, d)=\bigcup_{q-d+1 \leq|\alpha| \leq q} X_{\alpha_{1}} \times \cdots \times X_{\alpha_{d}}=\left\{x_{1}, \ldots, x_{n(q, d)}\right\}
$$

Note that since the sets $\left\{X_{i}\right\}_{i=1}^{\infty}$ are nested, the sets $\{H(q, d)\}_{q=1}^{\infty}$ are also nested. The points belonging to $H(q, d)$ are called hyperbolic cross points, and the set $H(q, d)$ is called a sparse grid.

We let

$$
n=n(q, d)=\operatorname{card} H(q, d)
$$

denote the number of points in the sparse grid $H(q, d)$. We also let

$$
\mathcal{S}_{q, d, \kappa}=\bigcup_{q-d+1 \leq|\alpha| \leq q} \bigotimes_{i=1}^{d} \operatorname{Range}\left(U_{\kappa_{i}, \alpha_{i}}\right)
$$

denote the resulting discrete blending spline space.
Now we are ready to describe our approximation algorithm, which will use the particular blending spline space $\mathcal{S}_{q, d, \rho}$. Note that this is the blending spline space $\mathcal{S}_{q, d, \kappa}$ with $\kappa=\rho$. In other words, we choose the polynomial degree of the blending spline space in a given direction as the number of derivatives that a problem element has in that direction.

Let $q$ and $d$ be given. For $f \in F$, let

$$
N_{q, d} f=\left[f\left(x_{1}\right), \ldots, f\left(x_{n(q, d)}\right) .\right]
$$

denote hyperbolic cross point information about $f$. Note that since $f \in \stackrel{\circ}{H}^{\rho}(\Omega)$ and $\rho \in \mathbb{P}^{d}$, the Sobolev embedding theorem guarantees that the information $N_{q, d} f$ is well-defined for any $f \in F$. Then Lemma 7 of [12] states that

$$
\begin{equation*}
\operatorname{card} N_{q, d}=n(q, d) \leq 2^{q-d+1}\binom{q-1}{d-1} . \tag{3.1}
\end{equation*}
$$

For $f \in F$, we calculate $u_{q, d} \in \mathcal{S}_{q, d, \rho}$ such that

$$
\begin{equation*}
\left\langle\nabla u_{q, d}, \nabla s\right\rangle_{L_{2}(\Omega)}=\left\langle S_{q, d, \rho} f, s\right\rangle_{L_{2}(\Omega)} \quad \forall s \in \mathcal{S}_{q, d, \rho} . \tag{3.2}
\end{equation*}
$$

Note that this is a modified version of Galerkin's method, with the test and trial spaces both being $\mathcal{S}_{q, d, p}$; the change is that we are not using inner products with $f$, but with $S_{q, d, \rho} f$. It is easy to see that for any $f \in F$, there exists a unique $u_{q, d} \in \mathcal{S}_{q, d, \rho}$ satisfying (3.2) and that $u_{q, d}$ depends on $f$ only through the information $N_{q, d} f$; see [11, p. 161] for further discussion. Hence we may write

$$
u_{q, d}=\phi_{q, d}\left(N_{q, d} f\right)
$$

where $\phi_{q, d}$ is the modified finite element method (MFEM) based on $\mathcal{S}_{q, d, \rho}$.
We now give an abstract error estimate for our MFEM; a proof is contained in the beginning of the proof of [14, Theorem 5.7.4].

Lemma 3.2. For any q and d, we have

$$
e\left(\phi_{q, d}, N_{q, d}\right) \leq \sup _{f \in F}\left[\left\|S f-S_{q, d, \rho} S f\right\|_{H_{0}^{1}(\Omega)}+\left\|f-S_{q, d, \rho} f\right\|_{H_{0}^{-1}(\Omega)}\right]
$$

We now develop Sobolev error bounds for using Smolyak's algorithm to approximate the identity operator. Once we have such bounds, we can directly apply Lemma 3.2. These bounds are given in

Lemma 3.3. For $\kappa \in \mathbb{P}^{d}$, let

$$
C_{\kappa}=\max _{1 \leq i \leq d} C_{\kappa_{i}}
$$

Let $\beta, \theta \in \mathbb{N}^{d}$, with $\beta \leq \theta$. Define

$$
\delta_{i}=\min \left\{\theta_{i}, \kappa_{i}+1\right\} \quad \text { for } 1 \leq i \leq d
$$

Let

$$
\begin{gathered}
s=\min _{1 \leq i \leq d} \theta_{i}-\beta_{i}, \\
t=\min _{1 \leq i \leq d} \min \left\{\theta_{i}, \kappa_{i}+1\right\}-\beta_{i}, \\
H_{\kappa}=\max \left\{\left(\frac{2}{\pi}\right)^{s}, 1+2^{(\theta-\beta)_{\max }} C_{\kappa}\right\} .
\end{gathered}
$$

Then

$$
\left\|D^{\beta}\left(v-S_{q, d, \kappa} v\right)\right\|_{L_{2}(\Omega)} \leq C_{\kappa} H_{\kappa}^{d-1}\binom{q}{d-1} 2^{-t q}\left\|D^{\theta} v\right\|_{L_{2}(\Omega)}
$$

Proof. We first establish some notation that we will need to prove this lemma. In such cases where it will cause no confusion, we shall write $S_{q, d}$ instead of $S_{q, d, \kappa}$ in what follows. For any $q$ and $d$, we let

$$
Q(q, d)=\left\{\alpha \in \mathbb{P}^{d}:|\alpha| \leq q\right\}
$$

We also let $\mathrm{id}_{d}$ denote the identity operator for functions that are defined on $I^{d}$. If $L: X \rightarrow Y$ is a linear transformation of normed linear spaces, we let $\|L\|_{\mathcal{L}(X \rightarrow Y)}$ denote the usual operator norm. Finally, we let

$$
e_{q, d}=\left\|D^{\beta}\left(\operatorname{id}_{d}-S_{q, d}\right)\right\|_{\mathcal{L}\left(\hat{H}^{\theta}(\Omega) \rightarrow L_{2}(\Omega)\right)}
$$

We seek bounds on $e_{q, d}$.
As in [12, p. 13], we have

$$
S_{q, d}=\sum_{\alpha \in Q(q-1, d-1)}\left(\bigotimes_{i=1}^{d-1} \Delta_{\kappa_{i}, \alpha_{i}}\right) \otimes U_{\kappa_{d}, q-|\alpha|}
$$

Hence if $\kappa \in \mathbb{P}^{d+1}$, we find that
$\mathrm{id}_{d+1}-S_{q+1, d+1}=\sum_{\alpha \in Q(q, d)}\left(\bigotimes_{i=1}^{d} \Delta_{\kappa_{i}, \alpha_{i}}\right) \otimes\left(\mathrm{id}_{1}-U_{d+1, q+1-|\alpha|}\right)+\left(\mathrm{id}_{d}-S_{q, d}\right) \otimes \mathrm{id}_{1}$.

Thus

$$
\begin{aligned}
& \partial_{1}^{\beta_{1}} \ldots \partial_{d+1}^{\beta_{d+1}}\left(\mathrm{id}_{d+1}-S_{q+1, d+1}\right)= \\
& \sum_{\alpha \in Q(q, d)}\left(\bigotimes_{i=1}^{d} \partial_{i}^{\beta_{i}} \Delta_{\kappa_{i}, \alpha_{i}}\right) \otimes \partial_{d+1}^{\beta_{d+1}}\left(\mathrm{id}_{1}-U_{d+1, q+1-|\alpha|}\right) \\
& \\
&
\end{aligned}
$$

From this we find that

$$
\begin{align*}
& e_{q+1, d+1} \leq \sum_{\alpha \in Q(q, d)}\left(\prod_{i=1}^{d}\left\|\partial_{i}^{\beta_{i}} \Delta_{\kappa_{i}, \alpha_{i}}\right\|_{\mathcal{L}\left(\dot{H}^{\left.\theta_{i}(I) \rightarrow L_{2}(I)\right)}\right.}\right.  \tag{3.3}\\
& \left.\times\left\|\partial_{d+1}^{\beta_{d+1}}\left(\mathrm{id}_{1}-U_{d+1, q+1-|\alpha|}\right)\right\|_{\mathcal{L}\left(\hat{H}^{\theta}{ }^{d+1}(I) \rightarrow L_{2}(I)\right)}\right) \\
& +e_{q, d}\left\|\partial_{d+1}^{\beta_{d+1}}\right\|_{\mathcal{L}\left(\dot{H}^{\left.\theta_{d+1}(I) \rightarrow L_{2}(I)\right)}\right.} .
\end{align*}
$$

Using a Fourier series expansion, it is straightforward to check that

$$
\begin{equation*}
\left.\left\|\partial_{d+1}^{\beta_{d+1}}\right\|_{\mathcal{L}\left(\hat{H}^{\theta} d+1\right.}(I) \rightarrow L_{2}(I)\right)=\left(\frac{1}{\pi}\right)^{\theta_{d+1}-\beta_{d+1}} \tag{3.4}
\end{equation*}
$$

Let $E_{\kappa}=2^{(\theta-\beta)_{\max }} C_{\kappa}$. Using (3.4) and Lemma 3.1 in (3.3), we find that

$$
\begin{aligned}
& e_{q+1, d+1} \leq C_{k} E_{k}^{d} \sum_{\alpha \in Q(q, d)} 2^{-\left[\left(\delta_{1}-\beta_{1}\right) \alpha_{1}+\cdots+\left(\delta_{d}-\beta_{d}\right) \alpha_{d}+\left(\delta_{d+1}-\beta_{d+1}\right)(q+1-|\alpha|)\right]} \\
&+\left(\frac{1}{\pi}\right)^{\theta_{d+1}-\beta_{d+1}}
\end{aligned}
$$

Since

$$
\operatorname{card} Q(q, d)=\binom{q}{d}
$$

the previous inequality implies that

$$
e_{q, d} \leq C_{\kappa} E_{\kappa}^{d}\binom{q}{d} 2^{-t(q+1)}+\left(\frac{1}{\pi}\right)^{\theta_{d+1}-\beta_{d+1}}
$$

As in [12, Lemma 2], we now find that

$$
e_{q, d} \leq C_{\kappa} H_{\kappa}^{d-1}\binom{q}{d-1} 2^{-t q}
$$

as required.
We can now give an error bound for the MFEM based on the space $\mathcal{S}_{q, d, \rho}$ of discrete blending splines:

Theorem 3.2. Let

$$
C_{\rho}=\max _{1 \leq i \leq d} C_{\rho_{i}}
$$

and

$$
H_{\rho}=\max \left\{\left(\frac{2}{\pi}\right)^{\rho_{\mathrm{min}}},\left(1+2^{\rho_{\mathrm{max}}}\right) C_{\rho}\right\} .
$$

For any $d \in \mathbb{P}$ and $q \geq d$, we have

$$
e\left(\phi_{q, d}, N_{q, d}\right) \leq\left(1+\pi^{-1}\right) C_{\rho} H_{\rho}^{d-1}\binom{q}{d-1} 2^{-q \rho_{\min }}
$$

Proof. Let $f \in F$, and then let $u=S f$. We need to find upper bounds for $\left\|u-S_{q, d, \rho} u\right\|_{H_{0}^{1}(\Omega)}$ and for $\left\|f-S_{q, d, \rho} f\right\|_{H_{0}^{-1}(\Omega)}$. In what follows, we will make use of the notation given in Lemma 3.3, letting $\kappa=\rho$.

We first estimate $\left\|f-S_{q, d, \rho} f\right\|_{H_{0}^{-1}(\Omega)}$. Choose $\beta=\mathbf{0}$ and $\theta=\rho$. Then $\delta=\rho$, so that $s=t=\rho_{\text {min }}$. From Lemma 3.3, it follows that

$$
\begin{align*}
\left\|f-S_{q, d, \rho} f\right\|_{H_{0}^{-1}(\Omega)} & \leq\left\|f-S_{q, d, \rho} f\right\|_{L_{2}(\Omega)} \\
& \leq C_{\rho} H_{\rho}^{d-1}\binom{q}{d-1} 2^{-q \rho_{\min }}\left\|D^{\rho} f\right\|_{L_{2}(\Omega)} \tag{3.5}
\end{align*}
$$

We are now left with estimating $\left\|u-S_{q, d, \rho} u\right\|_{H_{0}^{1}(\Omega)}$. Choose $i \in\{1, \ldots, d\}$, and let $\beta=e_{i}$, where $e_{i}$ is the $i$ th standard unit vector in $\mathbb{R}^{d}$. Now set $\theta=\rho+e_{i}$. Since $\delta-\beta=\rho$, we find that $t=\rho_{\min }$. Moreover, $\theta-\beta=\rho$, so that $s=\rho_{\min }$. This gives the estimate

$$
\left\|\partial_{i}\left(u-S_{q, d, \rho} u\right)\right\|_{L_{2}(\Omega)} \leq C_{\rho} H_{\rho}^{d-1}\binom{q}{d-1} 2^{-q \rho_{\min }}\left\|D^{\rho} \partial_{i} u\right\|_{L_{2}(\Omega)}
$$

so that

$$
\begin{equation*}
\left\|u-S_{q, d, \rho} u\right\|_{H_{0}^{1}(\Omega)} \leq C_{\rho} H_{\rho}^{d-1}\binom{q}{d-1} 2^{-q \rho_{\min }}\left[\sum_{i=1}^{d}\left\|D^{\rho} \partial_{i} u\right\|_{L_{2}(\Omega)}^{2}\right]^{1 / 2} . \tag{3.6}
\end{equation*}
$$

We must estimate the sum on the right-hand side of (3.6). Expanding

$$
\begin{equation*}
f=\sum_{\alpha \in \mathbb{P}^{d}} c_{\alpha} z_{\alpha} \tag{3.7}
\end{equation*}
$$

we have

$$
\begin{equation*}
u=S f=\pi^{-2} \sum_{\alpha \in \mathbb{P}^{d}} \frac{c_{\alpha}}{\alpha_{1}^{2}+\cdots+\alpha_{d}^{2}} z_{\alpha} \tag{3.8}
\end{equation*}
$$

Hence for any $i \in\{1, \ldots, d\}$, we have

$$
\left\|D^{\rho} \partial_{i} u\right\|_{L_{2}(\Omega)}^{2}=\pi^{2(|\rho|-1)} \sum_{\alpha \in \mathbb{P}^{d}} \frac{c_{\alpha}^{2} \alpha^{2 \rho} \alpha_{i}^{2}}{\left(\alpha_{1}^{2}+\cdots+\alpha_{d}^{2}\right)^{2}}
$$

so that

$$
\begin{equation*}
\sum_{i=1}^{d}\left\|D^{\rho} \partial_{i} u\right\|_{L_{2}(\Omega)}^{2}=\pi^{2(|\rho|-1)} \sum_{\alpha \in \mathbb{P}^{d}} \frac{c_{\alpha}^{2} \alpha^{2 \rho}}{\alpha_{1}^{2}+\cdots+\alpha_{d}^{2}} \leq \pi^{2(|\rho|-1)} \sum_{\alpha \in \mathbb{P}^{d}} c_{\alpha}^{2} \alpha^{2 \rho} \tag{3.9}
\end{equation*}
$$

On the other hand, we have

$$
\begin{equation*}
\left\|D^{\rho} f\right\|_{L_{2}(\Omega)}^{2}=\sum_{\alpha \in \mathbb{P}^{d}}\left\|D^{\rho} z_{\alpha}\right\|_{L_{2}(\Omega)}^{2}=\pi^{2|\rho|} \sum_{\alpha \in \mathbb{P}^{d}} c_{\alpha}^{2} \alpha^{2 \rho} . \tag{3.10}
\end{equation*}
$$

Comparing (3.9) with (3.10), we see that

$$
\begin{equation*}
\left[\sum_{i=1}^{d}\left\|D^{\rho} \partial_{i} u\right\|_{L_{2}(\Omega)}\right]^{1 / 2} \leq \pi^{-1}\left\|D^{\rho} f\right\|_{L_{2}(\Omega)} \tag{3.11}
\end{equation*}
$$

Using this inequality in (3.6), we get

$$
\begin{equation*}
\left\|u-S_{q, d, \rho} u\right\|_{H_{0}^{1}(\Omega)} \leq \pi^{-1} C_{\rho} H_{\rho}^{d-1}\binom{q}{d-1} 2^{-q \rho_{\min }}\left\|D^{\rho} f\right\|_{L_{2}(\Omega)} \tag{3.12}
\end{equation*}
$$

The desired result now follows from (3.5), (3.12), and Lemma 3.2.
Using this result, we now find an upper bound on the error of using the MFEM with $n$ evaluations.

Theorem 3.3. For any d, let

$$
A_{d}=\frac{\left(1+\pi^{-1}\right) C_{\rho} H_{\rho}^{d-1}}{2^{\rho_{\min }(d-2)}((d-1)!)^{\rho_{\min }+1}}
$$

and

$$
B_{d}=2^{d-1}(d-1)!
$$

Let $n$ be given. Choose

$$
q=q(n, d)=\left\lfloor\lg \left(B_{d} n\right)-(d-1) \lg \lg \left(B_{d} n\right)\right\rfloor .
$$

Then

$$
\operatorname{card} N_{n, q} \leq n
$$

and

$$
e\left(\phi_{q, d}, N_{q, d}\right) \leq A_{d} \frac{\left[\lg \left(B_{d} n\right)\right]^{(d-1)\left(\rho_{\min }+1\right)}}{n^{\rho_{\min }}}
$$

Hence, there exists $a_{\rho, d} \in\left[\frac{1}{2}\left(k^{*}-1\right),(d-1)\left(\rho_{\min }+1\right)\right]$ such that

$$
r(n)=\Theta\left(\frac{(\lg n)^{a_{\rho, d}}}{n^{\rho_{\mathrm{min}}}}\right) .
$$

Proof. Use (3.1) to find that

$$
\operatorname{card} N_{q, d} \leq 2^{q-d+1} \frac{(q-1)^{d-1}}{(d-1)!} \leq \frac{2^{q} q^{d-1}}{B_{d}}
$$

From the definition of $q(n, d)$, we find that

$$
2^{q} \leq \frac{B_{d} n}{\left[\lg \left(B_{d} n\right)\right]^{d-1}}
$$

and that

$$
\begin{equation*}
q \leq \lg \left(B_{d} n\right) \tag{3.13}
\end{equation*}
$$

We now find that

$$
\operatorname{card} N_{q, d} \leq n
$$

On the other hand, we also see that there exists $y \in[0,1)$ such that

$$
q=\lg \left(\frac{B_{d} n}{\left[\lg \left(B_{d} n\right)\right]^{d-1}}\right)-y
$$

and hence

$$
2^{-q} \leq 2 \frac{\lg \left(B_{d} n\right)^{d-1}}{B_{d} n}
$$

Using this inequality and (3.13) in Theorem 3.4, we immediately find the desired bound on the error.

Remark. Note that there is a mild gap between the lower and upper bounds on the $n$th minimal error as given (respectively) by Theorem 3.1 and Theorem 3.4. That is, the exponents of $n$ are the same, but the exponents of $\lg n$ differ.

There are two reasons for this. The first is that we are using the integration problem to establish our lower bound, whereas we are using a variant of the $L_{2^{-}}$ approximation problem to find our upper bound. The difficulty here is that the minimal error and complexity are different for these two problems, and so a gap is unavoidable, unless we can find a different technique of establishing our lower and upper bounds.

The second reason for the gap may be found in Lemma 3.3. If we consider the bound on the $L_{2}$-error contained in (3.5) as a function of the cardinality $n$ of the information, we find an upper bound $O\left(n^{-\rho_{\min }}(\lg n)^{(d-1)\left(\rho_{\min }+1\right)}\right)$ on the error of using discrete blending splines to approximate $\stackrel{\circ}{H}^{\rho}(\Omega)$-functions in the $L_{2^{-}}$ norm. But the $n$th minimal error for this approximation problem is proportional to $(\lg n)^{\left(k^{*}-1\right)\left(\rho_{\min }+\beta(n)\right)} n^{-\rho_{\text {min }}}$, where $k^{*}$ is the number of minimal components in $\rho$ and $\beta(n) \in[0,1]$. This implies one of two possibilities: either discrete blending spline approximation is not an optimal algorithm (even for the $L_{2}$-approximation problem) or the estimate given in Lemma 3.3 is pessimistic.

Hence we have found reasonably tight bounds on the $n$th minimal error. The next task is to find an upper bound on the cost of using the MFEM to compute an $\varepsilon$-approximation, said upper bound being reasonably close (i.e., to within a polylogarithmic factor of $1 / \varepsilon$ ) to the lower bound given in Theorem 3.1. Our approach follows that of $[\mathbf{1 2}$, Section 6].

Theorem 3.4. Let $\varepsilon>0$ and $d \in \mathbb{P}$ be given.

1. Suppose that $\varepsilon \geq \pi^{-(|\rho|+1)} d^{-1}$. The error of the zero algorithm $\phi_{\text {zero }} \equiv 0$ (which uses the zero information $N_{\text {zero }} \equiv 0$ ) is at most $\varepsilon$. Hence

$$
\operatorname{comp}(\varepsilon, d)=\operatorname{cost}\left(\phi_{\text {zero }}, N_{\text {zero }}\right)=0 \quad \text { for } \varepsilon \geq \pi^{-(|\rho|+1)} d^{-1}
$$

2. Suppose that $d=1$. Then

$$
e\left(\phi_{q, 1}, N_{q, 1}\right) \leq \varepsilon
$$

for

$$
q=\left\lceil\frac{1}{\rho_{1}} \ln \frac{\left(1+\pi^{-1}\right) C_{\rho_{1}}}{\varepsilon}\right\rceil
$$

Hence

$$
\operatorname{comp}(\varepsilon, 1) \leq \operatorname{cost}\left(\phi_{q, 1}, N_{q, 1}\right) \leq 2(c(1)+2)\left(\frac{\left(1+\pi^{-1}\right) C_{\rho_{1}}}{\varepsilon}\right)^{1 / \rho_{1}}
$$

3. Suppose that $d \geq 2$ and $\varepsilon \leq \pi^{-(|\rho|+1)} d^{-1}$. Recall that

$$
C_{\rho}=\max _{1 \leq i \leq d} C_{\rho_{i}}
$$

and

$$
H_{\rho}=\max \left\{\left(\frac{2}{\pi}\right)^{\rho_{\min }},\left(1+2^{\rho_{\max }}\right) C_{\rho}\right\}
$$

Let

$$
h=h(\varepsilon, d)=\frac{e H_{\rho}}{\rho_{\min } \ln 2}\left(\frac{C_{\rho}\left(1+\pi^{-1}\right)}{\varepsilon \sqrt{2 \pi(d-1)}}\right)^{1 /(d-1)}
$$

Recursively define the sequence $\left\{t_{k}\right\}_{k=0}^{\infty}$ as

$$
t_{k}= \begin{cases}\ln \left(h t_{k-1}\right) & \text { if } k \geq 1 \\ \frac{e \ln h}{e-1} & \text { if } k=0\end{cases}
$$

Pick any $k \in \mathbb{N}$, and let

$$
q=q_{\varepsilon, d}=\left\lceil\frac{t_{k+1}(d-1)}{\rho_{\min } \ln 2}\right\rceil .
$$

Define

$$
\begin{aligned}
& \alpha_{0}(d)=\left(\frac{1}{2 \pi(d-1)}\right)^{\left(\rho_{\min }+1\right) /\left(2 \rho_{\min }\right)} \frac{2}{\rho_{\min } \ln 2} \\
& \alpha_{2}= \frac{e^{2} H_{\rho}^{1 /\left(\rho_{\min }+1\right)}}{(e-1) \rho_{\min } \ln 2}\left(\frac{1}{2}\right)^{\rho_{\min } /\left(\rho_{\min }+1\right)} \\
& \alpha_{1}=\alpha_{2} \cdot \ln \frac{e H_{\rho}}{\rho_{\min } \ln 2}
\end{aligned}
$$

Then

$$
e\left(\phi_{q, d}, N_{q, d}\right) \leq \varepsilon
$$

and
$\operatorname{comp}(\varepsilon, d) \leq \operatorname{cost}\left(\phi_{q, d}, N_{q, d}\right) \leq(c(d)+2) \alpha_{0}(d)$

$$
\begin{array}{r}
\times\left(\alpha_{1}+\alpha_{2} \frac{\ln \sqrt{\frac{1}{2 \pi(d-1)}}+\ln \frac{C_{\rho}\left(1+\pi^{-1}\right)}{\varepsilon}}{d-1}\right) \\
\times\left(\frac{C_{\rho}\left(1+\pi^{-1}\right)}{\varepsilon}\right)^{\frac{\left(\rho_{\min }+1\right)(d-1)}{\rho_{\min }}}
\end{array} .
$$

Hence, there exists $b_{\rho, d} \in\left[\left(k^{*}-1\right) /\left(2 \rho_{\min }\right), d-1\right]$ such that

$$
\operatorname{comp}(\varepsilon, d)=\Theta\left(\left(\frac{1}{\varepsilon}\right)^{1 / \rho_{\min }}\left(\ln \frac{1}{\varepsilon}\right)^{b_{\rho, d}}\right)
$$

Proof. To prove part 1, we recall that the error of the zero algorithm equals the operator norm $\|S\|_{\mathcal{L}\left(H^{\rho}(\Omega), H_{0}^{1}(\Omega)\right)}$. To calculate this, we expand an arbitrary $f \in \stackrel{\circ}{H}^{\rho}(\Omega)$ as in (3.7), with $u=S f$ given by (3.8). We then have

$$
\begin{aligned}
\|S f\|_{H_{0}^{1}(\Omega)}^{2} & =\pi^{-2} \sum_{\alpha \in \mathbb{P}^{d}} \frac{c_{\alpha}^{2}}{\left(\alpha_{1}^{2}+\cdots+\alpha_{d}^{2}\right)^{2}} \leq \pi^{-2} d^{-2} \sum_{\alpha \in \mathbb{P}^{d}} c_{\alpha}^{2} \alpha^{2 \rho} \\
& =\pi^{-2(|\rho|+1)} d^{-2} \sum_{\alpha \in \mathbb{P}^{d}} c_{\alpha}^{2} \alpha^{2 \rho}=\pi^{-2(|\rho|+1)} d^{-2}\|f\|_{H^{\rho}(\Omega)}
\end{aligned}
$$

see (3.10). Since this bound is sharp (choose $f=z_{\boldsymbol{1}}$ ), we find that

$$
\|S\|_{\left.\mathcal{L}^{( } H^{\rho}(\Omega), H_{0}^{1}(\Omega)\right)}=\pi^{-(|\rho|+1)} d^{-1}
$$

Hence the zero algorithm yields an $\varepsilon$-approximation for any $\varepsilon \leq \pi^{-(|\rho|+1)} d^{-1}$, as claimed.

To prove part 2, we need only use Theorem 3.2 to see that

$$
e\left(\phi_{q, 1}, N_{q, 1}\right) \leq\left(1+\pi^{-1}\right) C_{\rho_{1}} 2^{-q \rho_{1}} .
$$

It now follows that $e\left(\phi_{q, 1}, N_{q, 1}\right) \leq \varepsilon$ with $q$ as given. Using (3.1), we see that

$$
\operatorname{cost}\left(\phi_{q, d}, N_{q, d}\right) \leq(c(1)+2) 2^{q}
$$

We now turn to the proof of part 3 , following the approach used in the proof of [12, Theorem 1]. Let $d \geq 2$ and $\varepsilon \leq \pi^{-(|\rho|+1)} d^{-1}$. Let $x=q /(d-1)$. Since $m!\geq(m / e)^{m} \sqrt{2 \pi m}$, we have

$$
\begin{equation*}
\binom{q}{d-1} \leq \frac{q^{d-1}}{(d-1)!} \leq \frac{(x e)^{d-1}}{\sqrt{2 \pi(d-1)}} \tag{3.14}
\end{equation*}
$$

From Theorem 3.2, we find that $e\left(\phi_{q, d}, N_{q, d}\right) \leq \varepsilon$ if

$$
\begin{equation*}
\frac{(x e)^{d-1}}{\sqrt{2 \pi(d-1)}} \leq \frac{\varepsilon}{\left(1+\pi^{-1}\right) C_{\rho} H_{\rho}^{d-1} 2^{-q \rho_{\mathrm{min}}}} \tag{3.15}
\end{equation*}
$$

We change variables, letting $t=x \rho_{\text {min }} \ln 2$. Then (3.15) may be rewritten as

$$
\begin{equation*}
t \geq \ln t+\ln h \tag{3.16}
\end{equation*}
$$

which is a sufficient condition for $e\left(\phi_{q, d}, N_{q, d}\right) \leq \varepsilon$. From the definition of $H_{\rho}$, we know that $C_{\rho} \geq \pi^{-\rho_{\text {min }}}$. Hence we have

$$
\varepsilon \leq \pi^{-\left(\rho_{\mathrm{min}} d+1\right)} \leq C_{\rho} \pi^{-1}\left(\frac{H_{\rho}}{2^{\rho_{\mathrm{min}}}}\right)^{d-1} \leq C_{\rho} \pi^{-1}\left(\frac{e H_{\rho}}{2^{\rho_{\mathrm{min}}}}\right)^{d-1} \sqrt{\frac{1}{2 \pi(d-1)}}
$$

see [12, p. 29]. From this, it follows that

$$
h \geq \frac{2^{\rho_{\min }}}{\rho_{\min } \ln 2}>e .
$$

Using this inequality, it is easy to prove (via induction) that $t_{k} \geq \ln t_{k}+\ln h$ for all $k \in \mathbb{N}$, with $t_{k}$ monotonically decreasing (as $k \rightarrow \infty$ ) to the unique solution $t^{*}$ of the equation $t^{*}=\ln t^{*}+\ln h$. In what follows, we fix a choice for $k$. Let $q=q_{\varepsilon, d}$, with $q_{\varepsilon, d}$ as in the statement of the Theorem. Since (3.16) holds for $t=t_{k}$, it now follows that $e\left(\phi_{q, d}, N_{q, d}\right) \leq \varepsilon$.

To complete the proof of (3), we let

$$
q=q_{e, d} \leq 1+\frac{t_{k+1}(d-1)}{\rho_{\min } \ln 2}
$$

and then we calculate an upper bound on $n(q, d)=\operatorname{card} N_{q, d}$. Using (3.1), (3.14), and (3.15), we see that

$$
n(q, d) \leq 2^{q-d+1}\binom{q-1}{d-1}=2^{q-d+1} \frac{q-d+1}{q}\binom{q}{d-1} \leq \frac{2^{q\left(\rho_{\min }+1\right)} \varepsilon}{\left(1+\pi^{-1}\right) C_{\rho} H_{\rho}^{d-1} 2^{d-1}}
$$

Substituting the upper bound for $q$ into this inequality, we find (after some calculations) that

$$
\begin{aligned}
n(q, d) \leq \frac{2^{d-1}}{H_{\rho}^{d-1}}\left(\frac{e H_{\rho} t_{k}}{\rho_{\min } \ln 2}\right)^{\frac{\left(\rho_{\min }+1\right)(d-1)}{\rho_{\min }}} & \\
& \times\left(\frac{1}{\sqrt{2 \pi(d-1)}}\right)^{\frac{\rho_{\min }+1}{\rho_{\min }}}\left(\frac{C_{\rho}\left(1+\pi^{-1}\right)}{\varepsilon}\right)^{1 / \rho_{\min }}
\end{aligned}
$$

Since $t_{k} \leq t_{0}$, this inequality also holds when $t_{k}$ is replaced by $t_{0}$. After a few more calculations, we find that

$$
\begin{aligned}
n(q, d) \leq \alpha_{0}(d)( & \left.\frac{C_{\rho}\left(1+\pi^{-1}\right)}{\varepsilon}\right)^{1 / \rho_{\min }} \\
& \times\left(\alpha_{1}+\alpha_{2} \frac{\ln \sqrt{\frac{1}{2 \pi(d-1)}}+\ln \frac{C_{\rho}\left(1+\pi^{-1}\right)}{\varepsilon}}{d-1}\right)
\end{aligned}
$$

Since $\phi_{q, d}$ is a linear algorithm using information $N_{q, d}$, we immediately get the desired bound on $\operatorname{cost}\left(\phi_{q, d}, N_{q, d}\right)$.

As in [12, p. 32], we can simplify the form of the upper bound in (3) of Theorem 3.4.

Theorem 3.5. Let

$$
\begin{gathered}
\beta_{1}=\alpha_{0}(2)\left(C_{\rho}\left(1+\pi^{-1}\right)\right)^{1 / \rho_{\mathrm{min}}} \\
\beta_{2}=\alpha_{1}+\alpha_{2} \ln \left(\frac{C_{\rho}\left(1+\pi^{-1}\right)}{\sqrt{2 \pi}}\right) \\
\beta_{3}=\alpha_{2}
\end{gathered}
$$

Then

$$
\begin{aligned}
& \operatorname{comp}(\varepsilon, d) \leq \operatorname{cost}\left(\phi_{q, d}, N_{q, d}\right) \\
& \quad \leq \beta_{1}(c(d)+2)\left(\beta_{2}+\beta_{3} \frac{\ln (1 / \varepsilon)}{d-1}\right)^{\frac{\left(\rho_{\min }+1\right)(d+1)}{\rho_{\min }}}\left(\frac{1}{\varepsilon}\right)^{1 / \rho_{\mathrm{min}}}
\end{aligned}
$$

Here $\alpha_{0}(2), \alpha_{1}, \alpha_{2}$, and $q$ are as in Theorem 3.4.
This is the bound given in the Introduction to this paper.

Remark: The case $\rho=1$. Let us exhibit the bound given by Theorem 3.5 when $\rho=1$. Note that for this special case, our MFEM uses discrete blended spaces of piecewise linear splines. We find that

$$
\begin{aligned}
C_{\mathbf{1}} & \doteq 0.318310 \\
H_{\mathbf{1}} & \doteq 0.954930 \\
\alpha_{0}(2) & \doteq 0.459224 \\
\alpha_{1} & \doteq 2.71954 \\
\alpha_{2} & \doteq 2.05964
\end{aligned}
$$

Hence the MFEM computes an $\varepsilon$-approximation with cost at most

$$
0.192705(c(d)+2)\left(-0.961691+2.05964 \frac{\ln (1 / \varepsilon)}{d-1}\right)^{2(d+1)}\left(\frac{1}{\varepsilon}\right)
$$

## 4. Strong tractability results

In this section, we show that the Poisson problem is strongly tractable when standard information is permissible. We use the notation (and techniques) in [12].

Recall the definition of $\alpha_{0}(d), \alpha_{1}$, and $\alpha_{2}$ in Theorem 3.4. Using the result of Theorem 3.4, we see that it is no loss of generality to restrict our attention to the case of $\varepsilon \leq \pi^{-(|\rho|+1)}$ and $d \geq 2$.

Let $q^{* *} \in(0,1)$ be the unique solution of the equation

$$
q \alpha_{1}=1+\ln q .
$$

Let

$$
\gamma_{1}=\alpha_{1}+\alpha_{2} \ln \pi
$$

and

$$
\gamma_{2}=\pi^{\alpha_{2} \rho_{\min }}
$$

Define

$$
q^{*}= \begin{cases}\frac{\ln \gamma_{1}}{\ln \gamma_{2}} & \text { if } \gamma_{1} \ln \gamma_{1} \geq \ln \gamma_{2} \\ q^{* *} & \text { if } \gamma_{1} \ln \gamma_{1}<\ln \gamma_{2}\end{cases}
$$

Let

$$
p=1 / \rho_{\min }+\alpha_{2}\left(\rho_{\min }+1\right) q^{*}
$$

Finally, let

$$
K=\max \left\{2\left[C\left(1+\pi^{-1}\right)\right]^{\rho_{\min }}, K_{1}\right\}
$$

where

$$
\begin{aligned}
K_{1}=\alpha_{0}(2)\left[C_{\rho}\left(1+\pi^{-1}\right) \pi^{\rho_{\min }}\right]^{\rho_{\min }} & \left(\frac{1}{\pi}\right)^{p \rho_{\min }} \\
& \times \max \left\{1,\left(\frac{C_{\rho}\left(1+\pi^{-1}\right)}{\sqrt{2}} \pi^{\rho_{\min }-1 / 2}\right)^{\alpha_{2}\left(\rho_{\min }+1\right) / \gamma_{1}}\right\}
\end{aligned}
$$

Theorem 4.1. For $d \geq 2$ and $0<\varepsilon \leq \pi^{-(|\rho|+1)}$, define $q$ as in part (3) of Theorem 3.4. Then

$$
e\left(\phi_{q, d}, N_{q, d}\right) \leq \varepsilon
$$

and

$$
\operatorname{comp}(\varepsilon,) \leq \operatorname{cost}\left(\phi_{q, d}, N_{q, d}\right) \leq(c(d)+2) K\left(\frac{1}{\varepsilon}\right)^{p}
$$

Proof sketch. We merely follow the steps used in deriving [12, Theorem 2] from [12, Theorem 1], except that we start with our own Theorem 3.4. Note that this is possible since our Theorem 3.4 can be rewritten as a special form of [12, Theorem 1]. That is, the error formula in (3) of our Theorem 3.4 has the form of [12, Theorem 1], with appropriate changes in parameter values.

Hence the algorithm $\phi_{q, d}$, with $q$ as given, is a strongly polynomial time algorithm, and the strong exponent of the problem is at most $p$.

REmARK: The case $\rho=\mathbf{1}$ (continued). We now use the case $\rho=\mathbf{1}$ to illustrate Theorem 4.1. We find that

$$
\begin{aligned}
\gamma_{1} & \doteq 10.3268 \\
\gamma_{2} & \doteq 120.958 \\
q^{*} & \doteq 0.486867 \\
p & \doteq 5.07911 \\
K_{1} & \doteq 2.50506 \times 10^{-3} \\
K & \doteq 0.839262
\end{aligned}
$$

Hence

$$
\operatorname{comp}(\varepsilon, d, \mathbf{1}) \leq 0.839262(c(d)+2)\left(\frac{1}{\varepsilon}\right)^{5.07911}
$$

Hence the algorithm $\phi_{q, d}$ is a strongly polynomial time algorithm, and our problem is strongly tractable, with a strong exponent of at most 5.07911 .

We close this paper by noting that for any multi-index $\rho \in \mathbb{P}^{d}$, we have $\rho \geq \mathbf{1}$. Hence the class $F$ of problem elements is always a subset of the unit ball of $H^{\mathbf{1}}(\Omega)$. Thus for any $\rho \in \mathbb{P}^{d}$, we have

$$
\operatorname{comp}(\varepsilon, d, \rho) \leq \operatorname{comp}(\varepsilon, d, \mathbf{1}) \leq 0.839262(c(d)+2)\left(\frac{1}{\varepsilon}\right)^{5.07911}
$$

Hence the problem is strongly tractable for any $\rho$.
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