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ABSTRACT

The XENON100 Dark Matter Experiment: Design, Construction, Calibration and

2010 Search Results with Improved Measurement of the Scintillation Response of

Liquid Xenon to Low-Energy Nuclear Recoils

Guillaume Plante

An impressive array of astrophysical observations suggest that 83% of the matter in the

universe is in a form of non-luminous, cold, collisionless, non-baryonic dark matter. Sev-

eral extensions of the Standard Model of particle physics aimed at solving the hierarchy

problem predict stable weakly interacting massive particles (WIMPs) that could naturally

have the right cosmological relic abundance today to compose most of the dark matter if

their interactions with normal matter are on the order of a weak scale cross section. These

candidates also have the added benefit that their properties and interaction rates can be

computed in a well defined particle physics model.

A considerable experimental effort is currently under way to uncover the nature of dark

matter. One method of detecting WIMP dark matter is to look for its interactions in terres-

trial detectors where it is expected to scatter off nuclei. In 2007, the XENON10 experiment

took the lead over the most sensitive direct detection dark matter search in operation,

the CDMS II experiment, by probing spin-independent WIMP-nucleon interaction cross

sections down to σχN ∼ 5× 10−44 cm2 at 30GeV/c2.

Liquefied noble gas detectors are now among the technologies at the forefront of direct

detection experiments. Liquid xenon (LXe), in particular, is a well suited target for WIMP

direct detection. It is easily scalable to larger target masses, allows discrimination between

nuclear recoils and electronic recoils, and has an excellent stopping power to shield against

external backgrounds. A particle losing energy in LXe creates both ionization electrons

and scintillation light. In a dual-phase LXe time projection chamber (TPC) the ionization

electrons are drifted and extracted into the gas phase where they are accelerated to amplify

the charge signal into a proportional scintillation signal. These two signals allow the three-

dimensional localization of events with millimeter precision and the ability to fiducialize the

target volume, yielding an inner core with a very low background. Additionally, the ratio

of ionization and scintillation can be used to discriminate between nuclear recoils, from



neutrons or WIMPs, and electronic recoils, from γ or β backgrounds. In these detectors,

the energy scale is based on the scintillation signal of nuclear recoils and consequently

the precise knowledge of the scintillation efficiency of nuclear recoils in LXe is of prime

importance.

Inspired by the success of the XENON10 experiment, the XENON collaboration de-

signed and built a new, ten times larger, with a one hundred times lower background, LXe

TPC to search for dark matter. It is currently the most sensitive direct detection experiment

in operation. In order to shed light on the response of LXe to low energy nuclear recoils

a new single phase detector designed specifically for the measurement of the scintillation

efficiency of nuclear recoils was also built. In 2011, the XENON100 dark matter results

from 100 live days set the most stringent limit on the spin-independent WIMP-nucleon

interaction cross section over a wide range of masses, down to σχN ∼ 7 × 10−45 cm2 at

50GeV/c2, almost an order of magnitude improvement over XENON10 in less than four

years.

This thesis describes the research conducted in the context of the XENON100 dark

matter search experiment. I describe the initial simulation results and ideas that influenced

the design of the XENON100 detector, the construction and assembly steps that lead into

its concrete realization, the detector and its subsystems, a subset of the calibration results

of the detector, and finally dark matter exclusion limits. I also describe in detail the new

improved measurement of the important quantity for the interpretation of results from LXe

dark matter searches, the scintillation efficiency of low-energy nuclear recoils in LXe.
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Chapter 1

Dark Matter

In the last decades, an impressive amount of independent observations have lead us to

believe that the energy density of our universe is dominated by two components whose

exact nature we have not yet understood. One is a new, collisionless type of matter, dark

matter, whose interactions with normal matter we observe only through the gravitational

force. The second is an almost perfectly uniform component called dark energy, of which

we know even less, except that it is responsible for the acceleration of the expansion of the

universe. These two components form 96% of the energy density of the universe, relegating

what we originally thought of as the main constituents to a mere 4% of the total.

The essential ingredients to construct a cosmological model are: Einstein’s equations,

which describe the geometry of the universe through its energy content, a metric, which

encapsulates the symmetries of spacetime, and equations of state, which describe the prop-

erties of the matter and energy contained in the universe. Assuming that the universe is

homogeneous and isotropic, which is observed at scales of ∼100 Mpc in galaxy surveys, leads

to a specific form for the metric

ds2 = −c2dt2 + a2(t)

(

dr2

1− kr2
+ r2dΩ2

)

(1.1)

where a(t) is the scale factor, and k is a constant that describes the spatial curvature of

the universe and can take values of -1, 0, or 1. Einstein’s equations can be solved with this

metric with one component giving the Friedmann equation

(

ȧ

a

)2

+
k

a2
=

8πGN

3
ρtot (1.2)
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where GN is Newton’s constant and ρtot is the total average energy density of the uni-

verse. The expansion rate of the universe is characterized by the Hubble parameter,

H(t) = ȧ(t) /a(t), which at the present epoch is called the Hubble parameter, H0 =

73 ± 3 km s−1Mpc−1. It is customary to rewrite the Friedmann equation in terms of the

density parameter, Ω, as

Ω− 1 =
k

H2a2
(1.3)

where

Ω =
8πGN

3H2
ρtot =

ρtot
ρc

(1.4)

and where the last equality defines the critical density, ρc = 3H2/8πGN . In this form, it

is clear why the ρc is called the critical density, that is, when ρtot = ρc the universe is flat

(k = 0). The energy density of a component i (matter, radiation, vacuum energy) is also

expressed in terms of the critical density with

Ωi =
ρi
ρc

, (1.5)

with the total energy density of the universe given by Ω =
∑

Ωi. Cosmological-scale

measurements, like those of anisotropies in the cosmic microwave background (CMB) (Ko-

matsu et al., 2011), large scale structure, and supernova surveys, favor the “cosmological

concordance” model, ΛCDM: a flat universe Ω ∼ 1, with a baryon density Ωb ∼ 0.04, a

non-baryonic dark matter density Ωc ∼ 0.23, and a dark energy density ΩΛ ∼ 0.73. In the

next section we will look at some of the evidence at different scales for the existence of dark

matter.

1.1 Evidence for the Existence of Dark Matter

An extensive amount of cosmological and astrophysical observations point to the presence of

dark matter in our universe, and this at many different scales. We will not present here an

exhaustive survey of all these observations but rather present some of the most compelling

evidence for the existence of dark matter at different scales.
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1.1.1 Galactic Rotation Curves

The galactic rotation curves of spiral galaxies are probably the most convincing piece of

evidence for the existence of dark matter at the galactic scale (Sofue and Rubin, 2001).

The orbital velocity as a function of radius can be obtained from the measurement of the

redshift of the 21 cm hyperfine transition line of hydrogen (Begeman et al., 1991). Clouds

of neutral hydrogen extend far beyond the galactic disk and thus allow the measurement of

the orbital velocity much further out than the stars. From a measurement of the rotational

velocity of stars and gas as a function of radius r one can compute the mass M(r) of the

galaxy enclosed within that radius. In Newtonian mechanics, since v(r) =
√

GM(r) /r, one

would expect that at a radius beyond the extent of the stellar disk the rotational velocity

should go as v(r) ∝ r−1/2. Instead, rotation curves exhibit a flat behavior that extends far

beyond the stellar disk. A typical galactic rotation curve, from the spiral galaxy NGC6503

is shown in Fig. 1.1 (left, points) along with a picture of NGC6503 (right). The expected

contribution to the rotational velocity from the luminous mass (disk) and the interstellar

gas (gas) by themselves cannot explain the observed rotation curve but the assumption of

the presence of a dark halo with M(r) ∝ r can account for the observed behavior.

Figure 1.1: Measured rotation curve (left) along with the mass contributions as a function of
radius, for the visible component (dashed), the gas component (dotted), and the dark halo
(dash dotted). Picture of the NGC6503 spiral galaxy (right). Figure (left) from Begeman
et al. (1991). Image credit (right): Adam Block/NOAO/AURA/NSF.

Measurements of galactic rotation curves are additionally very important for the problem

of estimating the local dark matter density in the Milky Way, a typical spiral galaxy. This
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parameter is required for the prediction interaction rates in direct detection experiments.

1.1.2 Galaxy Clusters

Early analysis of galaxy clusters using the virial theorem revealed that there is more matter

than what can be inferred from the stellar component (Zwicky, 1933), as a matter of fact this

was also of the earliest predictions for the existence of dark matter. Later it was discovered

that these massive structures contain large quantities of hot x-ray emitting plasma. The

plasma is heated to high temperature by the gravitational potential well of the cluster and

emits bremsstrahlung x-rays. As the x-ray emission is proportional to the plasma density

squared, the mass of this component can be estimated with an x-ray satellite like the

Chandra X-ray Observatory. The total mass required to explain the dynamics of clusters

is much higher (by & 5) than the sum of the stellar and the baryonic intracluster plasma

components. The remainder is attributed to a dark matter.

Figure 1.2: Hubble Space Telescope Advanced Camera for Surveys image of the lensing
cluster Abell 1689. Image credit: NASA, N. Benitez, T. Broadhurst, H. Ford, M. Clampin,
G. Hartig, G. Illingworth, the ACS Science Team and ESA.

Gravitational lensing occurs when a massive foreground object bends light from distant

objects behind it, distorting their images and sometimes creating multiple images of the
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same structure. The strength of the lensing depends on the mass of the lens, the massive

foreground object, and the distances between observer, lens, and background objects. These

positions can be computed when the redshift of the lens and the distant objects are known.

Gravitational lensing can thus provides and independent measurement of the total mass of

a cluster. Fig. 1.2 shows a picture of one of the largest galaxy clusters observed, Abell 1689,

acting as a gravitational lens. Many arcs and multiple images of distant galaxies are visible.

One of the most visually striking pieces of evidence towards the existence and nature

of dark matter is at the galaxy cluster scale, from the gravitational lensing results on the

“Bullet cluster” 1E 0657-56 (Clowe et al., 2006) and the cluster MACS J0025.4-1222 (Bradac̆

et al., 2008) (Fig. 1.3). The hot baryon distribution (pink), as measured from its x-ray

signature by Chandra, is clearly separated from the mass distribution inferred from weak

and strong gravitational lensing (blue), whereas the visible cluster galaxy population follows

the lensing mass. This separation results from the recent merger of both clusters. The

hot gas components interact with one another during the merger while the collisonless

nature of dark matter implies that both dark matter distributions pass through each other

with minimal interactions. Alternative explanations, especially those that rely on the mass

distribution being centered on the baryon distribution, have a hard time explaining these

observations as simply as the decoupling of the intracluster plasma component from the

collisionless dark matter component.

1.1.3 Cosmic Microwave Background

The most precise measurements of the abundance of dark matter in our universe and strin-

gent constraints on its baryonic content come from measurements of the cosmic microwave

background (CMB). Much has happened since the accidental discovery (Dicke et al., 1965;

Penzias and Wilson, 1965) of the predicted left over radiation from the Big Bang. We now

know that it follows with extreme precision the black body spectrum at a temperature of

2.725 K, and that anisotropies are at the level of 10µK. Fig. 1.4 shows the Wilkinson Mi-

crowave Anisotropy Probe (WMAP) 7-year map of the microwave sky. The image reveals

the primordial fluctuations that eventually lead to the gravitational growth of structures

like galaxies.

These temperature fluctuations are usually expanded in terms of spherical harmonics

Ylm with coefficients alm. With Gaussian temperature fluctuations, what is consistent
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Figure 1.3: Mass distributions from gravitational lensing (blue) and x-ray emissivity maps
(pink) composited on optical images of 1E 0657-56 and MACS J0025.4-1222 showing a clear
separation between the distribution of hot baryons and the mass responsible for the lensing
after the cluster collision. Image credit (left): X-ray (NASA/CXC/CfA/M.Markevitch
et al.); Optical: (NASA/STScI; Magellan/U.Arizona/D.Clowe et al.); Lensing Map:
(NASA/STScI; ESO WFI; Magellan/U. Arizona/D. Clowe et al.). Image credit (right):
X-ray (NASA/CXC/Stanford/S. Allen); Optical/Lensing (NASA/STScI/UC Santa Bar-
bara/M. Bradac)

Figure 1.4: WMAP 7-year map of the microwave sky that reveals the primordial tempera-
ture fluctuations responsible formation of large-scale structure. The temperature range of
the image is ±200µK. Image credit: NASA / WMAP Science Team.
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with current measurements (Larson et al., 2011), the variance of the spherical harmonic

coefficients Cl =
〈∣

∣alm
∣

∣

2〉
essentially encodes all the information present in the temperature

field. Fig. 1.5 shows the 7-year WMAP angular power spectrum of the temperature map.

Figure 1.5: The 7-year temperature angular power spectrum from WMAP. The solid curve
is the best fit ΛCDM model to the WMAP data. Figure from Larson et al. (2011).

The angular power spectrum of the CMB depends on parameters like the physical baryon

density, Ωbh
2, the physical cold dark matter density, Ωch

2, and the dark energy density ΩΛ.

The measurement of the temperature anisotropies thus provides constraints on the cosmo-

logical parameters. From WMAP data alone, the abundance of baryons, the abundance of

cold dark matter, and the dark energy density, to list only three parameters, are obtained

as Ωbh
2 = 0.02258+0.00057

−0.00056, Ωch
2 = 0.1109 ± 0.0056, ΩΛ = 0.734 ± 0.029. It is remarkable

that CMB measurements are able to place such tight constraints on the parameters of the

standard model of cosmology. No compelling signs for deviations from the ΛCDM model

are present.

1.2 Dark Matter Candidates

As we discussed in the previous section, there is convincing evidence for the existence of non-

baryonic dark matter at astrophysical scales that range from the galactic to the cosmological

scale. The question then becomes of whether any of the known particles could make up

the bulk of this cold, dark, collisionless matter or if only new hypothetical particles can

satisfy all the constraints. The list of constraints include that dark matter must not, or

have only extremely weak, interactions with photons. Otherwise we would see it absorbing
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some of the light from distant objects such as quasars. Interactions with baryons must

also be very weak, otherwise we would observe similar dark matter and baryon disks in

galaxies. Furthermore, self-interactions of dark matter particles should be small, otherwise

we could not observe dislocated dark matter and intracluster plasma mass distributions

such as in the case of the Bullet cluster. The only particles from the Standard Model of

particle physics that would meet these constraints are neutrinos. However, CMB anisotropy

measurements (Dunkley et al., 2009) combined with large-scale structure data suggest that

the physical neutrino density is constrained to Ωνh
2 < 0.0067 (95% c.l.) and thus clearly

not abundant enough to compose a significant fraction of the dark matter.

Among the wealth of hypothetical candidate particles that could make up dark matter,

perhaps two emerge as well motivated from particle physics, weakly interacting massive

particles (WIMPs) and axions. WIMPs or axions constituting a large fraction of the dark

matter in the universe would be in itself a more appealing solution as these particles were

introduced to solve problems related to the Standard Model of particle physics and not the

dark matter problem specifically. In this section we shall briefly present the two candidates.

1.2.1 Axions

Axions are pseudoscalars that are introduced in the Peccei-Quinn mechanism as a solution

to the strong CP problem (Peccei and Quinn, 1977). The question of “Why is the Θ

parameter of the QCD CP violating term of the Standard Model Lagrangian so close to

zero (< 10−9)?” constitutes what is called the strong CP problem. By introducing a new

spontaneously broken global symmetry to the Standard Model Lagrangian this parameter

comes out naturally to be extremely small (Θ ∼ 10−15) (Weinberg, 1978; Wilczek, 1978).

The axion is the pseudo-Goldstone boson associated with the spontaneously broken Peccei-

Quinn symmetry and thus acquires a small mass. Axions could have been produced in

cosmologically interesting amounts, for example non-thermally at the QCD phase transition,

at which time the background axion field is displaced from the minimum of its effective

potential and oscillates around it (Asztalos et al., 2006).

The Axion Dark Matter Experiment (ADMX) (Asztalos et al., 2010; Duffy et al., 2006)

searches for axions with a tunable microwave resonant cavity with a large axial magnetic

field. Axions would be detected through their conversion into microwave photons in the

magnetic field of the cavity and the small amount of power they transfer to it. As it stands
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now, it seems that the dark matter axion will either be discovered soon or be ruled out

completely.

1.2.2 Weakly Interacting Massive Particles

Several extensions of the Standard Model of particle physics aimed at solving the hierarchy

problem predict stable WIMPs that could naturally have the right cosmological relic abun-

dance today to compose most of the dark matter, if their interactions with normal matter

are on the order of a weak scale cross section. These candidates also have the added benefit

that their properties and interaction rates can be computed in a well defined particle physics

model. WIMPs in thermal equilibrium in the early universe were being produced from and

annihilated into Standard Model particles at equal rates. As the universe expanded and

cooled down, came a point where its temperature dropped below the WIMP mass and the

WIMP density started to decrease faster than that of Standard Model particles since the

WIMP production reactions no longer occurred. However, at some point the WIMP den-

sity became so small that the annihilation interactions were not likely anymore, and the

density then only decreased with the expansion, leaving a WIMP relic density that could

be making up the bulk of dark matter. An order of magnitude estimate for the relic density

is (Jungman et al., 1996)

Ωχh
2 ∼ 3× 10−27 cm3 s−1

〈σv〉 (1.6)

where 〈σv〉 is the thermal average of the total annihilation cross section of the particle

multiplied by velocity. We see that a weak scale cross section for those hypothetical particles

would naturally give the approximately correct relic density.

1.3 Direct Detection

If most of the dark matter energy density of the universe is due to WIMPs, and galactic

WIMPs are responsible for the observed behavior of rotation curves of spiral galaxies, then

presumably our own galaxy is filled with WIMPs. It should thus be possible to detect them.

If WIMPs could annihilate into Standard Model particles in the early universe, then they

should also be able to be produced in accelerators, or indirectly detected, through their

annihilation products, or directly detected, through their interactions with normal matter.

For the remainder of the chapter we shall focus on the direct detection of WIMPs. First,
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on the calculation of their expected interaction rates and the energy spectrum of recoils

they would produce, and finally on the detection strategies employed by direct detection

experiments.

1.3.1 Interaction Rates and Recoil Spectra

WIMPs are expected to interact primarily with atomic nuclei, and since they are non-

relativistic, the most likely interaction is elastic scattering. In this section we use the

results of Jungman et al. (1996) and those of Lewin and Smith (1996) where needed. If the

Earth is moving through the galactic halo a large number of WIMPs are expected to pass

through any terrestrial detector. The rate of interactions per unit mass of the detection

medium should go as R ≈ nχσ 〈v〉 /mN , where nχ is the local WIMP number density, σ

its elastic scattering cross section on normal matter, 〈v〉 the average WIMP velocity with

respect to the target, and mN the nucleus mass of the target. Defining mχ as the mass of

the WIMP particles and ρ0 as the local WIMP energy density,

R ≈ ρ0σ〈v〉
mχmN

. (1.7)

The differential rate per unit energy transfered, per unit mass, for an energy Q transfered

to the target nucleus can be written as

dR

dQ
=

ρ0σ0

π1/2v0mχm2
r

F 2(Q)T (Q) (1.8)

where σ0 is the zero-momentum transfer cross section and F (Q) is a form factor correction

due to the finite size of the nucleus, which depends on the energy transfered and on the

nuclear radius, T (Q) is a WIMP velocity dependent factor, mr is the WIMP-nucleus reduced

mass mr = mχmN/ (mχ +mN ) and v0 is the circular velocity of the Sun around the galactic

center. The WIMP velocity factor is given by

T (Q) =
π1/2

2k
v0

∫

dΩ

∫ vesc

vmin

vf(v,vE) d
3v (1.9)

where f(v,vE) is the WIMP velocity distribution, with v the WIMP velocity relative to

the target and vE the Earth velocity in the rest frame of the galaxy, vmin =
√

QmN/ (2m2
r)

is the minimum WIMP velocity that can produce a recoil of energy Q, vesc is the galactic
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WIMP escape velocity, and k a normalization factor

k =

∫

dΩ

∫ vesc

vmin

f(v,vE) d
3v. (1.10)

Assuming a WIMP Maxwellian halo,

f(v,vE) = exp

[

−(v + vE)
2

v20

]

(1.11)

one obtains the normalization factor k as

k =
(

πv2o
)3/2

[

erf

(

vesc
v0

)

− 2

π1/2

vesc
v0

exp

(

−v2esc
v20

)]

(1.12)

and a WIMP velocity factor of

T (Q) =
1

k

{

π1/2

4

vesc
v0

[

erf

(

vmin + vE
v0

)

− erf

(

vmin − vE
v0

)]

− exp

(

−v2esc
v20

)

}

. (1.13)

The Earth’s velocity is parametrized as

ve = v0

[

1.05 + 0.07 cos

(

t− tp
1 yr

)]

(1.14)

with the phase tp on June 2nd. This variation in the Earth’s velocity due to its motion

around the Sun induces an annual modulation in the rate. The WIMP-nucleus interaction

is the sum of a scalar interaction and a spin interaction. For spin-independent interactions

the analytic Helm form factor is convenient

F (Q) = 3
j1(qrn)

qrn
e−(qs)2/2 (1.15)

with q =
√
2mNQ the momentum transfer, j1(qrn) the spherical Bessel function of the first

kind, s ∼ 0.9 fm, and rn the nuclear radius, which can approximated by

rn =

√

(

1.23A1/3 − 0.6
)2

+ 7
3 [π

2 · 0.522 − 5 · 0.92] fm. (1.16)

The expected differential recoil spectra from WIMP-nucleon spin-independent scattering

rate on xenon, argon, germanium and silicon is shown in Fig. 1.6.
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Figure 1.6: Expected differential recoil spectra from WIMP-nucleon scattering in different
target materials, for a WIMP mass mχ = 100GeV, and a WIMP-nucleon spin-independent
cross section of σχN = 1× 10−44 cm2.

1.3.2 Detection Strategies

From the properties of WIMPs and the expected interaction rates in normal matter it is

possible to identify the characteristics required of an instrument aiming at the detection of

the scattering of WIMPs in its target volume. The detector should have a very low threshold

(∼10 keV) for the detection of nuclear recoils, as the expected exponential spectrum of

recoil energies translates into a large sensitivity increase with reduced thresholds. Given

the extremely low interaction rates expected, the detector should have a very low radioactive

background, especially at low energies. If the detector is capable of discriminating between

nuclear recoils and electronic recoils this will constitute a clear advantage since the most

predominant background, electronic recoils from γ rays and β decays, will be rejected. Fast

neutrons, which can produce low energy nuclear recoils, are then the ultimate background

remaining. Finally, if the detector can measure an expected feature of WIMP interactions

with normal matter, such as the annual modulation of the rate, the anisotropy of the nuclear

recoil directions, or the rate dependence on the target material, then this will also constitute

a clearer signature.

In general, when depositing energy in a material, particle interactions can produce three

types of elementary excitations, ionization, phonons, and, in certain materials, scintillation
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photons. Detectors can be based on the measurement of the energy of nuclear recoils from

a single excitation channel, like Ge diodes, which use the ionization channel, or scintillators

coupled with photomultiplier tubes (PMTs), which use the scintillation channel. Most de-

tectors that can differentiate nuclear recoils from electronic recoils do so by the simultaneous

measurement of two excitation channels. The basis for discrimination usually arises from

the fact that slow nuclear recoils are in general not as efficient as fast electrons in producing

ionization.

Fig. 1.7 shows representatives of past and present WIMP direct detection experiments

from each of the six possible classes of single-channel and dual-channel excitations measured.

In the next sections we briefly describe the operation and recent results of experiments

belonging to some of these classes. We will focus on the different detection strategies

instead of trying to cover the large number of experiments aiming at detecting dark matter

interactions.

Heat

ScintillationIonization

ZEPLIN II, III
XENON
LUX
WARP
ArDM
DarkSide

CRESST-I

IGEX
GEDEON
GENIUS
GERDA
CoGeNT

SIMPLE
PICASSO
COUPP

ZEPLIN I
DEAP
CLEAN
XMASS
DAMA/LIBRA
KIMS

CDMS I, II
SuperCDMS
EDELWEISS I, II

CRESST-II
ROSEBUD

Figure 1.7: Past and present WIMP direct detection experiments classified according to the
excitation channels measured.

1.3.3 Annual Modulation Signature

As mentioned earlier, one possible signature of the scattering of WIMPs in terrestrial detec-

tors is an annual modulation of the WIMP-induced nuclear recoil rate. The DAMA/LIBRA
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experiment, a successor of the DAMA/NaI experiment, uses 232.8 kg of radiopure thallium-

doped sodium iodide scintillators to search for such an annual modulation. In fact, the

DAMA collaboration had reported the observation of an annual modulation signature and

the DAMA/LIBRA experiment confirmed the result (Bernabei et al., 2008). Fig. 1.8 shows

the combined DAMA/NaI and DAMA/LIBRA modulation signal. This signal, however, has

proven to be incompatible with null results from other experiments in the context of stan-

dard WIMP models (Aalseth et al., 2008; Ahmed et al., 2009; Angle et al., 2008a; Behnke

et al., 2008; Lee et al., 2007). There is still no satisfactory explanation for these conflicting

experimental results but one element is clear, the possibility of backgrounds producing an

annual modulation signature is not negligible.

2-4 keV

 Time (day)
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/k
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) DAMA/NaI (0.29 ton×yr)

(target mass = 87.3 kg)
DAMA/LIBRA (0.53 ton×yr)

(target mass = 232.8 kg)

Figure 1.8: Annual modulation signature measured by the DAMA/NaI and DAMA/LIBRA
experiments. Residual of the rate of single hit interactions in the 2-4 keV (points) along
with a cosinusoidal function with a period of 1 year and a phase of 152.5 d, with the best-
fit modulation amplitude of 0.0215 ± 0.0026 counts keV−1 kg−1 d−1. Figure from Bernabei
et al. (2008).

1.3.4 Cryogenic Detectors

Cryogenic detectors employ a variety of target materials and read-outs to measure precisely

the recoil energy and, in the case of dual excitation channel detectors, to discriminate

nuclear recoils from electronic recoils.

Ionization Phonon Detectors

Ionization phonon detectors measure both electronic excitations and thermal excitations

induced by recoiling particles. CDMS uses an array of 30 high-purity Ge (HPGe) and

Si cylindrical detectors with single crystal masses of 250 g and 100 g, respectively. Four
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athermal phonon sensors are used to measure the recoil energy and position of events within

the crystal. The ionization signal is measured with two concentric charge electrodes. The

outer ring is used to reject events that occur near the edge of the crystal. The ratio of

ionization to recoil energy allows event-by-event rejection of electronic recoils to up to one

in 104. However, events occurring near the surface of the crystal can be misidentified as

nuclear recoils due to incomplete charge collection. The rise-time of phonon pulses is used

to reject such events, resulting in a rejection better than 106 (Ahmed et al., 2009). Fig. 1.9

shows a calibration with a 252Cf neutron source. The upper band is due to electronic

recoils from γ rays while the lower band is from neutron-induced nuclear recoils. Other

experiments which belong to this class of detectors are the EIDELWEISS (Armengaud

et al., 2011), and the future SuperCDMS (Akerib et al., 2006b) experiment. With their

excellent energy resolution and electronic recoil discrimination, ionization phonon detectors

have for a long time set the most stringent limits on WIMP-nucleon interactions (Akerib

et al., 2004, 2006a). Recently, an alternative class of detectors, liquid noble gas detectors,

with their very low backgrounds and large target masses, has come to the forefront of direct

dark matter detection.
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Figure 1.9: Ionization yield as a function of recoil energy for calibration data with a 252Cf
neutron source showing the discrimination power of the CDMS detector. The upper band
is due to electronic recoils from γ rays while the lower band is from neutron-induced nuclear
recoils. Figure from Akerib et al. (2004).
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Scintillation Phonon Detectors

The CRESST II (Angloher et al., 2009; Bravin et al., 2000) and ROSEBUD (Cebrián

et al., 2001) experiments use an ingenious technique to measure the scintillation signal from

crystals at cryogenic temperatures, CaWO4 in the case of CRESST II, where conventional

techniques such as PMTs cannot be used. The scintillation signal is read by a separate

phonon sensor attached to a thin Si or Ge wafer. The target material is enclosed in a

reflective film to increase the light collection efficiency of the light detector. Scintillation

phonon detectors measure the recoil energy with the phonon signal and use the light yield

to distinguish the recoiling particles. However, the discrimination power is strongly affected

by the statistical fluctuations in the number of emitted scintillation photons. The efficient

rejection of surface backgrounds is currently not possible with such detectors.

Ionization Detectors

Single-channel excitation ionization detectors are also used in the search for dark mat-

ter, abandoning the capability to discriminate nuclear recoils from electronic recoils but

achieving ultra-low sub-keV energy thresholds. The CoGeNT collaboration, using a 475 g

Ge crystal specially equipped with a point-like electrode (p-type point-contact HPGe) and

loise-noise FET that results in very good energy resolution and ultra-low energy threshold

(∼0.4 keV), have recently observed a signal that could be interpreted as the scattering of

low-mass WIMPs (Aalseth et al., 2011a) in their detector, and later an annual modulation

signature (Aalseth et al., 2011b). Whether this is due to an unknown background or truly

attributable to recoils from low-mass WIMPs is not clear. This detector technology has a

surface background rejection capability but its power starts to reach its limits at these low

energies (. 2 keV).

1.3.5 Liquid Noble Gas Detectors

Liquid noble gas detectors employ a different strategy for background reduction, the self-

shielding of the target material. Large homogeneous volumes can be instrumented with

PMTs to measure the scintillation excitation, of LXe or liquid argon (LAr) for example, and,

in the case of ionization scintillation detectors, an electric field is applied across the volume

to additionally measure the ionization. The ratio of ionization to scintillation can then be
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used to discriminate between electronic recoils and nuclear recoils. The high atomic number

and the large density, especially of LXe, make the inner volume of these targets virtually

free of electromagnetic backgrounds. The ability to reconstruct the position of events within

the target volume is crucial to the background reduction through self-shielding.

Ionization Scintillation Dual-Phase Detectors

Dual-phase ionization scintillation liquid noble gas detectors measure both the prompt scin-

tillation light, emitted as a particle recoils in the liquid target, and the ionization electrons

produced, via the proportional scintillation light emitted as they are accelerated in the gas

phase. These detectors are often called time projection chambers (TPCs) in an analogy

with traditional gas TPCs since they can measure the 3D position of interactions within

their volume. Fig. 1.10 depicts the measurement principle of a dual-phase xenon detector.

Figure 1.10: Measurement principle of a dual-phase xenon ionization scintillation detector.

When a particle interacts within the LXe active volume both scintillation photons and

ionization electrons are created at the interaction site. The applied electric field, Ed, drifts

the ionization electrons to the surface of the liquid and a stronger electric field, Eg, ex-

tracts the electrons into the gas phase. Scintillation photons are emitted as the electrons

are accelerated in this high field region, with a total number proportional to the number of

ionization electrons. Two arrays of PMTs, one immersed in the liquid and one above the

liquid level, are used to detect both the prompt scintillation signal, called the S1 signal,

and the proportional scintillation signal, called the S2 signal. The time difference between
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the S1 and the S2 signal is used to measure the depth coordinate while the distribution of

the S2 signal on PMTs of the top array provides a way to reconstruct the xy position in

the transverse plane. As mentioned earlier, this 3D localization of interactions results in

an excellent background rejection capability, as most external backgrounds will generally

interact in the outer layers of the target volume. The second background reduction strat-

egy is the discrimination of nuclear recoils from electronic recoils through the ratio of the

ionization signal to the scintillation signal, with a discrimination power at the ∼99.5% level

at low energies.

The XENON10 experiment was the first liquid noble gas detector to reach and surpass

the sensitivity of the CDMS experiment at the time (Angle et al., 2008a). The considerable

background reduction from the self-shielding of LXe, the low energy threshold, and the

appreciable discrimination down to low recoil energies all contributed to the impressive

result. The successful operation of the XENON10 detector has lead to a rapid increase in

scale and to the next phase of the program, the XENON100 detector, with a 62 kg target

mass. The design and the construction of the XENON100 detector is the subject of Chap. 3,

the calibration described in Chap. 4, and the results from a 100 live days run are presented

in Chap. 6. Other LXe based dual-phase detectors include the ZEPLIN II and ZEPLIN III

detectors, which obtained competitive results (Alner et al., 2007; Lebedenko et al., 2009b),

and the LUX detector (McKinsey et al., 2010), a 300 kg LXe TPC, currently being deployed

at the surface facility of the future Deep Underground Science and Engineering Laboratory

(DUSEL) at the Homestake mine, in South Dakota.

Dual-phase LAr ionization scintillation detectors have an additional discrimination tool

at their disposal. The primary scintillation signal of LAr allows pulse shape discrimination

(PSD) techniques to distinguish electronic recoils from nuclear recoils down to nuclear recoil

energies of ∼50 keV with a rejection power of ∼106 (Lippincott et al., 2008). This additional

discrimination power is required however to suppress the large background (∼1 Bq/kg) due

to 39Ar, a β emitter, present in atmospheric Ar. So far, the only LAr detector having set

a competitive WIMP-nucleon scattering cross section limit (Benetti et al., 2008) is a 2.3 l

(3.2 kg) detector operated by the WArP collaboration. The next generation experiment,

with an active volume of 100 l (140 kg), is in the commissioning phase. The ArDM (Laf-

franchi et al., 2007) and the DarkSide (Alton et al., 2011) experiments are two additional

experiments that use LAr dual-phase TPCs. The main distinguishing features of the ArDm
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experiment is the use of large electron multipliers (LEM) plates for the amplification of the

ionization signal in the gas phase and the generation of the high-voltage required for the

drift field via a Greinacher voltage doubler circuit in the LAr volume. The DarkSide-50

detector, with a 50 kg active target, is currently in the construction stage and will employ

Ar from underground sources, shielded from cosmogenic activity and hence depleted in the

39Ar isotope, low-background photodetectors, and a boron-loaded scintillator active veto.

Single-Phase Detectors

Single-phase detectors push the self-shielding background discrimination capability of con-

densed noble gases to achieve extremely low event rates by building very large volume de-

tectors. The XMASS800 detector (Abe et al., 2008), currently in operation at the Kamioka

mine, has a spherical geometry surrounded by photodetectors, and contains 800 kg of LXe.

The event localization relies solely on the distribution of the LXe scintillation light on

the PMTs. The DEAP (Boulay and Hime, 2006) and CLEAN (Horowitz et al., 2003) ex-

periments are two other experiments which will employ large single-phase LAr and liquid

neon targets, respectively. The LAr PSD capability is expected to provide a large enough

reduction of the electronic recoil backgrounds.

1.3.6 Superheated Liquid Detectors

Another category of WIMP detectors, superheated liquid detectors, employs a very different

strategy than the self-shielding of liquid noble gas detectors to suppress backgrounds: the

threshold of bubble nucleation to reject energy deposits with low ionizing density. The

operating pressure and temperature of such detectors can be set so that they are completely

insensitive to electronic recoils. The bubbles created by nuclear recoils can be detected

optically or acoustically. The PICASSO (Archambault et al., 2009), SIMPLE (Girard et al.,

2005), and COUPP (Behnke et al., 2008) experiments are based on this background rejection

principle.

1.3.7 Directional Detectors

Directional WIMP detectors belong in a separate category as they would probably provide

the most convincing evidence that the detected particles constitute the galactic dark matter,

considering the difficulty for a terrestrial background to reproduce this signature. The basic
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assumption of the directional signature is that our sun has a finite orbital velocity with

respect to the WIMP velocity distribution in the galactic halo. This means that a directional

detector in the solar system would experience a WIMP “wind” from the direction of our

motion in the galaxy (Spergel, 1988). Nuclear recoils induced should preferentially point

to particles coming from that direction and show a strong diurnal asymmetry due to the

Earth rotation. Given the difficulties in measuring the orientation of WIMP-induced nuclear

recoil tracks with . 100 nm range in solids or liquids, the detector technology employed

is that of low pressure (. 100Torr) gas TPCs. The extremely challenging problem of

building a sizable target mass detector with 3D directional sensitivity to low-energy nuclear

recoil tracks has meant that directional detection experiments have remained mostly in

the research and development phase so far, although great progress has been achieved in

the last decade. The DRIFT (Alner et al., 2005), NEWAGE (Nishimura et al., 2009),

MIMAC (Moulin et al., 2005), and DMTPC (Battat et al., 2010) experiments are the main

current directional detection experiments.
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Chapter 2

Liquid Xenon as Detection

Medium

In this chapter we will present the properties of LXe related to the detection of radiation,

more specifically the properties related to the conversion of the energy absorbed into signal

carriers that can be measured. We will also discuss the properties of LXe that make it

a well suited medium for the detection of rare events and the concepts needed to detect

nuclear recoils and discriminate them from backgrounds in large scale LXe TPCs.

In Sec. 2.1 the physical properties of LXe and those related to the detection of radiation

are listed while in Sec. 2.2 the interactions and energy loss of different types of ionizing

radiation are discussed. Sec. 2.3 and 2.4 discuss the scintillation and ionization signals

of LXe, and Sec. 2.5 lists the different energy scale definitions employed to characterize

interactions in LXe detectors that measure both of those signals.

2.1 Properties

Xenon is the heaviest non-radioactive element of the noble gases and is present in concen-

trations of ∼0.1 ppm in the Earth’s atmosphere. Xenon is obtained as a byproduct of the

liquefaction of air and its separation into oxygen and nitrogen. The resulting liquid oxygen

mixture contains both krypton and xenon, which can be extracted from it by fractional

distillation. The last stage is the extraction of xenon from the krypton/xenon mixture by

distillation. Xenon costs about 1000$/kg, much more than other noble gases, due to its

rarity.
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Nine1 stable isotopes of Xe exist in nature. This makes Xe the element with the second

largest number of stable isotopes, tin is the first with ten stable isotopes. Xe also does not

have any long-lived radioisotopes, the longest-lived being 127Xe with a half-life of 36.3 d.

This makes Xe an attractive detection medium for rare searches since it has essentially no

intrinsic radioactivity from naturally occurring Xe isotopes. Of the nine stable isotopes, two

have non-zero nuclear spins, 129Xe and 131Xe, and can thus be used to probe spin-dependent

interactions of dark matter particles.

One of the most important characteristics of a material for the detection of radiation

is its capacity to transform the energy absorbed into measurable signals. In this respect

LXe is also a very attractive material as both scintillation photons and ionization electrons

are produced in response to ionizing radiation. LXe is a very efficient scintillator with a

yield of ∼45× 103 photons/MeV for relativistic electrons and is also transparent to its own

scintillation light, due the mechanism responsible for the scintillation process (Sec. 2.3).

The high mobility of ionization electrons in LXe also means that charge signals can be

drifted through the homogeneous volume under an external electric field and measured.

Tab. 2.1 lists some physical properties of Xe and Tab. 2.3 some properties of LXe related

to particle detection.

Table 2.1: Physical properties of xenon.

Property Value

Atomic number, Z 54
Molar mass 131.29 gmol−1

Isotopic abundances 124Xe (0.095%), 126Xe (0.089%), 128Xe (1.91%)
129Xe (26.4%), 130Xe (4.07%), 131Xe (21.2%)
132Xe (26.9%), 134Xe (10.4%), 136Xe (8.86%)

Gas density (273 K, 1 atm) 5.8971 g L−1

Liquid density (165.05 K, 1 atm) 3.057 g cm−3

Melting point, (1 atm) 161.4K
Boiling point, (1 atm) 163.05K
Triple point 161.31K, 0.805 atm, 3.08 g cm−3

Critical point 289.74K, 57.65 atm, 1.155 g cm−3

Latent heat of fusion 17.29 kJ kg−1

1Strictly speaking, this is not entirely true with the recent observation of the two-neutrino double-beta
decay of 136Xe (Ackerman et al., 2011). However, with a half-life 1021 yr this is an extremely rare process.
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Table 2.2: Physical properties of xenon (continued).

Property Value

Thermal properties
Heat conductivity (gas, 273 K, 1 atm), λ 5.192mWm−1K−1

Heat conductivity (liquid, 178 K), λ 71.1mWm−1K−1

Electrical properties
Relative permittivity (gas), ǫr 1.00
Relative permittivity (liquid), ǫr 1.96a

Dielectric strength & 400 kV cm−1b

Optical properties
Refractive index (178 nm) 1.69c

Rayleigh scattering length (178 nm), λRayleigh 29 cmd

a Schmidt (2002)
b Jones and Kunhardt (1995)
c Solovov et al. (2004)
d Ishida et al. (1997)

Table 2.3: Table of properties of liquid xenon related to particle detection.

Property Value

Avg. energy per electron-ion pair, Wi 15.6 eVa

Avg. energy per scintillation photon, Wph (max) 13.8 eVb

Ratio of excitons to ionization Nex/Ni 0.06a

Scintillation properties
Scintillation wavelength, λs 178 nmc

Excimer singlet lifetime, τ1 2.2 nsd

Excimer triplet lifetime, τ3 27 nsd

a Takahashi et al. (1975)
b Doke et al. (2002)
c Jortner et al. (1965)
c Kubota et al. (1978b)
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2.2 Energy Loss

As mentioned earlier, one of the most important characteristics of a material for the detec-

tion of radiation is its capacity to transform the energy absorbed into measurable signals,

but also its ability to stop incident radiation. Interactions in general depend on the type

of incident particle. Charged particles interact with matter through collisions with atomic

electrons or with nuclei, mediated by electrostatic forces. In these interactions, charged

particles ionize and excite Xe atoms, creating a track of free electrons and ionized atoms.

At high velocities, energy loss can also occur through bremsstrahlung, however, its contri-

bution is not significant at the energies we are interested in (< 1MeV). Inelastic collisions

with atomic electrons, which produce excitation and ionization, both included under the

name of electronic excitation, are the dominant mechanism for energy loss of electrons and

α particles in LXe. Non-relativistic heavy charged particles, such as a recoiling nuclei, in

addition, loose a substantial amount of energy through elastic collisions with atomic nu-

clei. In LXe, since the measurable signals come from electronic excitation this leads to a

quenching of the signal (nuclear quenching).

In the track, excited atoms, or “excitons”, rapidly form excited dimers, or “excimers”,

which subsequently decay and emit scintillation photons. Unless an electric field is applied,

ionization electrons will recombine and also form excimers which eventually leads to the

production of scintillation photons (see Sec. 2.3). Scintillation photons are thus produced

both from direct excitation and from ionization. Strong evidence for this comes from the

observation that a higher electric field reduces the scintillation signal, by reducing the

fraction of electrons that recombine (Kubota et al., 1978b). Even without the application

of an external electric field some electrons might escape recombination in a timescale useful

for the collection of signals if they thermalize too far from their parent ion (Doke et al.,

1988).

The efficiency of the conversion of absorbed energy into measurable signals is often

characterized by the average energy required to produce an electron-ion pair, the W -value,

Wi, and the average energy required to produce a scintillation photon, Wph. For LXe Wi

is 15.6 eV. The value of Wi is larger than the ionization energy of Xe because of other

mechanisms by which the particle loses energy which do not produce ionization, excitation

for example, as we mentioned before. If one assumes that recombination is complete and
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that one exciton produces one scintillation photon and that one recombined electron-ion

pair produces one scintillation photon, then Wph can be written as

Wph = E/ (Ni +Nex) = Wi/ (1 +Nex/Ni) (2.1)

where Ni and Nex are the number of electron-ion pairs and excitons, respectively, produced

by a recoil of energy E, and where we have used the definition Wi = E/Ni. The ratio of

excitons to electron-ion pairs in LXe is estimated to be Nex/Ni ≈ 0.06 from a calculation

based on oscillator strengths of solid Xe obtained from absorption spectra (Takahashi et al.,

1975). A higher bound of 0.20 on Nex/Ni was obtained by Doke et al. (2002) which lead

them to estimate the Wph value that leads to the maximum scintillation yield in LXe as

Wph(max) = 13.8± 0.9 eV.

2.2.1 Electronic Stopping Power

As the measurable signals in Xe come from electronic excitation one quantity of interest

is the stopping power of LXe from electronic interactions. Fig. 2.1 shows the electronic

stopping power of Xe for electrons, α particles, and nuclear recoils in Xe. Since the stopping

power for electrons increases with decreasing energy below 1 MeV the tracks of electronic

recoils will tend to exhibit a higher ionization and excitation density near the end of the

track. In contrast, nuclear recoils will tend to exhibit a higher ionization and excitation

density at the beginning of the track. At the energies of interest for dark matter searches,

nuclear recoils have a higher ionization density than electronic recoils. As the recombination

probability is expected to increase with ionization density one then expects that nuclear

recoils should suffer less reduction of their scintillation signal as the electric field is increased

than electronic recoils, something that is indeed observed (Sec. 2.4.3).

The large stopping power of LXe, partly due to its high density, is a valuable quality for

a detection medium. It means that particles can be stopped efficiently and that an inner

volume with a very low interaction rate can be obtained in the center of the target. This is

often referred to as the self-shielding property of LXe targets since the detection medium

itself can act as a shield from external radiation. This inner volume is usually called a

fiducial volume since it is a volume that will exclude most of the background interactions.

Electronic recoils at the energies relevant for dark matter searches (< 100 keV) have tracks
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Figure 2.1: Electronic stopping power for electrons (Berger et al., 2005b), for alpha parti-
cles (Berger et al., 2005a), and for nuclear recoils (Ziegler, 2011) in Xe.

that spread over less than ∼10µm and can thus be considered essentially point like. External

α and β emitters thus do not contribute to the background rate inside the fiducial volume.

External γ ray emitters however will contribute, as we will see in the next section.

2.2.2 X-ray and γ Interactions

X-rays and γ rays interact with matter through photoelectric absorption, Compton scatter-

ing, or pair production. In these three processes energetic electrons (and positrons in the

case of pair production) are produced and will lose energy through electronic excitation and

produce excitons and electron-ion pairs. In the case of Compton scattering the scattered γ

ray can continue its path and produce other energetic electrons via subsequent interactions.

Fig. 2.2 shows the total, photoelectric absorption, Compton scattering, and pair pro-

duction γ ray mass attenuation coefficients in Xe, as a function of energy. The right axis

indicates the attenuation length in LXe, using a density of 2.86 g cm−3. Below 300 keV the

dominant interaction is photoelectric absorption while above it is Compton scattering. The

attenuation length at 300 keV is ∼2 cm and ∼6 cm at 1 MeV. From this we can deduce that

the main external background producing electronic recoils in the energy region of interest

for dark matter searches will come mainly from low-energy single Compton scatters. Most

external low-energy γ rays are absorbed in the outer layers of the detection medium and do
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Figure 2.2: Total (solid black), photoelectric absorption (dashed violet), Compton scattering
(dotted blue), and pair production (dash-dotted red) γ ray mass attenuation coefficients in
Xe, as a function of energy. The right axis indicates the attenuation length in LXe, using
a density of 2.86 g cm−3. Data from the XCOM database (Berger et al., 2010).

not reach the fiducial volume.

2.2.3 Neutron Interactions

Neutron interactions in LXe vary depending on the neutron energy. Fast neutrons interact

primarily through elastic scattering with Xe nuclei and therefore produce nuclear recoils. At

MeV energies inelastic interactions start to play a role. The most likely inelastic interactions

are reactions of the type AXe(n, n′)AXe which leave the nucleus in an excited state that

decays with the emission of a γ ray, usually a short time afterwards (. 1 ns). In some

instances, 129Xe and 131Xe, the excited state is so long-lived that it is called a metastable

state and decays can be observed several days after the neutron irradiation. At neutron

energies of 100 keV and lower, interactions consist of elastic scattering and radiative capture,

AXe(n, γ)A+1Xe. At these energies, most elastic scatters will not produce nuclear recoils

that can be measured. Tab. 2.4 lists the most likely inelastic interactions with production

of low-energy γ rays. Fig. 2.3 shows the neutron total elastic scattering, total inelastic

scattering and radiative capture cross sections on Xe as a function of energy.

Neutron interactions that produce low-energy γ rays are useful to calibrate large volume

LXe detectors. Since low-energy γ rays cannot penetrate the volume (a good thing since
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Table 2.4: Table of the most likely inelastic interactions with production of low-energy γ
rays for neutrons on Xe. Data from the ENDF/B-VII.0 database (Chadwick et al., 2006).

Reaction Cross Sectiona (barns) Decay Half Life γ Energy (keV)

129Xe(n, n′)129Xe 0.28 0.97 ns 39.58
131Xe(n, n′)131Xe 0.15 0.48 ns 80.19
129Xe(n, n′)129mXe 0.011 8.88 d 236.14
131Xe(n, n′)131mXe 0.054 11.84 d 163.93

a Cross section at 1 MeV.

it means the background from external sources is low) and since higher energy γ rays

will usually interact at multiple locations and much more near the surface of the volume,

neutrons can penetrate deeper and allow a more uniform γ source distribution.

Neutron inelastic interactions do not constitute a background for a dark matter search

as the γ ray accompanying the nuclear recoil very likely pushes the energy of the event far

from the region of interest. Neutron elastic interactions, however, constitute an irreducible

background and precautions must be taken to reduce their occurrence as much as possible.

The neutron elastic scattering mean free path ranges from ∼13 cm at 100 keV up to ∼20 cm

at 10 MeV. Fortunately, fast neutrons are thus likely to scatter multiple times in larger

scale detectors and hence be rejected as a background. At the current scale of LXe detectors

(∼30 cm) the single to multiple ratio is such that the rejection efficiency has not yet reach an

extremely useful level. Consequently, detector materials have to be chosen such that their

neutron production rates, through (α, n) reactions or spontaneous fission, yield much less

than one neutron interaction in the energy range of interest during a dark matter search.

2.3 Scintillation Signal

As mentioned earlier, a recoiling particle in LXe will create a track of excited Xe atoms or

“free” excitons, Xe∗, and electron-ion pairs, Xe+ + e−. The scintillation signal is produced

after the creation of the excitons and the electron-ion pairs. Excitons can form excited

molecular states, Xe∗2, called excimers by colliding with neighbouring Xe atoms. Ionized
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Figure 2.3: Neutron total elastic scattering (solid blue), total inelastic scattering (long
dashed orange), and radiative capture (dashed violet) cross sections on Xe (Chadwick et al.,
2006).

atoms can also form excimers through the processes

Xe+ +Xe→ Xe+2 , (2.2)

Xe+2 + e− → Xe∗∗ +Xe, (2.3)

Xe∗∗ → Xe∗ + heat, (2.4)

Xe∗ +Xe→ Xe∗2. (2.5)

The excimers subsequently decay to the dissociative ground state and produce scintillation

light

Xe∗2 → 2Xe + hν. (2.6)

The spectrum of LXe scintillation photons is in the vacuum ultraviolet range, centered

at a wavelength of 178 nm, which corresponds to an energy of 7 eV, and with a width of

13 nm (Jortner et al., 1965). The scintillation light has two components from the decay of the

singlet and triplet states of the excimers. For relativistic electrons with an applied electric

field, the singlet and triplet states have decay times of 2.2 and 27 ns (Kubota et al., 1978a),

respectively. This makes Xe one of the fastest scintillators. With no electric field applied

the recombination time dominates and a single decay time of 45 ns is observed (Hitachi
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et al., 1983). For α particles the decay times are 4.2 and 22 ns for the singlet and triplet

states, respectively. The decay times depend only weekly on the ionization density but the

ratio of singlet to triplet states is higher at higher ionization density.

In GXe, scintillation comes almost exclusively from direct excitation because the collision

process that leads to recombination (Eq. 2.4) is not very likely. As mentioned earlier, in

LXe the application of an external field reduces the scintillation signal as a large fraction of

it comes from recombination. Even at zero field, however, some electrons do not recombine

(in a timescale practical for their detection) and this is thought to be the explanation for

the reduce light yield (see Sec. 2.3.1) at low values of linear energy transfer (LET), closely

related to the electronic stopping power.

At high ionization densities an additional mechanism could play a role for the quenching

of the scintillation light, as is observed for α particles for example. Since the scintillation

decay times do not depend on ionization density, this suggests that the quenching occurs

before the creation of the excitons (Hitachi, 2005). Hitachi proposed the “bi-excitonic”

quenching mechanism

Xe∗ +Xe∗ → Xe∗∗2 → Xe + Xe+ + e− (2.7)

where two excitons collide and produce an electron-ion pair. The electron may later re-

combine and lead to the production of one scintillation photon. Two excitons, which would

normally produce one scintillation photon each, end up producing only one. Since excitons

need to collide into each other for this quenching to occur, this mechanism can only apply

to very high LET tracks, such as α particles, fission fragments, and nuclear recoils. Fig. 2.4

shows schematically the processes we have discussed in this section.

2.3.1 Absolute Light Yield

As one realizes, there are many effects playing a role in the production and the poten-

tial reduction in the number of scintillation photons created by different types of ionizing

radiation in LXe. An electric field can reduce the scintillation yield by reducing the re-

combination fraction, low ionization density tracks, such as those of electronic recoils, can

have a reduced scintillation yield due to escape electrons, nuclear quenching reduces the

scintillation yield of nuclear recoils through energy lost to atomic motion (Sec. 2.3.2), and

high excitation density tracks can suffer electronic quenching via biexcitonic quenching for
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the quenching of scintillation light (gray), as discussed in the text.

example.

Fig. 2.5 shows the LET dependence of the scintillation yield in LXe for various types

of particles. At high LET a flat top response is observed for relativistic heavy ions (solid

circles). At lower LET values, relativistic electrons (solid square) and electronic recoils from

γ rays (open squares) are interpreted to have a reduced scintillation yield due to incomplete

recombination (escape electrons) while the reduced scintillation yield of α particles, at

higher LET, is attributed to biexcitonic quenching (Hitachi, 2005). From the simultaneous

measurement of ionization and scintillation for 1 MeV electrons (solid square) and assuming

full recombination and no biexcitonic quenching for relativistic heavy ions the maximum

scintillation yield in LXe, or the average energy required to produce a scintillation photon,

is estimated as Wph(max) = 13.8 eV (Doke et al., 2002).

2.3.2 Lindhard Factor

As mentioned earlier, in contrast with recoiling electrons, which lose almost all of their

energy through electronic excitation, recoiling nuclei transfer only a part of their energy to

electronic excitation and the rest is lost to atomic motion. Lindhard calculated the total

electronic energy loss in a nuclear recoil (Lindhard et al., 1963). The Lindhard factor,
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Figure 2.5: LET dependence of the scintillation yield for various types of particles in LXe.
Relativistic heavy ions (solid circles) at high LET have a scintillation yield independent
of LET and assumed to be the maximum scintillation yield in LXe. Relativistic electrons
(solid square) and electronic recoils from γ rays (open squares) are interpreted to have a
reduced scintillation yield due to the effect of escape electrons. The reduced scintillation
yield of α particles is attributed to biexcitonic quenching (Hitachi, 2005). Figure from Doke
et al. (2002).

L, defined as the fraction of the recoil energy lost to electronic excitation is parametrized

as (Lewin and Smith, 1996)

L =
kg(ǫ)

1 + kg(ǫ)
(2.8)

where

ǫ =11.5Er(keV)Z−7/3, k = 0.133Z2/3A1/2, and g(ǫ) = 3ǫ0.15 + 0.7ǫ0.6 + ǫ, (2.9)

and provides an accurate prediction of the nuclear quenching of ionization signals in semi-

conductors (Chasman et al., 1968; Jones and Kraner, 1975; Messous et al., 1995). In

LXe, nuclear quenching alone cannot explain the observed scintillation yield at low en-

ergies (Aprile et al., 2005), but reasonable agreement can be obtained when electronic

quenching is considered (Hitachi, 2005; Mei et al., 2008). Recently, it has been suggested

that if both the scintillation and ionization signals are included, the Lindhard prediction is

compatible with the observed quenching (Sorensen and Dahl, 2011). The lower scintillation

yield observed is attributed to a change in the fraction of energy that ultimately goes into

ionization instead of scintillation. Experimenters usually do not measure the Lindhard fac-

tor directly but rather the relative scintillation efficiency of nuclear recoils, Leff , the subject
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of the next section.

2.3.3 Relative Scintillation Efficiency of Nuclear Recoils

As we previously discussed, the scintillation yield, defined as the number of photons pro-

duced per unit energy, depends on both the type of particle and the energy deposited. For

historical reasons, the scintillation signal is most commonly used to measure the energy of

a particle in LXe dark matter detectors. Since a precise measurement of the absolute scin-

tillation yield is rather difficult, the relative scintillation efficiency of nuclear recoils, Leff , is
the quantity that is used to convert the scintillation signals to nuclear recoil energies. Leff ,
an energy dependent quantity, is defined as the ratio of the scintillation yield of nuclear

recoils to that of electronic recoils from photoabsorbed 122 keV γ rays from a 57Co source,

at zero electric field

Leff (Enr) =
Ly,nr (Enr)

Ly,er (Eer = 122 keV)
, (2.10)

where the subscripts “nr” and “er” refer to nuclear and electronic recoils. The 122 keV γ

ray energy is used simply for convenience because 57Co is a common calibration source.

Two methods have been used to measure Leff at different energies, an indirect method

with the full spectrum comparison of the simulated response to the measured response from

the irradiation with a neutron source, and a direct method with monoenergetic neutron

fixed-angle scatters. Indirect measurements (Horn et al., 2011; Lebedenko et al., 2009b;

Sorensen et al., 2009) infer the energy dependence of Leff by comparing experimental data

obtained with a neutron source and a Monte Carlo simulation of the expected nuclear recoil

energy spectrum. By proceeding in this way, however, any neglected factors are absorbed in

the energy dependence of Leff . Such factors can include uncertainties in the energy spectrum

of the neutron source, efficiency losses near threshold, energy dependence of selection cuts,

etc, and are typically difficult to measure precisely. Direct measurements (Akimov et al.,

2002; Aprile et al., 2005, 2009; Arneodo et al., 2000; Bernabei et al., 2001; Chepel et al., 2006;

Manzur et al., 2010) are performed by recording fixed-angle elastic scatters of monoenergetic

neutrons tagged by organic liquid scintillator detectors. Direct measurements are typically

less affected by systematic uncertainties and can provide a more accurate measurement of

Leff . The recoil energy of the Xe nucleus is then entirely fixed by kinematics and, when
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MXe ≫ mn and En ≪ mnc
2, is approximately given by

Er ≈ 2En
mnMXe

(mn +MXe)
2 (1− cos θ) (2.11)

where En is the energy of the incoming neutron, mn and MXe are the masses of the neutron

and Xe nucleus, respectively, and θ is the scattering angle. The spread in measured recoil

energies in direct measurements mostly comes from the energy spread of the neutron source

and the angular acceptance of the LXe and neutron detectors due to their finite sizes.

Fig. 2.6 shows a compilation of the measurements of Leff , prior to 2011. There is considerable
spread and disagreement in the different measurements, a sign that some unaccounted for

systematic effects are probably present in some of the measurements. The measurement of

Leff is the subject of Chap. 5.
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Figure 2.6: Measurements of the relative scintillation efficiency of nuclear recoils in LXe,
prior to 2011.

Since dual-phase LXe detectors operate with an external electric field applied, the scin-

tillation signal is quenched due to a reduction in the fraction of electrons that recombine.

This is also an effect that depends on both the type of recoiling particle and the energy

deposited, although the energy dependence appears very mild for nuclear recoils (Manzur

et al., 2010). The effect is incorporated in the reconstruction of the energy through the use of

the field quenching factors of electronic and nuclear recoils, Ser(E) and Snr(E), respectively,

where E here refers to the electric field (see Sec. 2.5).
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2.3.4 Absorption, Reflection, and Scattering

We now turn to processes that can affect the collection of the produced scintillation light

in a LXe detector. LXe itself is transparent to its own scintillation light, as the absorption

band of the free exciton is at a higher energy than the scintillation light energy (Schwenter

et al., 1985). However, even minuscule amounts of impurities can absorb a large fraction of

the scintillation photons. Water is the most serious due to its high absorption cross section

at 7 eV but oxygen can also contribute with an absorption cross section roughly a factor

of ten lower. The effect of absorption is usually modelled with an exponential attenuation

coefficient λabs for the scintillation light. The Rayleigh scattering length in LXe is also an

important factor in the collection of scintillation light, especially for large volume detectors,

because it increases the distance a photon has to travel before it reaches a photosensor,

increasing the probability that it gets absorbed along the way. The Rayleigh scattering

length was to be λRayleigh = 29 cm in LXe (Ishida et al., 1997).

The index of refraction of LXe being higher than that of GXe (see Tab. 2.1), the majority

of the scintillation photons emitted below the liquid level, the direct scintillation light of

dual-phase LXe detectors for example, will undergo total internal reflection at the liquid-gas

interface. The inner surface of LXe detectors is often made of VUV reflecting materials that

are employed to increase the scintillation light collection efficiency of the photosensor arrays.

The most widely used material is PTFE for its high VUV reflectivity. Measurements of the

reflectivity of PTFE for Xe scintillation light have ranged from 60% (Barabanov et al., 1987)

to values as large as 95% (Yamashita et al., 2004). It has recently been measured accurately

at the LXe scintillation wavelength and for different types of PTFE, with values ranging

from 47% to 66%, but there are indications that when immersed in LXe its reflectivity could

be considerably larger (Silva et al., 2010).

2.4 Ionization Signal

In the previous section we have discussed the production of scintillation photons in LXe

and the many processes which can play a role in the reduction of the measured scintillation

signal. We now turn to the complementary signal, the ionization signal. LXe has an

electronic band structure with a band gap between the valence band and the conduction

band (Steinberger and Asaf, 1973) and the large gap energy of 9.28 eV makes LXe a very
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good insulator. The average energy required to produce an electron-ion pair, as mentioned

earlier, is 15.6 eV, which makes LXe the liquefied noble gas with the largest ionization yield.

In LXe, electrons from the valence band excited to the conduction band by ionizing radiation

can be drifted over long distances. To measure the ionization signal, electrons need to be

prevented to undergo recombination by applying an external electric, and drifted through

the medium without loss due to attachment to impurities. These different processes are

described in the following sections.

2.4.1 Electron Drift Velocity

At low values of the electric field, the drift velocity, vd, is proportional to the applied

electric field. The proportionality constant is called the electron mobility, µ. At larger

field strengths the drift velocity reaches a maximum value and flattens out. In the Cohen-

Lekner theory (Cohen and Lekner, 1967; Lekner, 1967) the larger drift velocity in LXe

at lower fields and the saturation are understood (Atrazhev et al., 2005) as being due to

elastic scattering of electrons on spatially correlated Xe atoms (structure density effect) and

whose closer interatomic distance weakens the polarization interaction (polarization density

effect). Another theory is that inelastic electron interactions with Xe atoms are responsible

for the saturation of the drift velocity (Gordon et al., 1994) in which case the scintillation

light produced by drifting electrons under high fields should be observable. Fig. 2.7 shows

the variation of the electron drift velocity in LXe and GXe as a function of reduced electric

field.

Ions drift at much smaller velocities than electrons in LXe. The mobility of neg-

atively charged molecular oxygen for example has been measured at 165 K and gives

∼0.7× 10−3 cm2V−1 s−1 (Hilt et al., 1994).

2.4.2 Electron Attachment

When conduction electrons drift in LXe and collide with electronegative impurities they can

attach to these impurities. The ions formed then drift at much slower speeds than electrons

and the charge signal is reduced. In fact, the attachment of electrons to impurities in LXe

can be considered one of the most important factors that affect the performance of large

scale LXe detectors that measure the ionization signal of recoiling particles. The average

time a conduction electron stays free before attachment to an electronegative impurity is
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Figure 2.7: Electron drift velocity in LXe and GXe as a function of reduced electric field for
several measurements (Gushchin et al., 1982; Huang and Freeman, 1978; Pack et al., 1992;
Wagner et al., 1967), as well as a calculation (Atrazhev et al., 2005). Figure from Atrazhev
et al. (2005).

called the electron lifetime, τe. Assuming a uniform distribution of impurities, the number

of electrons surviving after drifting a distance z in a LXe detector, Ne(z), from an initial

number of electrons N0,e, is given by

Ne(z) = N0,e exp

(

− z

vdτe

)

. (2.12)

The most common impurity responsible for electron attachment in LXe is O2. The electron

lifetime depends on the concentration of the different electronegative impurities, ni, and

the rate constant for electron attachment to the different impurities, ki, through τe =

(
∑

kini)
−1. Since the exponential attenuation of the charge signal with drift distance is easy

to measure in LXe TPCs and since in most circumstances O2 dominates, the concentration

of impurities is often calculated from the electron lifetime and quoted in oxygen-equivalent

units, nO2−eq. = τe/kO2
.

Since the probability of capture by impurities is a function of the electron energy the

applied electric has an effect on the rate constants for electron attachment. For O2, the

attachment rate constant decreases with increased electric field. The rate constants of

electron attachment to SF6, N20, and O2 impurities in LXe are shown in Fig. 2.8 as a

function of the applied electric field.
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Figure 2.8: Electric field dependence of the rate constants of electron attachment to different
solutes in LXe. Figure from Bakale et al. (1976).

2.4.3 Recombination

As discussed previously, the application of an electric field reduces the scintillation signal

from recoiling particles in LXe, most dramatically the scintillation signal of electronic recoils.

This is accompanied by an increase in the charge signal as electrons that did not recombine

and produce scintillation are measured in the charge signal. The electric field dependence

of the scintillation and ionization yield in LXe was first observed by Kubota et al. (1978b)

and in fact provided strong evidence for recombination luminescence in LXe. Tracks with

different ionization densities are affected differently by an external electric field. In higher

ionization density tracks like those of α particles or nuclear recoils, more electrons can still

recombine even in the presence of a strong electric field compared to electron recoil tracks

with lower ionization density. It is this effect which is at the basis of the electronic and

nuclear recoil discrimination capability of LXe (Sec. 2.4.4). Fig. 2.9 shows the Aprile et al.

(2006b) measurement of the relative ionization and scintillation yields for nuclear recoils as

a function of applied electric field.

The anti-correlation between ionization and scintillation fluctuations, that is, that on

an event by event basis, a smaller amount of ionization is always accompanied by a larger

amount of scintillation was first observed by Conti et al. (2003). The anti-correlation of

ionization and scintillation fluctuations can be used to greatly improve on the achievable
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Figure 2.9: Field dependence of relative ionization and scintillation yields of α particles,
electronic recoils (ER), and nuclear recoils (NR) in LXe. Figure from Aprile et al. (2006b).

resolution in either of the channels alone (Aprile et al., 2007).

2.4.4 Discrimination

Recoiling particles in LXe have different track structures due to their different ionization

densities. High ionization density tracks should suffer less quenching of their scintillation

signal from the application of an external field. This effect can be used to distinguish

recoiling particles. The ability to discriminate nuclear recoils from electronic recoils at

low energies and based on their difference in the ratio of ionization to scintillation was

first measured in Aprile et al. (2006b). In LXe dual-phase detectors, the charge signal is

amplified in the gas phase and the ratio of the proportional scintillation signal to the direct

scintillation signal is used as a discriminant. Fig. 2.10 shows the response of the XENON10

detector to low energy electronic recoils from a 137Cs γ source and neutron-induced elastic

nuclear recoils from an AmBe source. The separation between the two bands allows to

reject electronic recoil events at the ∼99.5% level while keeping 50% acceptance on nuclear

recoils. Surprisingly, the rejection power increases as the electronic recoil energy decreases

and the band is observed to become narrower.

We should note that the microscopic explanation for the origin of discrimination in LXe is
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Figure 2.10: Response of the XENON10 detector to low energy electronic recoils from a
137Cs γ source and neutron-induced elastic nuclear recoils from an AmBe source. Figure
from Aprile et al. (2011b).

not entirely clear. The recombination model in (Dahl, 2009) correctly reproduces the energy

and electric field dependence of the electronic and nuclear recoil band centroids (mean

recombination) but recombination fluctuations associated with variations in track structure

can only account for about half the measured variance of the bands. The interpretation

of the results of the model may also give a hint that at recoil energies of WIMP searches

the discrimination could come from a different ratio of excitons to electron-ion pairs for

nuclear recoils rather than purely from the higher stopping power for nuclear recoils. In

any case, practically it is possible for LXe dual-phase detectors to measure directly their

response to both types of recoils and claim the presence of a WIMP signal without the

detailed understanding of the origin of discrimination.

2.4.5 Electron Emission

Under certain conditions it is possible to extract ionization electrons from the liquid phase

into the gas phase. Since the dielectric constant of LXe is larger than that of GXe, elec-

trons in the liquid phase near the interface experience a repulsive image potential. By the

application of a sufficiently high electric field it is possible to “heat” the electrons such that

their average kinetic energy exceeds the potential barrier. Electrons with a momentum

projection perpendicular to the interface that exceeds the potential barrier are then readily

extracted into the gas phase. This is the mechanism that allows the ionization electrons in

LXe dual-phase TPCs to be amplified in the gas phase through electroluminescence.
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2.4.6 Electroluminescence

In GXe, under the effect of a high electric field, drifting electrons can acquire enough

energy between collisions with Xe atoms to excite the atoms and produce scintillation light.

This effect is called electroluminescence, or proportional scintillation, as the scintillation

produced will be proportional to the number of electrons drifting. The photon yield per

unit length per electron dNph/dx is empirically determined as (Belogurov et al., 1995)

dNph

dx
= α

(

Eg

p
− β

)

p (2.13)

with α = 70photons kV−1 and β = 1kV cm−1 atm−1, where Eg is the electric field in the

gas and p the pressure. This process, coupled with the extraction of electrons from the

liquid phase provides an extremely efficient way of amplifying the ionization signal of LXe

TPCs and even leads to the detection of single electron signals (Edwards et al., 2008).

2.5 Energy Scales

As presented in this chapter, LXe is extremely attractive as a detection medium for ionizing

radiation. The ionization and scintillation signals created by recoiling particles can be used

to determine their energy and to some extent their type. Since one is interested to ascribe

an energy to signals created in a detector, this naturally leads to the question of energy

scales and calibration. In this section we present the different scales used in LXe detectors,

their motivations, and sometimes their shortcomings.

Throughout the text we will reserve the use of “keV” for known energies, when discussing

Monte Carlo simulations for example, and not reconstructed energies. The three main

energy scales used are presented below.

2.5.1 Electronic-Recoil Equivalent Energy

The electronic-recoil equivalent energy scale is the name given to the energy scale where a

γ ray calibration source is used to obtain the conversion between energy and the detector

response, usually measured in photoelectrons, for the scintillation signal, or electrons, for

the charge signal. This is common practice even for a detector which is meant to measure

nuclear recoil energies, as the calibration in electron-equivalent energies will allow easier
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identification of lines from radioisotope decays in background spectra for example. Recon-

structed energies with such a scale will have units of “keVee”, keV electron-equivalent. If

the scintillation signal alone or the ionization signal alone is used to define the scale it will

in general not be linear over large range of energies, mostly because the fraction of electrons

that recombine changes with energy. Consequently, implicitly attached to the unit of keVee

is the energy at which the calibration was performed.

2.5.2 Electronic-Recoil Combined Energy Scale

Since fluctuations in ionization and scintillation are anti-correlated, one can construct a

linear energy scale in which those recombination fluctuations are cancelled by adding the

two signals with appropriate factors, an idea suggested in (Seguinot et al., 1992). This

electronic recoil energy scale is called the combined energy scale and several γ sources are

usually used to construct it, hence units of keVee are also used for energies reconstructed

with it. The combined energy scale is used for the comparison of background spectra with

Monte Carlo expectations since the improved resolution greatly helps in the separation of

lines from radioisotope decays.

2.5.3 Nuclear-Recoil Equivalent Energy

In dual-phase LXe TPCs that are searching for nuclear recoils from dark matter particles

the energy scale is most often based on the scintillation of nuclear recoils in LXe. Explicitly,

the recoil energy Enr is computed from the direct scintillation signal, S1, as

Enr =
S1

Ly

1

Leff
Ser

Snr
(2.14)

where Ly = Ly,er (Eer = 122 keV) is the light yield of photoabsorbed 122 keV γ rays, Leff
is the relative scintillation efficiency of nuclear recoils in LXe, and Ser and Snr are the

scintillation light field quenching factors for electronic and nuclear recoils, respectively. The

unit “keVnr” is employed for energies reconstructed with the nuclear recoil equivalent energy

scale.
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Chapter 3

The XENON100 Experiment

After the successful demonstration of the performance of the XENON10 detector in the

search of WIMP dark matter (Angle et al., 2008a,b), the next step was clear: build a larger

scale LXe detector with a lower background level, using the same principle of operation and

reusing many of the design features of the XENON10 detector. A design goal of a factor

ten increase in target mass and a reduction of the low-energy γ background level by a factor

of one hundred was set.

In Sec. 3.1 we discuss the early design decisions and simulations that helped shape the

XENON100 detector into its final form. Sec. 3.2 describes the construction and assembly

phase while Sec. 3.3 presents a detailed description of the XENON100 detector and its

subsystems. Finally, Sec. 3.4 describes the computing infrastructure deployed to support

data taking operations.

3.1 Design

In general, the γ background within a radiopure LXe fiducial volume can always be made

smaller by increasing the LXe volume around it. In practice, however, the approach of

increasing the volume alone is not adequate due to other constraints: the need for a low

energy threshold, hence high photosensor coverage, implies an increase in complexity and

costs. The approach taken must be multiple-fold: selection of radiopure materials for

detector construction, minimization of contamination of materials in the assembly process,

and use of background rejection techniques.

An extensive materials radioactivity screening campaign was undertaken to find radiop-
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ure materials suitable for the construction of the detector (stainless steel, PTFE, copper)

and to measure the intrinsic radioactivity of several commercial components used in the

assembly (PMTs, PMT bases, cables). The acceptable limit for the radioactivity depends

on the mass of the material or component and its proximity to the target volume, and this

limit can only be adequately determined through extensive simulations. The description of

the facilities used for the measurements and results are presented in Aprile et al. (2011d).

To further reduce the contribution to the γ background from detector components, one

can proceed by shielding the target volume from some components. In the design phase,

three components were identified early on as potential candidates: the pulse tube refrigera-

tor (PTR) system, used to maintain the operating temperature, the electrical feedthroughs

for both PMT signals and PMT high voltage, and the cryostat vessel. In the XENON10

detector the PTR was mounted directly on top of the chamber vessel (see Aprile et al.,

2011b, Fig. 2). Additionally the large amount of steel around the target volume was known

as a background source. Moving the PTR system, composed of the PTR coldhead, the

motor-valve, and the buffer tank, outside of the passive shield surrounding the detector

would allow to eliminate its contribution to the radioactivity in the immediate vicinity of

the detector. It would also reduce the uncertainty on the predicted low-energy γ background

since measuring the intrinsic radioactivity of such a large commercially procured apparatus

is not easily achievable.

Specifically, the remote cooling of the LXe volume has been implemented by extending

the vacuum cryostat outside the passive shield. The PTR, mounted on top of a “cooling

tower”, is coupled to the inner volume of the cryostat through a copper cold finger. The

GXe that condenses on the cold finger and drips is collected with a funnel and flows back

to the detector vessel by gravity. The cryogenic system of the XENON100 detector is

described in details in Sec. 3.3.5. The same concept was applied to the ceramic electrical

feedthroughs. However, since this extended volume would not contain any cold GXe flow,

only the inner volume was extended outside the passive shield. Excessive heat losses can be

avoided by passing the tubes of the inner volume through cold jackets. This design has the

added advantage that electrical connections to the detector, now outside the passive shield,

can easily be undone without the opening the shield door. A technical drawing of the final

design with the detector inside the shield is shown Fig. 3.12 of Sec. 3.1.4.

Working on the data from the XENON10 experiment, especially on events that did not



45

meet the analysis requirements, gave invaluable insights into likely physical causes for certain

classes of events and also ideas on how to avoid some peculiarities present in that prototype

detector. The so-called “anomalous leakage events” (Angle et al., 2008a), identified as

multiple-scatter events with one scatter in a charge-insensitive region, mostly below the

cathode, and a second scatter in the sensitive LXe volume, for example, were a particular

concern and efforts were made to minimize as much as possible their occurrence. This

resulted in two main design choices. First, to keep the distance between the cathode and

the bottom PMT array as small as possible and to reduce the volume of charge insensitive

regions around the bottom PMT array. Second, it spawned the idea of using an active LXe

veto to tag some of these events. The reasoning was the following. Only high energy γ

rays are likely to travel distances of several centimeters and deposit energies, via Compton

scattering, of only a few kiloelectron volts. Furthermore, with such a small energy deposited

the trajectory of the γ ray is approximately a straight line. For such event topologies, one

would expect the z distribution of energy deposits within the sensitive volume to decrease

with increasing distance from the cathode. That is, events with a γ ray traversing the

full drift distance should be suppressed compared to those with the γ ray traversing a

shorter distance. Hence γ rays responsible for anomalous leakage events from additional

scatters in charge insensitive regions should escape the sensitive region on the side or on

the bottom. Having an additional instrumented LXe volume below the bottom PMT array

and surrounding the sensitive volume should thus help reducing the rate of such events.

As it turns out, the LXe veto volume idea would be adopted in the design also because

of other practical reasons. Since the total event rate scales with the external surface of the

LXe volume, then an increase by a factor ten in mass implies a factor of about five increase

in event rate. In practice, however, the only relevant information in a LXe volume where

the background rate is high is if energy was deposited or not, as this volume would be

fiducialized away to reach the desired γ background level in the central part of the target.

By making the external part of the volume optically separated from the target volume,

instrumenting it, and operating it as an active veto, it should be possible to achieve a very

good γ background rejection. Furthermore, this should be possible even with a relatively

high energy threshold (∼100 keV) if the veto volume thickness is substantial (∼3 cm). This

can be seen in Fig. 3.1 where the fraction of γ rays which deposit energies above a given

threshold in slabs of LXe of different thicknesses is shown for different γ-ray energies. The
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efficiency at which γ rays can be tagged does not substantially vary with thresholds below

a few hundred kiloelectron volts. Instrumenting the full volume instead of segmenting it

into a target volume and an active veto would most likely require more PMTs without

providing a significant advantage in terms of background reduction, especially considering

that adding photosensors would increase the background level. That is, the photosensor

density required to operate a LXe volume as a veto with an energy threshold of ∼100 keV

should be less than what is required for the target volume.
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Figure 3.1: Fraction of γ rays that deposit an energy above threshold for LXe thicknesses of
1 cm (short dashed lines), 3 cm (long dashed lines), and 5 cm (solid lines), for γ-ray energies
of 250 keV (red), 500 keV (yellow), 1 MeV (green), and 2 MeV (cyan), as a function of the
energy threshold.

Reducing the total event rate inside the sensitive volume with a veto volume has other

advantages, one specific example is the reduction in the data volume created. For the

XENON10 experiment, the raw data acquired for each trigger consisted of 88 waveforms

of 16350 14 bit samples (2 B/sample) for a total of 2.7 MB per event. This would have

lead to alarming data volumes and consequently provisions were made to reduce the raw

data size on the data acquisition (DAQ) computer. Specifically, additional programs were

created to set to zero samples of the waveform that consisted only of baseline noise, and

to subsequently compress losslessly the modified waveforms. However, this solution did

not remove the main bottleneck to high data taking rates, namely the VME transfer speed

between the DAQ computer and the VME crate. This solution also left the DAQ computer
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with cpu intensive tasks running constantly. For a detector with an order of magnitude

increase in mass, and which would certainly require more photosensor channels, the data

volume problem would certainly be exacerbated.

An initial proposal for the XENON100 DAQ system considered the possibility of using

charge-to-digital converters (QDCs) and time-to-digital converters (TDCs) instead of dig-

itizing PMT signals with flash ADCs. This would have led to a large reduction in data

volume but the versatility of the FADC approach was preferred. The FADC approach al-

lows a detailed time analysis of triggered events, a valuable tool in the understanding of

background events. The solution adopted to reduce the event size was to implement a data

reduction algorithm on the field programmable gate array (FPGA) of the FADCs. The com-

pany manufacturing the FADCs chosen for the experiment, CAEN Technologies (CAEN),

accepted to modify their firmware to include our specification for a baseline suppression

algorithm. The algorithm implemented is described in Sec. 3.3.10. This data reduction

before the transfer to the DAQ computer would allow faster data taking rates, still limited

by the VME transfer speed but now mostly given by the average duration of the S2 signal.

That is, most of the samples kept in a waveform would be those of the S2 signal. An added

benefit of using a veto volume in conjunction with the on-board baseline suppression algo-

rithm is that veto PMT signals would require almost no space to be stored, as they would

only be comprised of fast direct scintillation light S1 signals and no long S2 signals.

Another area where it was thought improvement over XENON10 was possible was the

position reconstruction performance near the edge of the sensitive volume. With a distance

of ∼1.7 cm between the proportional scintillation amplification region and the top PMT

array, most of the S2 signal in XENON10 was concentrated into up to 4 top array PMTs.

If the top PMT array coverage does not extend significantly beyond the radius of the

sensitive volume, then events closer to the edge have a significant fraction of their S2 signal

which comes from reflections of the proportional scintillation signal instead of a line-of-

sight signal. Since the distribution of the S2 signal on the top PMT array is used to

reconstructed the (x, y) position of events this can lead to degraded performance near the

edge of the sensitive volume. The design choice for XENON100 was thus made to have

the top PMT array extend by one PMT width beyond the radius of the sensitive volume.

Furthermore, since the radial coordinate is usually more important than the azimuthal one

for fiducialization purposes, a concentric PMT rings arrangement was chosen for the top
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array. Lastly, the mesh frame inner diameter was chosen to extend beyond that of the

sensitive volume to prevent additional reflections of the proportional scintillation signal. As

in the XENON10 design, the liquid level will be maintained at a fixed height with a cylinder

closed on top, similar to a diving bell. Having the bell, which houses the top PMT array,

larger than the sensitive volume by one full PMT width, naturally gave the space for a LXe

veto that laterally surrounds the sensitive volume. Since most of the direct scintillation

light is detected by the bottom PMT array, the closely packed square grid arrangement

of XENON10 was kept for the XENON100 bottom array. The photosensor coverage was

increased by reducing the inter-PMT distance.

3.1.1 Initial Simulations

As a first step in the estimation of the performance of a generic LXe detector with the char-

acteristics described earlier, GEANT4 (Agostinelli et al., 2003) Monte Carlo simulations

were performed to calculate the low-energy γ background contribution of the PMT arrays

(including bases) and the cryostat for different inner detector configurations. Previous sim-

ulations, in the case of XENON10 for example, have shown that the largest contribution

to the γ background rate at low energies is from the PMTs and the cryostat vessel, pro-

vided that the contribution from impurities in the LXe is negligible. Including only the

radioactivity from those components should thus provide an adequate estimate.

The expected γ background was obtained by simulating the decay of all radioactive

isotopes present in each material, in this case only the stainless steel cryostat vessel, the

PMT bases and the PMTs. The activities assumed for this initial simulation and the

quantity of each component are listed in Tab. 3.1. Each decay chain was simulated using the

G4RadioactiveDecay class of the GEANT4 package, itself based on the evaluated nuclear

structure data file (ENSDF) (Tuli, 2001). The G4VPrimaryGenerator derived class that

creates initial particles is used to generate the desired isotopes uniformly within the volumes

of each material. For long decay chains the secular equilibrium approximation was assumed

to hold. Another approximation was made, specifically that each daughter decay in a chain

would trigger as a separate event in the real detector. With an event length of ∼300µs this

holds for all decay products in the 232Th chain except the “fast” 212Bi
β−→ 212Po

α−→ 208Pb

delayed coincidence, due to the 212Po mean life of 432 ns. Similarly it holds for all decay

products of the 238U chain except the “slow” 214Bi
β−→ 214Po

α−→ 210Pb delayed coincidence,
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due to the 214Po mean life of 236.6µs. In any case, the low-energy background should not

be affected by this simulation approximation as both of those decays are at much higher

energies. This approximation was implemented by a custom G4UserStackingAction that

postpones the decay of any daughters of the current primary particle to the next simulated

event.

Table 3.1: Radionuclide activities assumed for the initial simulation and the quantity of
each component in the baseline configuration simulation.

Component Unit Quantity 238U 232Th 40K 60Co

PMTs mBq/PMT 251 0.17 0.20 10 0.56
PMT Bases mBq/base 251 0.16 0.10 <0.16 <0.01
Stainless Steel mBq/kg 55 kg <4.4 8.9 <31 12

The information recorded in the simulation includes the energy, position, time, type

of particle, and physical process responsible for each energy deposit in the LXe sensitive

volume. For each event some of the expected detector responses were applied to convert

the detailed information into variables closer to the measured quantities. Specifically, the

measured XENON10 double scatter S2 peak resolution of 3 mm was used to convolve the

list of simulated energy deposits. That is, a detector with a similar S2 signal width as

XENON10 can only resolve double scatter events with 100% efficiency if the inter-scatter

distance is larger than 3 mm. No spatial dependence of the scintillation response or the

charge response was assumed for the sensitive volume or the veto volume.

Simulations for three different configurations were performed to examine the effect of

different sources of radioactivity on the low-energy γ background. The first configuration,

the baseline configuration, has a cylindrical LXe target volume with 15.2 cm (6 in) radius and

30.5 cm (12 in) drift length, defined by a PTFE cylinder with a 1.3 cm thick wall. The target

volume PMTs are positioned to cover maximally the surface available (for simplicity), 131

PMTs in the top array, 84 PMTs in the bottom array. The veto volume has a cylindrical

shell shape that covers the side of the target volume and is instrumented by 36 PMTs,

placed in a circular arrangement at the bottom of the volume. The outer surface of the veto

volume is covered by a 6.4mm thick PTFE lining. The cryostat is a double-wall vacuum

insulated stainless steel cylinder with a flange at the top, allowing this large mass to be far

away from the target volume. The vacuum insulation thickness is 2.5 cm. In the baseline

configuration the bell is made out of copper and has a radius of 202 mm and a thickness
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of 1 mm. The thick bell configuration is the same as the baseline configuration except that

the thickness of the top of the bell is increased by an additional amount which varied from

1 mm to 10 mm. In the lowered bases configuration the PMT bases of the bottom PMT

array are lowered by 1 cm or 3 cm with respect to the baseline configuration. Fig. 3.2 shows

the geometry of the baseline configuration.

Lid ✘✘✘

Cryostat ✏✏

Insulation ❤❤❤

Top Flange✘✘

Top PMTs ✏✏✏

Meshes ✑
✑
✑

✑
✑

◗
◗
◗

◗
◗

Bottom PMTs ❤❤❤

Veto PMTs ✏✏✏

Bell✏✏

GXe◗◗

LXe❤❤

Bases❤❤

Figure 3.2: Detector geometry used for the baseline configuration simulation of the expected
low-energy electronic recoil background. The main components included in the simulation
are the double-wall vacuum insulated stainless steel cryostat, the PTFE cylinder separating
the target volume and the veto volume, the top, bottom, and veto PMT arrays, the PMT
bases, the bell, and, most importantly the LXe and GXe volumes.

The main results of the simulation are shown in Figs. 3.3, 3.4, 3.5, and 3.6. Fig. 3.3

(left) shows the total electronic recoil background differential rate expected in the sensitive

volume. The sensitive volume is understood as the charge sensitive part of the target volume,

that is, the LXe volume above the cathode and within the PTFE cylinder separating the

target volume and the veto volume. This rate includes events with multiple interactions

within the sensitive volume. The integral of the differential spectrum gives the total event

rate and can be used to estimate the trigger rate of the hypothetical detector. This assumes

the use of a S2-based trigger, as was used for the XENON10 detector (Aprile et al., 2011b),

since the region below the cathode does not produce S2 signals but would produce S1 signals

that could be triggered on with a S1-based trigger. The value obtained for the total event

rate with this detector configuration is 428 events kg−1 d−1, which corresponds to a trigger
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rate of 0.33Hz. The main contribution at low energies (< 100 keV) comes from decays of

60Co, most likely from the cryostat, which has a higher total activity for that isotope than

the PMT arrays. This is closely followed by the contributions of the 232Th chain, of 40K

decays, and of the 238U chain.
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Figure 3.3: Predicted total background differential rate in the sensitive volume (left) and
differential single scatter rate (right) in the sensitive volume with individual contributions
from different radioisotopes.

Fig. 3.3 (right) shows the total electronic recoil background differential single scatter

rate in the sensitive volume, that is, requiring that events deposit energy only at a single

position within the volume. As mentioned earlier, the inter-scatter distance at which the

detector is assumed to be able to resolve two energy deposits with 100% efficiency is 3 mm

in the z direction. This means that a γ ray that is photoabsorbed or a γ ray that Compton

scatters and is photoabsorbed less than 3 mm away in the z direction from the Compton

interaction point would both be registered as single scatter interactions. Since the ionization

electrons from two energy deposits at the same drift time but separated in the xy plane

produce an overlapping S2 signal in the time coordinate, the double scatter resolving power

in this case has to come from the S2 signal distribution on the top PMT array. Intuitively,

the capability to distinguish a distribution with two superimposed signals from one with a

single signal is likely quite limited compared to the capability in the z direction, especially

considering that the PMTs provide 2.5 cm× 2.5 cm “pixels”. Multiple scatters in the same

z slice are thus all approximated as single scatter events. At low energies, the differential

rate is reduced by a factor of ∼3 by selecting only single scatter events. As we will see

shortly, the main reduction in the low-energy rate will come from the fiducialization of the

sensitive volume and requiring that no interactions occur in the veto volume.
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Figure 3.4: Predicted γ background average low-energy (0-100 keV) differential single scat-
ter rate as a function of radius squared and depth due to the intrinsic radioactivity of the
PMTs, PMT bases and cryostat.

To profit from the background reduction power of fiducialization one needs of course

to know the precision at which the position of events within the sensitive volume can be

inferred from the S2 signal. For the results of this simulation we assumed that the position

reconstruction resolution in the xy plane is ∼1 mm, the same value as that inferred for

the XENON10 detector (Aprile et al., 2011b). The position resolution in the z direction

is taken the same but is typically better than that in the xy plane since it is based on the

time measurement of the S2 signal within the digitized waveform. If the actual position

reconstruction resolution is worse than the value assumed here, the background rate estimate

would be worsened by a factor that depends on the slope of the rate as a function of position.

Fig. 3.4 shows the average low-energy (0-100 keV) γ background differential single scatter

rate as a function of radial position squared and depth in the sensitive volume. This is

probably the most dramatic visual demonstration of the effect of fiducialization. At r2 = 0,

from the liquid level (z = 0) to a depth of 50 mm the rate drops by about 2 orders of

magnitude. The rate in the top layers is larger than in the bottom layers because the

bottom PMT array is shielded by an additional layer of 12.5 mm of LXe whereas the top

PMT array lies in GXe. The part of the cryostat above the sensitive volume also increases

the rate in the top layers.
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The next step in estimating the γ background contribution is evaluating the performance

of the veto volume in conjunction with fiducial volume cuts. In some sense, requiring that

no energy be deposited in the veto volume would the same as a radial fiducial volume cut

in those outer layers of the LXe if the activity of the PTFE cylinder was negligible. As

shown in Fig. 3.1 the energy requirement for the veto might not need to be extremely low

to be effective. Both those effects mean that it is interesting to look at the reduction in the

γ background single scatter rate as a function of both the fiducial volume cut and the veto

energy threshold. Fig. 3.5 shows the results of such an analysis. The average low-energy

(0-100 keV) γ background differential single scatter rate as a function of the veto energy

threshold is shown for different optimal fiducial volumes. The optimal fiducial volume is

defined as the cylindrical fiducial volume with the lowest rate obtainable for a given LXe

mass. In practice the algorithm proceeds by calculating the total rate in the outermost top,

bottom, and side layers of the initial fiducial volume and cuts away the layer with highest

rate, until a volume with the desired mass is obtained. The thicknesses of the layers used

were 2.5 mm along r and 5 mm along z but the result is rather insensitive as long as the

thicknesses are smaller than ∼1 cm. Obviously this only results in an optimal cylindrical

fiducial volume but it nevertheless partially solves the problem of how to vary the fiducial

mass in a semi-continuous manner to explore the background reduction performance. The

truly optimal fiducial volume would be one that follows the contours of equal rate in Fig. 3.4.

Fig. 3.5 shows that most of the reduction in rate from the veto cut is obtained as the

energy threshold is reduced from 1 MeV to 100 keV, after which point the improvement is

not as substantial. As a good benchmark value for the veto energy threshold one can thus

take 100 keV. For a fixed veto threshold of 100 keV, the rate initially drops very rapidly

from the maximum mass of ∼65 kg until a fiducial mass of 60 kg, then continues to drop but

with a slowly decreasing slope. This means that in the absence of any uniform electronic

recoil background in the LXe, such as decays of 85Kr for example, one should compute the

maximum exposure (mass × live time) without background leaking into the WIMP signal

region for each fiducial mass. We will reserve this calculation for the next iteration in the

design and limit ourselves here to the benchmark case of a 50 kg fiducial mass, which seems

to strike a good balance between background reduction and fiducial mass size. The top,

bottom and radial cuts of the optimal cylindrical fiducial volume are respectively, 40 mm,

20 mm, and 5 mm.
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Figure 3.5: Predicted γ background average low-energy (0-100 keV) differential single scat-
ter rate as a function of the active veto energy threshold for different optimal fiducial
volumes (see text).
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The predicted γ background differential single scatter rate in this benchmark 50 kg

fiducial volume and with a veto energy threshold of 100 keV is shown in Fig. 3.6 (left). The

total predicted rate at low energies is 9.2±0.1 events keV−1 kg−1 d−1, where the uncertainty

accounts only for the statistical uncertainty of the simulation. Obviously as the radioactivity

of many of the materials that would make up the hypothetical detector are only upper limits

this number constitutes an upper limit to the rate. The values assumed for the radioactivity

of the materials (Tab. 3.1) should also be considered as indicative. Nevertheless, it is possible

to draw some interesting conclusions from these results. Decays of the 60Co isotope are the

largest contribution to the rate, followed by those of 40K. This is to be expected as these

two isotopes emit high energy γ rays, 1.17MeV and 1.33MeV for 60Co, 1.46MeV for 40K,

which are much more likely to Compton scatter, deposit a small amount of energy, and

escape the fiducial volume than lower energy γ rays are. The features in their spectra

are also easy to recognize, a full absorption peak at the γ energies emitted, a relatively flat

Compton scatter continuum from the low energies to the Compton edge (easily recognizable

at 1.24 MeV in the 40K spectrum for example), and a prominent “backscatter” peak at

∼250 keV. The backscatter peak is due γ rays that scatter at large angles in materials near

the LXe sensitive volume, for which the scattered γ ray has an energy which tends to me/2

as Eγ →∞ (Knoll, 2000).

Fig. 3.6 (right) shows the rate contribution from the different components of the simu-

lated geometry. With the activities assumed, the PMTs and the cryostat contribute about

equally to the rate in the fiducial volume while the PMT bases have a contribution of ∼10%

of that of the PMT arrays. The contribution of the PMT bases is thus negligible. The

initial motivation to include them as a source in the simulation was due to an initial mea-

surement of their intrinsic radioactivity, much higher than the subsequent measurement

listed in Tab. 3.1. This was also the motivation for the simulation of additional detector

configurations where the bottom PMT bases are lowered to increase the amount of LXe

between the bases and the fiducial volume.

Tab. 3.2 lists the contributions to the predicted average low-energy differential single

scatter rate in the benchmark 50 kg fiducial volume with a veto threshold of 100 keV

(active veto column). To see the effect of instrumenting the veto volume and using it in

anti-coincidence, the predicted rate is also calculated without the veto cut and without the

radioactivity contribution of the veto PMTs (passive veto column). The reduction obtained
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Table 3.2: Predicted total γ background low-energy differential single scatter rate in the
benchmark 50 kg fiducial volume with a veto energy threshold of 100 keV (active veto) for
different components, along with a comparison of the expected rate in the case where the
veto volume is not instrumented with PMTs (passive veto), for the different configurations
simulated (baseline, lowered bases, and thick bell). Errors only account for the statistical
uncertainty of the simulation.

Component Design Rate (events keV−1 kg−1 d−1)
Passive Veto Active Veto

PMTs baseline 8.85± 0.06 4.65± 0.05
PMT Bases baseline 1.16± 0.01 0.52± 0.01

lowered bases, 1 cm 1.05± 0.01 0.47± 0.01
lowered bases, 3 cm 0.89± 0.01 0.39± 0.01

Cryostat baseline 10.65± 0.14 4.01± 0.09
thick bell, 1 mm 10.39± 0.14 3.97± 0.08
thick bell, 3 mm 10.16± 0.14 3.85± 0.08
thick bell, 10 mm 9.70± 0.14 3.66± 0.08

Total baseline 20.66± 0.16 9.19± 0.10

in the total rate from a passive to an active veto volume is sizeable, slightly more than a

factor of two.

The results for the simulations of the alternate configurations are also listed in Tab. 3.2.

In the active veto case, a reduction of 25% of the PMT base contribution could be achieved

by lowering the bases by 3 cm from their position in the baseline configuration. Additionally,

by making the top surface of the bell thicker the contribution of the cryostat could be

reduced by as much as 9%.

The conclusions from this initial round of simulations was that the active veto idea was

worth pursuing. With the knowledge that the PMT bases intrinsic radioactivity might not

be as problematic as originally thought, the idea of moving them further away from the

sensitive volume was abandoned. Also, since the reduction in the γ background contribution

from the cryostat could not be substantially reduced by thickening the bell, the decision

was made to use a stainless steel construction, easier to build and lighter for the desired

strength of the structure.

3.1.2 4π Active Veto

Following the results of the background simulation described in Sec. 3.1.1 a new round of

simulations was performed to estimate the effect of using an instrumented LXe veto volume



57

above the bell as well. Another ring of PMTs was added to the simulation geometry above

the bell and the LXe volume was made to extend above these top veto PMTs. A different

LXe level can be maintained inside the bell at the correct height for the proportional

scintillation signal and also maintained outside the bell at a different level if one can have

a pressure difference between the GXe volume inside and outside the bell. That result can

be achieved by using the purified GXe from the recirculation system, with the recirculation

pump providing the pressure difference. This new veto above bell configuration has 100

top array PMTs, 31 top veto PMTs, 84 bottom PMTs, and 36 bottom veto PMTs. The

estimate of the amount of LXe required such that the level is above the top veto PMTs is

135 kg. Fig. 3.7 shows the updated detector geometry used for the simulation.
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Figure 3.7: Detector geometry used for the veto above bell configuration simulation of the
expected low-energy electronic recoil background. The new components included in the
simulation are the top veto PMT array, and the LXe volume extending above it.

In addition to the cryostat, PMTs, and PMT bases contributions, two new sources

were included in the simulation: the stainless steel frames holding the anode, top, bottom,

and cathode meshes, collectively called the mesh frames contribution, and the polyethy-

lene that constitutes the innermost layer of the passive shield. As part of the extensive
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materials radioactivity screening campaign for the XENON100 experiment mentioned ear-

lier (Aprile et al., 2011d), the radiopurity of the polyethylene used for the construction of

the XENON10 passive shield (Aprile et al., 2011b), inside which the XENON100 detector

was planned to be installed, was reassessed. The new activities measured at the time of

the design of XENON100 from a sample of the shield door were 6.5/5.8/13/1.7 mBq/kg

for 238U/232Th/40K/60Co respectively, and all upper limits. The large mass of polyethylene

could make this component a rather sizeable contribution to the electronic recoil back-

ground. The mesh frames were added as a new source due to their proximity to the fiducial

volume and potentially larger impact on the γ background. The activity assumed at the

time for the mesh frames was 2.7/1.5/12/13 mBq/kg in 238U/232Th/40K/60Co, respectively,

with a total mass of 500 g for the four mesh frames.
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Figure 3.8: Predicted total γ background low-energy differential single scatter rate for the
veto above bell configuration in the benchmark 50 kg fiducial volume with a veto energy
threshold of 100 keV, with individual contributions from different radioisotopes (left), and
contributions from different components (right). Note that the contribution from the shield
polyethylene is not included (see text).

Fig. 3.8 shows the results of the simulation. In Fig. 3.8 (left) the predicted γ background

differential single scatter rate for the same benchmark 50 kg fiducial volume as used in

Sec. 3.1.1 and with a veto energy threshold of 100 keV shows a sizeable improvement with

the addition of the veto volume above the bell, with a rate of about 6 events keV−1 kg−1 d−1.

From Fig. 3.8 (right) the PMTs and the cryostat still dominate, the new piece of information

was that the mesh frames contribution is negligible with the assumed activity.

The contribution of the shield polyethylene was not included in Fig. 3.8 but is listed

in Tab. 3.3 along with the contribution of all simulated components, for both an active
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and passive veto volume. From Tab. 3.3 one immediately concludes that if the activity

assumed for the polyethylene is correct then its contribution to the γ background is large,

as much as the rest of the components. Since the screening results were all upper limits

to the activity, testing lower values would necessarily have required longer counting times

with larger samples. At the time the decision was made to add a layer of oxygen-free

high-conductivity (OFHC) copper of 5 cm thickness to the cavity of the passive shield to

reduce the potential contribution of the polyethylene to the γ background. Estimating the

copper attenuation with e−µρℓ, where µ is the copper total mass attenuation coefficient for

1 MeV γ rays µcopper = 5.717× 10−2 cm2 g−1, ρ is the copper density ρcopper = 8.94 g cm−3,

and ℓ is the copper thickness, we obtain that this thickness of copper should reduce the

polyethylene contribution by a factor of & 10, making it sub-dominant compared to the

PMTs and cryostat contributions. Subsequent counting measurements have resulted in

lower upper limits by a factor of ∼40 for 238U, 232Th, and 60Co but in a detection for 40K

at the mBq/kg level (Aprile et al., 2011d).

Table 3.3: Predicted total γ background low-energy differential single scatter rate in the
benchmark 50 kg fiducial volume with a veto energy threshold of 100 keV (active veto)
for different components, along with a comparison of the expected rate in the case where
the veto volume is not instrumented with PMTs (passive veto), for the veto above bell
configuration. Errors only account for the statistical uncertainty of the simulation. Note
that the contribution from the shield polyethylene is not included in the total (see text).

Component Design Rate (events keV−1 kg−1 d−1)
Passive Veto Active Veto

Total baseline 20.66± 0.16 9.19± 0.10
PMTs veto above bell 7.43± 0.05 3.41± 0.04
PMT Bases veto above bell 0.96± 0.01 0.32± 0.01
Mesh Frames veto above bell 0.13± 0.00 0.05± 0.00
Cryostat veto above bell 9.89± 0.14 2.74± 0.07
Shield Polyethylene veto above bell 17.42± 0.69 6.13± 0.41
Total veto above bell 18.40± 0.15 6.52± 0.08

The predicted background reduction from the addition of the veto volume above the

bell is substantial. Assuming that the shield polyethylene contribution becomes negligible

with the addition of the OFHC copper layer, the predicted low-energy differential single

scatter rate in the fiducial volume chosen drops to 6.52 ± 0.10 events keV−1 kg−1 d−1 from

9.19 ± 0.08 events keV−1 kg−1 d−1 for the baseline configuration. The reduction from the

cryostat contribution is the largest at 32% while that of the PMT contribution is at 27%.
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As was the case for the baseline configuration the advantage of instrumenting the veto

volume with PMTs is clear when the veto volume extends above the bell, with almost a

factor three improvement in the electronic recoil rate background rate at low energies.

3.1.3 Initial Sensitivity Projection

The results of the second round of simulations for the predicted low-energy electronic recoil

single scatter rate in the benchmark 50 kg fiducial volume and a 100 keV veto threshold

can be used to make a projection on the sensitivity of such a detector. Several additional

assumptions about the detector performance have to be made to perform the computation

but one can make educated guesses from the performance of the XENON10 detector to

estimate many of those.

The energy range for the XENON10 dark matter search (Angle et al., 2008a) was from

4.5 keV to 26.9 keV nuclear-recoil equivalent energy, based on a constant Leff of 0.19.

Assuming a total light detection efficiency which is ×1.5 lower than what was achieved

with XENON10 then a reasonable lower energy threshold could bet set at 7.5 keV nuclear-

recoil energy. A similar reduction in light detection efficiency can be obtained from light

propagation simulations for a detector with the dimensions of the baseline detector com-

pared to the dimensions of the XENON10 detector using a LXe scintillation light ab-

sorption length of λabs = 100 cm, a Rayleigh scattering length λRayleigh = 30 cm, and

a PTFE reflectivity ̺PTFE = 0.95 (Sec. 2.1 and Sec. 2.3.4). From the XENON10 elec-

tronic recoil light yield at 122 keV of Ly = 3.0 pe/keV one would then expect a light

yield of 2 pe/keV. Consequently, using the most recent measurement of Leff available at

the time (Aprile et al., 2009) and the scintillation light field quenching at the design drift

field of Ed = 1kV/cm (Fig. 2.9), the threshold estimate corresponds to, via Eq. 2.14,

S1l = 0.1370 · 7.5 keV · 2 pe/keV · 0.92/0.65 ≈ 3 pe.

The sensitivity was calculated using the expressions of Sec. 1.3.1 for the expected WIMP

interaction rate. The energy range assumed was from 7.5 keV to 30 keV. The electronic

recoil discrimination assumed was 99.5% at a nuclear-recoil acceptance of 50%, a value

supported by the XENON10 measurement (Angle et al., 2008a). The electronic recoil

background rate assumed was that in the 50 kg benchmark fiducial volume with a veto

energy threshold of 100 keV, which leads to an expected number of background events of

about one in a 90 live days run. The 90% confidence upper limit was calculated using
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Figure 3.9: Projected sensitivity for the spin-independent WIMP-nucleon scattering cross
section as a function of WIMP mass for the benchmark 50 kg fiducial volume and a veto
threshold of 100 keV. See text for other assumptions.

Feldman-Cousins statistics (Feldman and Cousins, 1998) and an observed number of events

given by rounding the expected number of events to the nearest integer. Fig. 3.9 shows

the projected sensitivity for the spin-independent WIMP-nucleon scattering cross section

as a function of WIMP mass for a 90 live days run, compared to the limit obtained for the

XENON10 58.6 live days run (Angle et al., 2008a), based on the assumption of an isothermal

WIMP halo with v0 = 230 km/s, density 0.3GeV c−2 cm−3, and vesc = 600 km/s (Lewin and

Smith, 1996). Here the finite resolution of the S1 signal near threshold was not taken into

account for the calculation of the limit. Since the expected WIMP recoil spectrum is a

decreasing exponential, one would expect more recoils below the energy threshold (the

energy that corresponds to the S1 threshold) to have a S1 signal that fluctuates above the

S1 threshold than recoils above threshold whose S1 signal fluctuates below the S1 threshold

(Sec. 4.6). This effect leads to a gain in sensitivity when the mean expected recoil energy

is below threshold but was not taken into account here.

It is interesting to explore the potential sensitivity increase as a function of fiducial mass.

The equivalent of Fig. 3.5 but for the veto above bell configuration gives the optimized

expected electronic recoil background differential rate as a function fiducial mass. This

information can then be used to predict the rate as a function of fiducial mass and thus
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Figure 3.10: Projected sensitivity for the spin-independent WIMP-nucleon scattering cross
section at a WIMP mass of 50GeV/c2 for the veto above bell configuration as a function
of fiducial mass and for 0.1 (red dashed), 1 (blue dashed), and 2 (green dashed) expected
background events. The numbers indicate the number of days before the expected number
of background events is reached. See text for other assumptions.

the number of electronic recoil background events. The live time of a run with an expected

0.1, 1, or 2 electronic recoil events leaking in the signal region can be computed for each

fiducial mass, with the assumption that the 99.5% rejection power does not depend on the

size of the fiducial volume. It is then straightforward to compute the sensitivity using the

same assumptions as earlier for each fiducial mass. Fig. 3.10 shows the result of such a

computation. The upper limit is calculated using Feldman-Cousin statistics and assuming

that the number of observed events is equal to the number of expected events. Under the

assumptions taken, we see that this design can probe down to spin-independent WIMP-

nucleon scattering cross sections of 10−46 cm2 in the time frame of a year of data taking.

3.1.4 Final Design

The initial simulations showed the potential and the sensitivity of a LXe detector at the

100 kg scale with the basic characteristics chosen. The defining elements that the final

design of the XENON100 detector would include are: the use of a bell to stabilize and

set the LXe level between the meshes of the proportional amplification region, an extra

ring of PMTs beyond the radius of the sensitive volume to improve the performance of
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the position reconstruction near the edge, a 4π active LXe veto volume instrumented with

PMTs, and, as an additional step in the pursuit of background reduction, a novel cryogenics

design with the pulse tube refrigerator (PTR) located far from the detector and outside its

shielded cavity, along with PMT signal and high-voltage feedthroughs. The PTR would be

housed in an extension of the vacuum cryostat outside the shield in a “cooling tower”. All

of the equipment required for the diverse operation modes of the detector, pressure sensors,

turbo molecular pumps, diaphragm vacuum pumps, vacuum gauges, would then also be

attached to the cryostat volume outside the passive shield, eliminating their contribution

to the background. To enable a rapid deployment of the experiment the decision was made

to design the XENON100 cryostat such that it would fit in the existing XENON10 passive

shield, which had been designed with the next generation detector in mind (Sorensen, 2008).

As mentioned earlier the cavity of the passive shield would later be upgraded with a 5 cm

layer of OFHC copper to reduce the background contribution from the shield polyethylene.

Fig. 3.11 shows a technical drawing of the final detector design approved for construc-

tion while Fig. 3.12 shows the detector in the passive shield with the cooling tower and

feedthroughs outside the passive shield.

The cylindrical target volume has a radius of 15.3 cm and a height of 30.6 cm. It is

optically separated from the veto volume by 24 6.4mm thick PTFE panels held by two

copper rings, one on top and one the bottom. The PTFE panels are slotted into one

another to preserve the optical separation at LXe temperature, a temperature at which the

PTFE thermal contraction is substantial (PTFE has a linear thermal expansion coefficient

of ∼1.2 × 10−4K−1). Since the panels are held by copper rings this also prevents the

deformation of the assembly due to the different thermal expansion coefficients of PTFE

and copper. The TPC volume thus contracts vertically with the PTFE thermal expansion

coefficient and horizontally with that of copper. The TPC volume is closed on the bottom

by a cathode mesh and on top by a grounded mesh (bottom mesh). Copper wire field

shaping rings hold the PTFE panels in a rigid structure and ensure a uniform drift field.

The liquid level is kept at a fixed and precise height by a stainless steel diving bell, to

which the top copper ring of the TPC is attached. The bell thus supports the weight of

the entire inner structure of the detector. The structure is reinforced by additional PTFE

rods in the veto volume. An anode mesh, 5 mm above the bottom mesh, and another

grounded mesh, the top mesh, 5 mm above the anode, are all secured in place by a PTFE
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Figure 3.11: Technical drawing of the XENON100 detector. Drawing by Dr. K. Giboni.
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Figure 3.12: Technical drawing of the XENON100 detector inside the passive shield.
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holding arrangement. The liquid level is kept between the bottom mesh and the anode.

Custom made low-radioactivity high-voltage feedthroughs are used to bias the cathode and

the anode, providing the drift field in the TPC and the proportional amplification field in

the GXe.

Two PMT arrays, one in the GXe, above the TPC, and one in the LXe, below the

cathode, composed respectively of 98 and 80 PMTs, detect the direct and proportional

scintillation light of interactions in the TPC volume. The PMTs of the top array are

inserted in individual compartments in a large PTFE structure which holds them in place,

the top array PMT holder. The top array PMT holder itself is attached to the bell with four

screws into threaded posts welded inside the bell. The bottom array PMTs are attached

to a copper plate using their Cirlex R© base. Three screws hold in place each base and

short PTFE tubes keep the base at a fixed distance from the bottom array copper plate.

The PTFE tubes are slightly compressible and thus permit the alignment of each PMT

by applying the appropriate amount of force on each screw. Since the PMT base employs

a grounded-anode scheme (Sec. 3.3.2) and since the PMT bodies are each biased with a

different negative voltage to obtain a small dispersion in the PMT gains, it is important to

keep the PMT bodies from touching each other. An arrangement of shorter PTFE panels,

also held by two copper rings, is fixed to the bottom copper ring of the TPC and holds

the bottom array copper plate. The veto volume is instrumented with 64 PMTs separated

into two rings, one above the bell and one below the TPC, of alternating horizontally and

vertically mounted PMTs. The PMTs are mounted on L-shaped or S-shaped copper pieces,

themselves fixed to the bell in the case of the top veto ring PMTs or fixed to the bottom

PTFE panels assembly in the case of the bottom veto ring PMTs. The exterior surface of

the veto volume is lined by a thin PTFE sheet to improve its light collection efficiency.

The PMT high-voltage and signal cables, as well as other instrumentation cabling, travel

along two stainless steel pipes which extend outside the passive shield. As mentioned earlier,

with this configuration the ceramic electrical feedthroughs, which usually cannot easily be

found with a low radioactivity level, will have a negligible contribution to the background.

In Fig. 3.11, the pipe on the left carries the cables from the bottom array PMTs and the

veto PMTs while the pipe on the right carries those of the top array PMTs.

The cryostat is a double-wall vacuum insulated stainless steel vessel. The cryostat

extends outside the passive shield and connects to the cooling tower. The PTR is mounted
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on top of the cooling tower, fixed to a copper piece that seals off the inside volume from the

insulation vacuum and acts as a cold finger. The bottom of the cooling tower is connected

to the main cryostat with a vacuum insulated pipe at a height above the liquid level. GXe

condenses on the cold finger and LXe droplets are collected by a funnel at the base of the

cooling tower. LXe flows back into the main cryostat through a smaller pipe at the center

of the insulated pipe. The insulated pipe is inclined by 5◦ with respect to the horizontal

to allow gravity to drive the liquid flow. By remotely cooling the GXe in this manner, the

total mass of steel within the shield cavity can be reduced drastically. Aluminized mylar

superinsulation films are used to reduce the radiative heat transfer from the outside wall

of the cryostat to the inside wall at LXe temperature, both for the main cryostat and the

cooling tower.

An exhaustive description of the XENON100 detector and its subsystems is given in

Sec. 3.3. In the next section we will describe the construction of the detector and present

many of the details of the steps involved in the assembly and the metamorphosis of the

design into its concrete realization.

3.2 Construction

The machining of the parts of the XENON100 detector was done mostly at the machine

shop of the Laboratori Nazionali del Gran Sasso (LNGS), with the exception of the cooling

tower which was machined and assembled at Columbia University before being shipped

to LNGS. Some other components such as the PTFE top array PMT holder and TPC

panels, mesh frames and meshes, LXe level meters, were fabricated at other collaborating

institutions and sent to LNGS. The construction, assembly and initial tests of the detector

took place in the external laboratory buildings at LNGS.

In the following sections all major assembly steps from the cooling tower assembly,

to the completed inner detector structure, to the installation underground, are described.

Sec. 3.2.1 discusses the cooling tower assembly, Sec. 3.2.2 the cryostat, Sec. 3.2.3 the TPC,

Sec. 3.2.4 the PMT arrays, Sec. 3.2.5 the high-voltage connections, Sec. 3.2.7 the installation

underground, and Secs. 3.2.8-3.2.11 the first through the fourth opening of the detector

cryostat for the upgrade of specific components.
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3.2.1 Cooling Tower Assembly

The cooling tower allows the remote cooling of the detector through the liquefaction of Xe on

the cold finger and the subsequent evaporation of LXe drops on other surfaces. By creating

a predefined path where LXe can flow from the cooling tower to the main detector cryostat,

with sufficient thermal insulation from the outside environment, the LXe will progressively

cool down the flow path to LXe temperature by several condensation-evaporation cycles.

Once the path is at an appropriate temperature and the LXe flow can reach the main

detector vessel this process continues with the cooling of the main cryostat and the inner

detector structure.

Fig. 3.13 (left) shows a technical drawing of the cooling tower. The outer vessel (dark

green) is closed on the bottom by a ConFlat R© (CF) flange and on the top by a flange with

a Viton R© fluoroelastomer o-ring. A stainless steel bellow between the PTR flange and the

cooling tower top flange allows for the difference in thermal contraction of the inner vessel

and the PTR with respect to the outer vessel. The inner vessel (dark blue) is closed on top

and bottom by CF flanges. The top flange of the inner vessel holds the cold finger (orange)

in place and is sealed with a custom-made pure aluminium ring that sits in a “v” groove in

the flange. The aluminium ring is deformed when the flange is first tightened. The lower

part of the cold finger is comb-shaped to maximize the contact surface between the cold

finger and the GXe.

The funnel collects LXe droplets and forces the LXe to flow toward the main vessel in

a stainless steel pipe (pink) held in the center of the vacuum insulated double-wall pipe

with PTFE spacers. The relatively low heat conductivity of PTFE means not much heat

leaks from the spacers to the center pipe. The poor heat conductivity of GXe also helps

in keeping the heat influx from the inner wall to the center pipe low and ensuring that the

LXe flow can reach the main vessel. The inner vessel of the cooling tower is also surrounded

by multiple layers of aluminized mylar film superinsulation to reduce the radiative heat

transfer from the outside vessel wall to the inside vessel.

The PTR cold head is connected to the cold finger through a cylindrical copper cup

(pink) onto which are glued resistive heaters. The temperatures above and below the

heater are measured with 4-wire Pt-100 temperature sensors. The temperature of the cold

finger can thus be adjusted by controlling the power output of the heaters. A stainless steel
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tubing coil (turquoise) below the cold finger and whose input and output reach outside of

the cooling tower can be used to flow liquid nitrogen and replace the primary cooling system

in the case of an emergency.

Two electrical vacuum feedthroughs, on the bottom of the outer and inner vessels, allow

instrumentation cables to reach the interior volume. The bottom temperature sensor (see

Sec. 3.3.4) was initially connected via these feedthroughs. They were intended for sensors

that stay inside the cooling tower or the bottom of the main vessel. Two additional electrical

feedthroughs on the top flange of the outer vessel (only one shown) are used to apply current

to the heaters and to connect the PTR coldhead and cold finger temperature sensors.

Fig. 3.13 (right) shows the assembled cooling tower during the installation of the PTR

cooling system components. The superinsulation is covering the inner vessel. An aluminium

frame supports the cooling tower and allows it to rest on a horizontal surface. The PTR

motor-valve and buffer tank are also mounted on this aluminium frame. The insulation

vacuum pumping port can be seen on the bottom right of the cooling tower bottom flange.

A host of required equipment is connected to the main detector vessel volume through the

cooling tower. A Bourdon pressure gauge, a pressure transducer for use during positive

pressure operations, a safety burst disc, and a vacuum pressure gauge for use during pump

down operations, are all connected to the cooling tower inner GXe volume.

Fig. 3.14 (left) shows a picture of the cooling tower funnel and bottom flanges of the

inner and outer vessels. The initial bottom temperature sensor cables can be seen running

in the pipe to the main detector vessel. The cooling tower pumping port as well as the

connections to the emergency cooling coil are visible. Fig. 3.14 (right) presents a close view

of the PTR coldhead, heater cup and cold finger coupling. Two of the four resistors can be

seen in the center of the picture. On the right, the coldhead (top) and cold finger (bottom)

temperature sensor cables can be seen along with their connection to the feedthrough. The

heater connection feedthrough is not visible in this picture.

3.2.2 Cryostat Assembly

The cryostat was machined and assembled in November and December 2007. Fig. 3.15

shows a picture of the completed main cryostat. The cryostat wall, the two top pipes

and the cover were all formed out of 1.5 mm 316Ti stainless steel. The curved bottom

was formed and the top flange machined out of 2.5 mm and 25 mm 316Ti stainless steel,
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Figure 3.13: Technical drawing of the XENON100 cooling tower (left) and picture of the
cooling tower during the installation of the components of the PTR cooling system (right).
The motor-valve and the buffer tank are mounted on the frame that supports the cooling
tower. The Bourdon pressure gauge, the pressure transducer, the safety burst disc, and the
vacuum pressure gauge (used during pump down operations) of the detector inner vessel
are connected to the bottom of the cooling tower.
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Figure 3.14: Funnel and bottom flange of the inner vessel of the cooling tower (left) and
the PTR, heater cup, cold finger coupling at the top of the cooling tower (right). The GXe
that condenses on the combed structure of the cold finger (see Fig. 3.13, left) drips in the
funnel and flows back to the detector vessel in a stainless steel pipe in the center of the
double-wall vacuum insulated pipe that connects the cooling tower to the main cryostat.
Resistive heaters are glued to the cylindrical copper cup between the PTR coldhead and the
cooling tower cold finger to regulate the temperature of the cold finger. The coldhead and
cold finger 4-wire Pt-100 temperature sensors are connected to the electrical feedthrough
on the top flange.

respectively. The steel used was selected for its low radioactivity (Aprile et al., 2011d).

The bottom part of the cryostat rests on three leveling mounts. The two mounts in

the back of Fig. 3.15 (left) are equipped with couplings that allow the leveling of the

cryostat from outside the passive shield. The bottom part of the cryostat will be installed

permanently in the passive shield along with the cooling tower and the double-wall pipe

connecting them. When completed, the inner detector structure will be attached to the

bottom of the bell. The weight of the bell and the future structure below is held by the

cryostat lid via the pipe attached to the bell and two additional supports. The supports

connect the lid to the bell with left-right handed screws to enable the leveling of the bell

with respect to the cryostat lid. The pipe on the left will carry cables from the bottom

array and veto PMTs to the feedthroughs while the pipe on the right will carry those of

the top array PMTs. The pipe on the right and the bell constitute a separate GXe volume

with higher pressure than the GXe outside of the bell.

Fig. 3.16 (left) shows the inside of the cryostat after the veto PTFE lining has been

installed. Welded steel holders maintain the PTFE lining in place. The double-wall pipe

connecting the cooling tower and the cryostat can be seen on the top part of the cryostat
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Figure 3.15: The completed main cryostat vessel (left) during a lowering test of the cryostat
lid with the diving bell attached, using a Y-shaped lifting apparatus (right). The bottom
part of the cryostat rests on three leveling mounts. The four vertical rods align the top
and bottom part of the cryostat during a lowering operation. When assembled, the inner
detector structure will be attached to the bottom of the bell. The PMT HV and signal
cables will run from the PMT arrays to the feedthroughs at the end of the two pipes on top.
From left to right: the author, A. Ferella (University of Zurich), and K. Giboni (Columbia
University).
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as well as the end of the center pipe that carries the LXe flow from the cooling tower funnel

to the cryostat. The recirculation line, a copper pipe that runs from the bottom of the

cryostat and out through double-wall pipe connection to the cooling tower, serves as the

input to the Xe recirculation system (Sec. 3.3.6).

Fig. 3.16 (right) presents a closer view of the bell and cryostat lid connection (upside

down). As mentioned earlier, the two supports with left-right threaded screws serve both

to share the load of the future inner detector structure attached to the bell and to level

it with respect to the cryostat lid. The semi-cylindrical cavity in the side of the cryostat

lid lines up with the double-wall pipe connection to the cooling tower. The liquid level

adjustment mechanism is also seen from up close in this picture. A small 0.25 in. stainless

steel tube runs horizontally from the larger pipe connection to the bell and then vertically

to the side of the bell. The LXe level adjustment tube is bellowed near its connection to

the larger pipe and can be vertically adjusted with a linear motion feedthrough. Since the

GXe volume inside the bell is at a higher pressure than the GXe volume above it, the LXe

level inside the bell is maintained at fixed height and can be adjusted by raising or lowering

the level adjustment tube .

Figure 3.16: Picture of the inside of the cryostat (left) and picture of the cryostat lid and
bell coupling (right). The veto PTFE lining is maintained in place by welded steel holders.
LXe flowing from the cooling tower funnel reaches the main cryostat and drips down at the
end of center pipe. LXe from the bottom of the detector is extracted via the recirculation
line. The LXe level inside the bell can be adjusted by raising or lowering the LXe level
adjustment tube via a linear motion feedthrough.

Fig. 3.17 (left) shows a picture of the top of the cryostat lid. On the left in black is the

linear motion feedthrough for the LXe level adjustment. Behind the motion feedthrough
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(not visible) and on the double-wall pipe to the cooling tower are two pumping ports for

the cryostat lid and cooling tower pipe insulation vacua, respectively. The CF-16 flange

in the middle of the picture will be for the future anode high-voltage feedthrough while

the one on the right will be for the cathode feedthrough. Fig. 3.17 (right) shows a picture

of the cryostat after closing all flanges, ready for pumping down operations. The white

wooden construction simulates the passive shield door for the installation underground. As

mentioned earlier, the cooling tower, the double-wall pipe connecting it to the main cryostat,

and the bottom part of the main cryostat are foreseen to remain permanently underground

after the initial installation. If repairs or upgrades are necessary, the cryostat top assembly

and the future inner detector structure can be transported in a special transport vessel to

a clean room above ground.

Figure 3.17: A top view of the cryostat lid (left) and of the entire top assembly and cooling
tower connection (right). The LXe level adjustment motion feedthrough is visible on the
left along with the two flanges for the future anode and cathode high-voltage feedthroughs.
The white wooden support represents the position of the passive shield door underground.

After the assembly of the cryostat above ground a first leak test of the vessel was

performed. One of the outer vessel feedthroughs of the cooling tower vessel and one of

the inner vessel feedthroughs were found to leak at rates of 3 × 10−3mbarL s−1 and 7 ×
10−7mbarL s−1, respectively. Given the low leak rate from the insulation volume to the

internal volume a first test of the cooling system was performed on December 17th 2007,

with the successful liquefaction of 18 kg of Xe into the empty cryostat vessel. The initial

filling speed achieved was 1.7 kg/h but increased to 2.4 kg/h towards the end of the filling

operation. A test of the recirculation system above ground was also performed and resulted
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in stable detector parameters. The maximum recirculation speed tested was ∼5 SLPM.

This test allowed to verify the operation and short term stability of the cooling system.

The test revealed that the actual cooling power of the PTR with the helium compressor

used was much larger than the available power to the electrical heaters. The temperature

control system was thus modified to employ an external power supply with enough power

to counteract the PTR (Sec. 3.3.5).

The cooling tower was disassembled and the damaged feedthroughs repaired and a new

leak check of the cryostat vessel was performed on January 20th 2008, with no sizeable

leaks detected. A new cooling test followed on the 22nd with the modified temperature

control system and its successful completion concluded the first commissioning phase of the

cryostat vessel. The cryostat and the cooling tower would be installed underground and the

passive shield modified over the next weeks while the inner structure of the detector was

being assembled.

3.2.3 TPC Assembly

The first component of the inner detector structure assembled was the TPC. Fig. 3.18

shows the top and bottom copper ring frames of the TPC during the installation of the side

PTFE panels. The PTFE support rods were first fixed to both rings and then each panel

was inserted in a slot in the bottom ring and screwed to the top ring. PTFE panels have

vertical grooves such that each successive panel interlocks in the next. After all PTFE side

panels were installed the next step was the field shaping wires. The TPC has 40 horizontal

grooves for the field shaping wires, both inside and outside the PTFE panels. Additionally,

each panel has two holes per groove that connect the inside and outside grooves. A single

wire makes up each field shaping “ring” but makes the equivalent of two turns around the

circumference going inside and outside of each successive hole.

The completed field cage is shown in Fig. 3.19 also with the bottom, anode and top

meshes installed (left). Eight PTFE holding structures maintain the meshes in place and

are secured to the TPC top copper ring with screws. The bottom mesh is held at ground

potential by being firmly set against the copper ring, also at ground potential, by the PTFE

holders. The bottom mesh and the copper ring have a hole through which the anode positive

high-voltage connection is made. A threaded copper rod screwed firmly in the anode ring

extends below the ring and is insulated from it with a PTFE cylinder. Fig. 3.20 (left) shows
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Figure 3.18: Picture of the top and bottom copper ring frames of the TPC, along with its
16 PTFE support rods, during the installation of the PTFE panels (left), and a picture of
the TPC during the installation of the field shaping copper wires (right). Each panel is
inserted in a slot in the bottom copper ring and screwed to the top copper ring.

the assembled connection. The high-voltage connection to the copper rod will be in LXe, a

material with a very good dielectric strength (Sec. 2.1), and consequently that connection

can be left uninsulated. This is in contrast to the anode ring connection, which lies in GXe

and needs to be insulated.

The field shaping wires are connected to a resistive voltage divider circuit to provide

each wire with the appropriate graded potential and thus ensure the uniformity of the drift

field. The shaping wires are connected to each other with 700MΩ resistors. The resistors

used are Japan Finechem precision plate resistors type SM5D. A picture of the original

arrangement is shown in Fig. 3.20 (right) but was later modified (see Sec. 3.2.9). The

cathode high-voltage appropriately biases the circuit.

3.2.4 PMT Arrays Assembly

The second component of the inner detector structure assembled was the top, bottom, and

veto PMT arrays. The PMT HV and signal cables are connected directly from the PMT

base to multipin electrical feedthroughs at the end of the two pipes that serve as cable

conduits (see Fig. 3.17). For the PMT HV, MDC KAP1 Kapton R© insulated silver-plated

copper wires were used. For the PMT signal, 50Ω Belden 83265 RG178/U coaxial cables

were used with silver-plated copper conductor and braid. The dielectric is PTFE. The outer

fluorinated ethylene propylene (FEP) jackets of the RG178 cables were removed to prevent
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Figure 3.19: Picture of the TPC after the installation of the field shaping wires and with
the square mesh top, anode, and bottom meshes (left), and a close up of the mesh stack of
the proportional amplification region (right). The meshes are maintained in place by eight
PTFE holders with screws fixed to the top TPC copper ring. During operation the LXe
level is maintained between the bottom mesh and the anode.

Figure 3.20: Picture of the anode connector below the TPC top copper ring (left) and of
the TPC field shaping wires resistive voltage divider circuit (right).
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the potential outgassing of trapped gases between the jacket and the braid. To easily keep

track of each PMT HV and signal cable and its associated position within the PMT arrays

all PMT bases were installed sequentially in their respective PMT arrays. Both HV and

signal cables were first cut to length, soldered to the PMT base, and had their connector

pins soldered. The multipin feedthrough used is a Kyocera 16522 48-pin type feedthrough.

The in-vacuum connector is a ceramic piece into which each push pin is locked and the

whole in-vacuum connector is inserted on the feedthrough.

The top array was assembled first. Fig. 3.21 (top left) shows a picture of the PTFE

top array PMT holder. The PMT bases were all placed in their corresponding cavity

in the PTFE holder and the HV and signal cables were grouped into bundles of 48 for

the HV feedthroughs and 24 for the signal feedthroughs. The pins of each base were

sequentially inserted into the in-vacuum ceramic connector making it easier to manage

by simply labelling the connector instead of each individual cable. To install the top array

the cryostat top assembly was positioned on a working table upside down, with the bell

under surface facing up. The in-vacuum connectors were then fed one by one through the

bell cable conduit. Fig. 3.21 (top right) shows the end of the cable conduit after all ceramic

connectors had been fed through. The PTFE holder with the individual bases in each cavity

(and the other end of their cables) rested on a platform next to the bell during this operation.

Subsequently the PMTs of the top array were inserted one by one into their corresponding

bases and placed into the correct PTFE holder cavities. Once all PMTs were placed, they

were secured with copper rings onto the PTFE holder. Each PMT base of the top array

has a small PTFE spacer that prevents the braids of the signal cable to accidentally touch

any of the PMT pins. The PTFE top array PMT holder with secured PMTs is shown in

Fig. 3.21 (bottom left). Finally, with all PMTs secured, the PTFE holder was turned upside

down, and lowered into the bell. The positions of the four threaded stands to which the top

array is fixed were indicated by four stainless steel rods as the PTFE holder was lowered.

After the PTFE holder was fixed to the bell and the in-vacuum connectors were pushed

onto the feedthroughs the cryostat top assembly, now including the top PMT array, was

rotated into its intended position and placed on a custom-built stand designed to hold the

assembly during transport underground. The previously assembled TPC with top, anode,

and bottom meshes installed was then fixed to the bell.

The bottom array was assembled next. In a procedure analogous to that of the assembly
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Figure 3.21: Picture of the PTFE top array PMT holder (top left). Each top array PMT
base was put in its corresponding cavity in the PMT holder and its HV and signal cable
connected to the desired multipin feedthrough connector before being fed through the cable
conduit. The PMT HV and signal cables after having been fed through the bell cable
conduit (top right). All PMTs were then inserted in the top array bases and put back into
the PTFE PMT holder. The top array PMTs are held in place in the PTFE holder by
copper rings (bottom left). With the copper ring holders preventing the PMTs from falling
off of the PTFE holder, the top array was turned upside down and lowered (gently) into the
bell. The assembled top PMT array after the delicate lowering operation (bottom right).
Four rods indicate the position of the threaded stands which will later on hold the top array.
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of the top array, all PMT bases were first fixed to the bottom array copper plate and their

cable pins inserted into the in-vacuum connectors to easily follow the designed feedthrough

pin to PMT channel mapping. Next, all PMTs were inserted into their bases and each

PMT was properly aligned with the three mount point screws and PTFE spacers mentioned

earlier. Fig. 3.22 shows the bottom array during (left) and after (right) its assembly. After

all PMTs were installed, the lower PTFE panels and copper ring frames were joined together

to form the bottom PMT array holding assembly and the bottom veto copper PMT supports

were attached to it. The bottom PMT copper plate was then fixed to the array holding

assembly and the whole structure was attached to the bottom copper ring of the TPC. The

cathode mesh was installed prior to this step as it is pressed between the bottom copper ring

of the TPC and the top copper ring of the bottom PMT array holding assembly. Fig. 3.23

(left) shows the result. At this point all PMT cables were still grouped and inserted into

their proper in-vacuum connectors but not yet fed through the cable conduit.

Figure 3.22: Picture of the bottom PMT array during assembly (left) and of the completed
array (right). The three screws and PTFE spacers that allow the alignment of the bottom
array PMTs can be seen on both pictures.

The bottom and top veto PMTs were installed last. The top veto copper supports

were fixed to the bell and the PMT bases were attached to both the bottom and top veto

supports. After the installation of all PMT bases of the bottom and top veto the PMT HV

and signal cables were grouped into four cable bundles that would run along the TPC side

upwards before entering the cable conduit. This ensured that if subsequent disassemblies of

the inner detector were required, one could easily reach the TPC and separate the bottom

array from it and slide the TPC horizontally to access the top array. The arrangement of
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the cables into few separate bundles also allows an easier routing of the cables to avoid that

their braids, held at ground potential, touch any of the field shaping wires or the bottom

copper ring of the TPC, which is biased to the cathode potential. The last step involved

feeding the cables of the top and bottom veto arrays and their in-vacuum connectors all at

once through the cable conduit, and connecting them to the multipin feedthroughs. The

operations was much simpler than that of the top array cables in which the in-vacuum

connectors were fed one by one. Fig. 3.23 (top right) shows two of the cable bundles next

to the completed bottom veto array. Fig. 3.23 (bottom right) shows a view of the top veto

after the PMTs were installed.

Figure 3.23: Picture of the inner detector structure after the installation of the bottom
array and during the veto PMT installation (left). Two pictures of the completed bottom
veto ring of upwards/inwards alternating PMTs (top right) and of the top veto PMT ring
of downwards/inwards alternating PMTs (bottom right).
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3.2.5 High Voltage Connections

The anode and cathode meshes feedthrough connections were made after the PMT arrays

were assembled. The feedthroughs are custom-made low radioactivity feedthroughs. The

inner cores of the anode and cathode feedthroughs consist, respectively, of 0.125 in. and

0.0625 in. diameter stainless steel rods inserted into a 0.25 in. diameter PTFE tube. During

the construction of the feedthrough the PTFE tube is heated to facilitate the sliding of the

stainless steel rod. The air side of the feedthrough is composed of a 0.25 in. Swagelok R©male

connector welded onto a CF-16 flange. The PTFE insulation and stainless steel rod assembly

is simply inserted into the connector such that the desired length extends above and below

the flange. When tightened, the female nut presses the front ferrule and creates a seal on

the outside diameter of the PTFE tube. A copper braid is slid over the PTFE tube and

acts as the outer conductor of the feedthrough. A flexible stainless steel rod is welded to

the bottom of the CF-16 flange and wound around the braid to hold it firmly in place and

provide an adequate electrical connection between the braid and the flange. This simple

construction combined with the low radioactivity and very high dielectric strength of PTFE

provides an elegant solution to the problem of biasing electrodes inside a vacuum vessel while

simultaneously minimizing the background radioactivity in the vicinity of the detector.

Fig. 3.24 shows a picture of the cathode (left) and anode (right) high voltage feedthrough

connections. Both connections are made below the LXe level to benefit from the high

dielectric strength of LXe. The cathode HV connection is made with a bare copper wire

fixed to the feedthrough core, wound around a PTFE support rod and pressed between a

copper screw and the bottom TPC copper ring. Similarly, the anode HV connection is made

with a bare copper wire wound around the feedthrough core and around a PTFE support

rod, and connected to the anode copper rod extending below the top TPC copper ring.

3.2.6 Assembled Inner Structure

The assembly of the XENON100 detector inner structure was completed on February 5th

2008. A picture of the completed structure is shown in Fig. 3.25 (left). The bell LXe level

adjustment tube is visible on the right. Two of the four PMT HV and signal cable bundles

can be seen on the left and right of the TPC. Bare copper wires stretched between bottom

and top veto PMT supports were used as stays for the cable bundles. Thin copper wires
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Figure 3.24: Pictures of the cathode (left) and anode (right) feedthrough connections. The
connection of both feedthroughs are made below the LXe level with their copper braids
reaching below the LXe. The connections are made with bare copper wires. The cable
bundles from the bottom and bottom veto PMT arrays are also visible.

were used to tie the cables into bundles. As mentioned earlier, great care must be taken that

the grounded braids of the PMT signal cables do not touch any PMT bodies, PMT base

pins, field shaping wires, or the bottom TPC copper ring which is at the cathode potential.

Two redundant systems were installed to perform the gain calibration of PMTs: light

emitting diodes (LEDs) and optical fibers connected to two optical feedthroughs. A total

of ten LEDs were installed at various positions such that all PMTs of the detector could be

illuminated. Small PTFE blocks or holes into existing PTFE structures were used as light

diffusers. Similarly, a total of ten optical fibers were positioned throughout the different

volumes. Two quartz fibers are used to carry the light signal from the optical feedthroughs

to the top veto where the two fibers are split into four and six plastic fibers, respectively.

Fig. 3.25 (top and bottom right) present close views of the top and bottom veto PMT

rings. The bottom and top veto PMTs that are directed upwards and downwards, respec-

tively, are positioned between the PTFE support rods of the TPC to maximize their light

detection efficiency. The PMT HV and signal cables were attached to the copper PMT

supports and routed to the nearest cable bundle. The three screws used to mount the PMT

bases onto the copper supports can be seen in the picture. The two holes of the copper

supports, behind the PMT base, allow to route the signal cable away from the base to
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prevent it from accidentally touching one of the HV pins.

Figure 3.25: Picture of the completed XENON100 inner detector structure (left), and close
up views of the top veto PMT ring (top right) and bottom PMT veto ring (bottom right).

3.2.7 Initial Installation Underground

The completed XENON100 detector inner structure was transported underground and in-

stalled in the cryostat vessel on February 6th 2008. Fig. 3.26 (left) shows a picture of the

detector inner structure, ready to be transported underground. The lowering operation can

be seen in Fig. 3.26 (right). The cryostat top assembly with the attached inner structure is

lifted from the custom-built transportation stand with the XENON box crane and lowered

into the bottom part of the cryostat. Four stainless steel rods and a spirit level maintain

the alignment with the top flange while the assembly is lowered.

Fig. 3.27 shows the completed XENON100 detector inside the passive shield. The exter-

nal cathode connection to the feedthrough can be seen on top. A current limiting resistor
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Figure 3.26: The XENON100 detector inner structure, ready to be transported under-
ground, surrounded by curious physicists and the transportation company workers. From
left to right: the author, D. Rubin (Columbia University), transportation worker, E. Tzi-
aferi (Zurich University), transportation worker , A. Ferella (Zurich University), K. Lim
(Columbia University), M. Schumann (Rice University), K. Giboni (Columbia University),
transportation worker. The lowering of the cryostat top assembly with the attached de-
tector inner structure into the bottom part of the cryostat (right). From left to right:
M. Schumann (Rice University), A. Ferella (Zurich University), and the author.

is connected in series for a safe discharge of the accumulated charge in case of an accidental

breakdown at the feedthrough. The anode connection can also be seen between the two pipes

carrying the PMT and sensor cabling. A flexible vacuum line with Kwik-FlangeTM ISO KF

connections allow the cryostat lid insulation to be evacuated using a pump outside of the

shield through the insulation of the double-wall pipe between the main cryostat and the

cooling tower. The bottom part of the cryostat insulation is connected in the same manner

but is not visible on the picture. The recirculation line can also be seen exiting the cryostat

near the bend of the pipe to the cooling tower. A straight tube going through the shield

door and connected to a circular copper tube going around the detector is used to insert

calibration sources from outside the passive shield and irradiate the detector at various

azimuthal positions.

Fig. 3.28 shows the interior of the XENON box with the XENON100 detector and all its

subsystems installed and the passive shield door closed. The cooling tower rests on a shelf

attached to the shield door. The turbo molecular pump and the diaphragm pump used to

evacuate and maintain the vacuum in the insulation are connected to the cooling tower.

Similarly, the pumping station used to evacuate the cryostat and a host of equipment, a

Bourdon pressure gauge, a safety rupture disk, a pressure transducer, and a vacuum gauge,



86

Figure 3.27: The XENON100 detector inside the passive shield with anode, cathode, and
vacuum connections completed. The circular copper tube can be used to irradiate the
detector at various azimuthal positions when the shield door is closed.
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are connected to the main volume through the cooling tower.

The ends of the two cable conduit pipes, with the PMT HV, signal, and instrumentation

feedthroughs, can be seen protruding from the shield door. The stack of lead bricks and

polyethylene above it can be removed easily if a need to open the detector arises. The red

cables supply PMT HV biases while the black cables carry the PMT signals to the data

acquisition (DAQ) system (Sec. 3.3.10). A lower shelf supporting two NIM crates used for

the DAQ system is also attached to the shield door. The XENON100 DAQ can be seen on

the left of the shield. The equipment rack on the far left houses the detector temperature

controlling system (Sec. 3.3.5), pressure and temperature process meters, the PMT HV

distribution system (Sec. 3.3.2), the anode and cathode HV power supplies (Sec. 3.3.3), and

HV filtering boxes. The Xe recirculation system (Sec. 3.3.6) is located on the right side of

the shield, next to the air conditioning unit.

Figure 3.28: Picture of the interior of the XENON box with the XENON100 detector and
all its subsystems installed and the passive shield door closed.

The XENON100 detector was first filled with LXe on March 25th 2008. A total mass of

46 kg of LXe was used. This mass corresponded to a LXe level below the design level and

not high enough to cover the anode and cathode feedthroughs. Nevertheless, this initial
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run allowed several subsystems to be checked, the cryogenic system in particular, now that

the inner structure of the detector was installed in the cryostat. This run was also the

first opportunity to operate the newly acquired PMTs in LXe. Tests unfortunately lead to

the discovery of a sealing problem with some of the tubes. A plan to replace them at the

next detector opening was thus set in motion. The XENON100 DAQ system had already

been tested in part with the XENON10 detector before the end of its final run but this

XENON100 first run provided the occasion to test it with all its channels and with signals

from the new detector. A period of intensive work followed on the optimization of the PMT

HV filtering circuits to reduce the amplitude of the baseline electronic noise on the signal

lines. Once the PMT replacements were acquired, the first run was terminated and the Xe

recuperated from the vessel on April 30th, 2008. The planning started for which upgrades

would be performed during the first detector opening.

3.2.8 First Opening: New Meshes, Level Meters, Temperature Sensors

The XENON100 detector cryostat was first opened to perform some upgrades on May 8th

2008. The cryostat top assembly and the inner structure were raised out of the bottom part

of the cryostat and brought above ground. The planned upgrades were: replacement of

PMTs that do not work or with poor performance, installation of new meshes, installation

of a long and four short LXe level meters, and installation of four temperature sensors

throughout the LXe volume.

A total of twenty-four PMTs were replaced in the bottom array. Eight were replaced

because their vacuum seal had failed during the first filling while the remaining were replaced

with tubes of higher QE. Additionally, seven PMTs of the top array had to be replaced

because of their vacuum seal.

The meshes originally installed in the XENON100 detector were square grid etched

stainless steel meshes welded to a stainless steel ring wire by wire. The S2 spectroscopic

performance of these meshes was never tested but several other tests concluded that this

production technique would fulfill the requirements of operation at LXe temperature and

resistance to thermal cycling. In the meantime, however, another mesh geometry was

proposed whose characteristics should outperform the original geometry, a hexagonal grid

geometry. Simulations showed that the spectroscopic performance should be improved and

that the deformation of the mesh from thermal contraction should be smaller than for
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the square meshes. Consequently the anode, bottom, and top meshes were replaced with

hexagonal meshes (Sec. 3.3.3).

Figure 3.29: Picture of the long level meter (left), one of the short level meters (top right),
and two of the temperature sensors (bottom right) installed during the first opening of the
XENON100 cryostat after its original installation.

A long capacitive level meter was installed on the detector inner structure to monitor

the LXe level during filling and long term operation. The original plan was to mount it on

the cryostat but it proved much easier to fix it on veto PMT copper supports, one at the

bottom and one at the top. Fig. 3.29 (left) shows the long level meter after its installation

on the detector inner structure. The top fixture allows the level meter to slide vertically in

it since the thermal contraction of the PTFE panels is larger than that of the level meter.

Additionally three short capacitive level meters were installed inside the bell to measure

precisely the position of the liquid-gas interface. A fourth meter filled with polyether ether

ketone (PEEK), and whose capacitance should consequently not change as the LXe varies,

was also installed. Fig. 3.29 (top right) shows one of the short level meters. The level
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meters are described in more detail in Sec. 3.3.4.

Four Pt-100 temperature sensors were installed to measure the temperature at various

points within the LXe and GXe volume. One temperature sensor was fixed on a bottom

veto PMT copper support and gives the bottom temperature, one on a PTFE support rod

for the below bell temperature, one above the PTFE top array PMT holder for the inside

bell temperature, and one on a top veto PMT copper support for the top temperature.

Fig. 3.29 (bottom right) shows the location of the below bell and top temperature sensors.

Before connecting back the HV feedthroughs a test of the cathode HV feedthrough was

performed in air, with the in-LXe tip moved away from the TPC. The voltage could be

raised to 18.4 kV before breakdown occured near the tip of the feedthrough, a part which

would normally be submersed in LXe. Considering the good dielectric strength of LXe and

the cathode-ground distance inside the detector the conclusion was that the feedthrough

should allow the application of the design voltage of 30 kV on the cathode.

The cryostat top assembly and the detector inner structure were brought back under-

ground and the cryostat closed on May 13th 2008. The XENON100 detector was filled for

a second time on May 20th 2008, this time with a total of 138 kg of LXe, a quantity large

enough to allow tests of the cathode HV feedthrough in its design conditions. During the test

the cathode HV could be raised to 20 kV without any discharges or appearance of leakage

current. Tests of the anode followed and the first XENON100 S2 signals could be observed

at an anode voltage of 2.3 kV. At the operating conditions of the test, this corresponded to

a field of ∼3 kV cm−1 in the LXe above the bottom mesh, enough to extract electrons into

the gas phase (Aprile et al., 2006a). The field in the GXe (∼2.7 kV cm−1 atm−1) was also

high enough for the production of proportional scintillation. Unfortunately, it was later

discovered that a high rate signal reminiscent of LXe scintillation photons appears, mostly

on the veto PMTs near the resistor chain of the voltage divider circuit, when a voltage

higher than 4 kV is applied on the cathode. The effect had not been observed during the

first cathode test as the PMTs were not in operation at that time. The decision was taken

then to open the cryostat and attempt a modification of the resistor chain underground.

The Xe recuperation started on July 1st 2008 and was completed on July 3rd.
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3.2.9 Second Opening: Resistor Chain Modification

The XENON100 cryostat was opened for a second time on July 4th 2008 to modify the

resistor chain of the field shaping wires voltage divider circuit. As mentioned earlier, tests

had shown that high rate (∼10 kHz) light signals would appear on some PMTs, mostly

those of the bottom veto ring facing upwards and near the resistor chain. The cryostat top

assembly and the detector inner structure were placed on the custom-built stand normally

used for transportation and work in the clean room above ground.

After inspection of the resistor chain, the conclusion reached was that the likely cause

of the problem was that the field near the tips of the field shaping copper wires might have

been too high and the signals observed were those of pre-breakdown conditions in LXe.

Additionally, it was concluded that the situation could be improved by bending the copper

wires that support the resistors, bringing them closer to the PTFE panels and further away

from the cryostat wall at ground potential, and by modifying the solder points such that

none of the sharp edges of the cut copper wires would be apparent. Fig. 3.30 shows a picture

of the resistor chain after the modification. It can be compared to the original arrangement

shown in Fig. 3.20 (right).

Figure 3.30: Picture of the resistor chain of the field shaping wires voltage divider circuit
after the modification underground (left). A closer view of the modified solder points of the
resistors to the field shaping copper wires (right).

The inner detector structure was lowered back into the cryostat on July 5th 2008. After
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evacuating the cryostat and a short period of pumping the detector was filled again on July

9th 2008. A total mass of 154 kg of LXe was used. Naturally the first test performed was

that of the cathode HV. Encouragingly, the appearance of high rate light signals in the veto

volume with the cathode at 4 kV was solved. Unfortunately, a similar effect was found to

occur inside the TPC when the cathode HV reached ∼14 kV.

3.2.10 Third Opening: Screening Mesh Installation

The last time the XENON100 detector inner structure was taken out of the cryostat, as of

2011, was on December 3rd 2008. Different upgrades were planned on the inner structure

and, most importantly, a screening mesh was to be installed below the cathode to shield

the PMTs of the bottom array from the high electric field created by the cathode.

Figure 3.31: Picture of the lower PTFE panels and the bottom PMT array before the
replacement of the panels and the installation of the screening mesh (left). The new lower
PTFE panels and the screening mesh after the upgrade (right).

During the cathode HV tests of the previous run a curious feature was observed. The

rate of light signals was highest on PMTs neighbouring PMTs whose bias voltage was at

ground. Since the PMTs are operated in the grounded anode scheme the metal PMT body

is normally at a negative potential in the vicinity of −800V. It was noted then that the

strongest electric field near the cathode, also biased at negative potential, is near PMTs with

no HV bias applied. It was therefore concluded that the PMT signals seen at high cathode

voltages were caused by electrons whose trajectories are deformed due to the high electric

field near the PMT and are striking the PMT quartz window and creating scintillation light.

The solution adopted was to install a mesh at ground potential between the cathode and
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the bottom PMT array. This required the machining of new, longer lower PTFE panels,

with a notch to hold the screening mesh in place. Fig. 3.31 shows a picture of the bottom

array holding assembly before and after the installation of the screening mesh. The PTFE

panels were replaced one by one and the mesh was subsequently inserted into the notch.

The additional upgrades performed were the replacement of twenty-four PMTs, mostly

to exchange them with PMTs with a lower measured activity, the installation of copper

pieces to block the top PMT array from light signals created outside the radius of the

sensitive volume, and the installation of PTFE reflector pieces in the bottom veto volume

to increase its light collection efficiency. Fig. 3.32 shows the top of the TPC after the

installation of the copper light blocking pieces.

Figure 3.32: Picture of the top of the XENON100 TPC after the installation of the copper
light blocking pieces (left) and a closer view near a short level meter (right).

The upgrades were completed on December 9th 2008 and the cryostat top assembly and

detector inner structure were brought underground that day. After closing, the cryostat

was evacuated and a bake-out at the maximum permissible temperature, limited to ∼50◦C

by the PMTs, was initiated. After this bake-out period the detector was filled for a sixth

time. The filling was completed on January 24th 2009 and a total mass of 146 kg of LXe

was used. The cathode HV tests resumed quickly and a higher cathode potential of ∼17 kV

could now be applied before the appearance of the light signals on bottom PMTs. The

decision was made then to try and reproduce this effect in a R&D setup and find a solution

there before any further modifications of the XENON100 detector.

This run was to be the one in which the focus would be on the achievement of long drift

of the charge signals. In fact, in previous runs no sizeable rate of charge signals with drift
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times larger than a few microseconds had been observed. After the multiple verifications

of many of the detector subsystems it became clear that the effect was likely due to a high

concentration of electronegative impurities in the LXe (Sec. 2.4.2). The Xe was eventually

recuperated on March 13th 2009 and an intense period started where several purification

techniques were employed to reduce the outgassing of materials of the detector and to

measure precisely the change in their concentration. Finally a breakthrough was made

when the measurement of permeation of N2 and Ar gas through the cryostat top seal was

measured with a residual gas analyzer (RGA).

3.2.11 Fourth Opening: Cryostat Seal Replacement

The last time the XENON100 cryostat was opened and exposed to air, as of 2011, was on

April 15th 2009. The cryostat top flange o-ring was replaced with a Viton R© o-ring with a

lower permeation than the one used previously. This last modification enabled the measure-

ment, during the subsequent run, of S2 signals from interactions at the bottom of the TPC,

with their ionization electrons drifting the full 30 cm of the TPC. This milestone marked

the beginning of the transformation of the XENON100 detector into a fully operational

research instrument.

3.3 The XENON100 Detector

In the previous section we described the construction and assembly of the XENON100

detector, from its original design into its concrete realization. We also described the four

additional openings of the cryostat for modifications to the inner detector structure and the

various tests which led to those modifications. In this section we will describe in more details

the XENON100 detector itself and its various subsystems. In Sec. 3.3.1 we discuss the TPC,

in Sec. 3.3.2 the PMTs, in Sec. 3.3.3 the electric field configuration, in Sec. 3.3.4 the LXe

level meters and temperature sensors, in Sec. 3.3.5 the cryogenic system, in Sec. 3.3.6 the

gas system, in Sec. 3.3.6 the Xe purity, in Sec. 3.3.8 the passive shield, in Sec. 3.3.9 the

krypton distillation column, and finally in Sec. 3.3.10 we discuss the DAQ system.
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3.3.1 TPC

The target volume of the XENON100 TPC has a radius of 15.3 cm, a drift length of 30.5 cm,

and contains 62 kg of LXe. Twenty four 0.25 in. thick interlocking PTFE panels define

the radius of the target volume. The PTFE panels are held in place on the top and on the

bottom by two copper plates. The cathode mesh, mounted below the bottom copper ring,

and the bottom mesh, mounted above the top copper ring and slightly below the liquid

level, close the TPC and define the 30.5 cm drift region. As mentioned earlier, the top and

bottom qualifiers for the meshes refer to their positions with respect to the anode mesh.

The uniformity of the drift field is ensured by a set of forty field shaping wires, mounted

inside and outside the PTFE panels. The field shaping wires also rigidify the PTFE and

copper rings assembly. The top and bottom TPC copper rings are also joined by sixteen

PTFE support rods to distribute the weight that needs to be held by the TPC. The PTFE

panels interlock to optically separate the target volume from the veto volume.

The bottom, anode, and top meshes, separated by 5 mm from each other, are held in

place by a PTFE structure fixed to the top TPC copper ring. The diving bell houses the

three meshes and stabilizes the LXe liquid level between the bottom mesh and the anode.

The level height can be adjusted with a linear displacement motion feedthrough. The TPC

assembly is attached to the bell via its top copper ring. Two PMT arrays are used to

detect the light emitted in the TPC volume, one inside the bell, in the gas phase, and one

below the cathode mesh, in the liquid. An assembly of thirty-two shorter PTFE panels held

together by copper rings isolates the bottom PMT array from the veto volume and is fixed

to the bottom copper ring of the TPC.

The target volume is surrounded by a veto volume containing 99 kg of LXe. It is

instrumented by PMTs that detect light below and on the sides of the TPC, and above

the bell. As discussed in Sec. 3.1, the veto volume acts essentially in the same way as

fiducialization in reducing background (see Sec. 4.4) but with the added benefit of reducing

the total trigger rate inside the sensitive volume. The cost of instrumenting the veto volume

to reach an acceptable lower energy threshold is also lower than having the entire volume as

a TPC. The liquid level outside the bell covers the PMTs of the top veto. The LXe level can

be maintained at this height with a positive pressure difference between the GXe volumes

inside and outside the bell. The diaphragm pump of the Xe recirculation system (Sec. 3.3.6)
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provides the pressure difference through its connection to the bell cable conduit.

The original intent was to replace the TPC PTFE pieces machined from commercially

procured PTFE with known low activity PTFE that was obtained beforehand, and assemble

the TPC in a N2 atmosphere to avoid Rn contamination. However, after the original PTFE

used was measured to have low intrinsic radioactivity (Aprile et al., 2011d), the decision was

made not to replace the PTFE pieces. As we saw earlier, the TPC structure is supported

by the bell and is enclosed in a double-wall vacuum vessel made of 316Ti stainless steel.

The steel was selected for its low activity, especially in 60Co (Aprile et al., 2011d).

3.3.2 PMTs

The XENON100 PMTs are 2.5 cm × 2.5 cm metal-channel type R8520-AL Hamamatsu

PMTs with low intrinsic radioactivity (Aprile et al., 2011d). The PMTs have a special

bialkali photocathode for low temperature operation down to −110◦C and optimized for

detection of the Xe 178 nm scintillation light. They have also been selected due to their

compact size which allows improved (x, y) position resolution compared to what can be

obtained with larger tubes.

The top array is composed of 98 tubes disposed in circular patterns to enable a better

reconstruction of the radial coordinate while minimizing the number of tubes required. The

tubes are held by a PTFE structure fixed to the top plate of the bell. The light collection

efficiency is enhanced even if the number of PMTs is reduced compared to a square grid

arrangement since the PTFE holding structure acts as a UV reflector. The average QE of

the top array PMTs is ∼23%. The bottom array is composed of 80 tubes arranged on a

square grid to maximize light collection. The bottom array PMTs have been selected for

higher QE. Their average QE is ∼33%. The top and bottom veto arrays each have 32 tubes

arranged in alternating inward and down, and inward and up directions, respectively, to

allow a simultaneous view of the top, bottom and side portions of the active veto volume.

The PMTs are operated in the grounded anode scheme, that is, with the photocathode

at negative potential. The PMT base circuits are printed on a Cirlex R© board. The PMT

base voltage divider resistor chain has a total resistance of 125MΩ, chosen to minimize the

heat influx from the PMTs to the LXe. At the maximum operating voltage of −900V this

corresponds to a current of ib = 7.2µA and a power dissipation of 6.5mW/PMT. The total

cooling power required to compensate for the heat influx from PMT arrays is thus 1.6 W.
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Figure 3.33: Schematic of the XENON100 grounded-anode scheme PMT base voltage di-
vider.

The schematic of the PMT base electrical circuit is shown in Fig 3.33. The PMT bias

voltages are supplied by a CAEN SY1527LC Universal Multichannel System with seven

CAEN A1733N 12 channels 3 kV HV boards and seven CAEN A1535N 24 channels 3.5 kV

HV boards.

When operating PMTs one must ensure that the signal current from the last dynode

to the anode is always much lower than the voltage divider biasing current. The rule of

thumb is that the signal current should not exceed 0.5%-1% of the voltage divider biasing

current (Hamamatsu Photonics K.K., 2006), which leads to a maximum signal current of

is,max = 36nA. Assuming a gain of 2 × 106 e−/pe, this limits the linear response of the

PMT to single photoelectron rates below ∼100 kHz. However, in a dual-phase LXe TPC,

the S2 signal is much larger than the S1 signal due to the amplification of the ionization

signal. If no additional measures were taken, considering a typical S2 signal duration of 1µs

and that the PMT immediately above the interaction typically measures a 20% fraction of

the S2 signal, then this PMT would enter a non-linear regime during every S2 pulse. The

capacitor on the final amplification stage stores a reserve charge of

QC = 10nF · 700V · 5MΩ

125MΩ
= 280 nC, (3.1)

where we have set the PMT voltage more or less at the lower limit of the operational

range. Again, for the PMT response to remain linear the total charge drawn should not

exceed 1% of QC (Hamamatsu Photonics K.K., 2006). This results in a maximum S2 signal

on any given PMT of ∼8700 pe. As an estimate, if ones assumes a S2 amplification of

20 pe/e− (Sec. 4.2.4) and a charge collection of 50%, then ionization signals from electron

recoils above ∼14 keV will induce a non-linear response in the PMT immediately above the



98

interaction. In practice however, the only consequence of that effect is that the position

resolution will start to degrade. The energy measurement uses the signal on the bottom

PMT array where the S2 light is distributed evenly and the non-linear regime thus appears

at much higher energies. Moreover, for nuclear recoil events, this non-linear regime would

appear above nuclear recoil energies of 200 keV, well outside of the typical energy range of

interest for WIMP searches.

As mentioned earlier the PMTs can be calibrated by a redundant system of optical fibers

and LEDs positioned throughout the LXe volume. The PMTs are calibrated in the single

photoelectron regime and PMT gains were adjusted to a mean value of 2 × 106 e−/pe by

varying their biasing voltages. The standard deviation in gain values is 1.7× 105 e−/pe. In

practice only the optical fibers are used to perform the gain calibration.

3.3.3 Electric Field

High optical transparency meshes are used to create the drift field and the proportional

amplification field while simultaneously allowing the measurement of the S1 and S2 signals

with both top and bottom PMT arrays. All meshes have a hexagonal wire pattern. They

were fabricated by chemically etching the hexagonal pattern on a stainless steel foil, stretch-

ing the foil and spot-welding it to a stainless steel ring. The rings used for the bottom,

anode, and top mesh have an inner radius of 161.3 mm, a width of 6.4 mm, and a thickness

of 2.5 mm. The ring of the cathode is pressed between the bottom copper ring of the TPC

and the top copper ring of the lower PTFE panels assembly. The cathode ring has the same

inner radius as the TPC, 152.4 mm, a width of 6.4 mm, and a thickness of 1.5 mm. The

ring used for the screening mesh has a square cross section with a 3 mm width and an inner

radius of 152.4 mm. All mesh rings were machined out of the same low-activity stainless

steel as that used for the cryostat (Aprile et al., 2011d).

The bottom, anode, and top mesh are all 125µm thick, with wire pitches1 of 2.5 mm,

2.5 mm, and 5.0 mm, respectively. The optical transparency of the proportional amplifi-

cation meshes, averaged over all incident angles, is 47.7%. The cathode has a thickness

of 75µm and a pitch of 5 mm, for increased optical transparency. Similarly, the screening

mesh, placed 12 mm below the cathode and 5 mm above the windows of the bottom array

PMTs, has a thickness of 50µm and a pitch of 5 mm. The combined optical transparency

1The pitch here is defined as the distance between two parallel sides of the hexagonal pattern.
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of the cathode and the screening mesh is 83.4%.

All meshes were tested for thermal deformations at LXe temperature and an upper limit

of 240µm was obtained. This should translate into S2 signal corrections of less than 10%

across the surface. Indeed the measured S2 width variation across the xy plane is ∼3%

(σ/µ) (Sec. 4.2.3). The anode was also tested for stability in a N2 and an Ar atmosphere

up to 6 kV with a grounded plate 4.6 mm below and no discharges were observed.

In normal operation the anode is biased at +4.5 kV/cm and creates an extraction field

of ∼6 kV/cm in the LXe and a proportional amplification field of ∼12 kV/cm in the GXe.

Strictly speaking these values are the values one obtains by approximating the meshes as

continuous surfaces but they are not far from the mean field along electron trajectories.

Fig. 3.34 shows the expected variation of the field between the bottom mesh and the anode.

Under those conditions, the transparency of the bottom mesh for drifting electrons is ∼100%.

The electron extraction efficiency into the gas phase should also be close to 100% (Aprile

et al., 2004).
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Figure 3.34: (left) Mean electric field in the proportional amplification region (between the
liquid level and the anode) as a function of x and y. In this region the field is strongest
near the wires of the anode due to their small radius. The field is shown in the hexagonal
unit cell of the proportional amplification meshes (see Fig. 3.35). (right) Mean electric field
in the hexagonal unit cell as a function of depth. A discontinuity in the electric field occurs
at the liquid level (dotted line) due to the different relative permittivities of GXe and LXe.
The dashed lines are, from left to right, bottom mesh, anode, top mesh.

As can be seen in Fig. 3.34, the electric field in the proportional amplification region, that

is, between the liquid level and the anode, is highest near the wires of the anode. Since the

electroluminescence yield per unit distance is proportional to the electric field (Eq. 2.13),

and since the electron drift velocity increases with increasing field, we expect the time
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distribution of emitted proportional photons to also exhibit the distribution between the

liquid level and the anode in Fig. 3.34 (right). It is also worth noting that the electric field

above the top mesh, and below the top PMT array, has a value of ∼1 kV cm−1. This is due

to the fact that the metal bodies of the PMTs are at a negative potential, the photocathode

bias potential, and that the top mesh is grounded. Ionization electrons created in that region

can thus drift down in the direction of the anode and produce a proportional scintillation

signal between the top mesh and the anode .
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Figure 3.35: Unit cell of the proportional amplification region meshes with electron paths
from the drift region to the anode (left) and path length distribution for 5000 electron paths
(right). The focusing effect can clearly be seen on the left.

Fig. 3.35 (left) shows the hexagonal unit cell of the proportional amplification region

meshes and the field lines from the volume below the bottom mesh to the anode. This

offers a visual explanation for the high electron transmission efficiency, since the field is

higher above the bottom mesh then very few field lines from the drift region terminate

on the bottom mesh and hence very few electrons travelling along the field lines are not

transmitted. Because of this focusing effect, ionization electrons, and thus reconstructed

event positions, are subject to lateral displacements of up to half a pitch of the bottom

mesh, 1.25mm in the case of XENON100. Fig. 3.35 (right) shows the distribution of path

lengths in the proportional amplification region of 5000 electron paths. The small spread

of the path length distribution should imply superior spectroscopic performance with the

S2 signal.

As mentioned earlier, the design cathode voltage of −30 kV could not be reached in
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earlier detector configurations. The extension of the lower PTFE panels and the addition

of the screening mesh allowed to raise the maximum cathode voltage from 14 kV to 17 kV

before apparition of the high rate signals on bottom PMTs. The cathode is biased at 16

kV to ensure stable operation and thus establishes a drift field of 0.53 kV/cm. The anode

voltage is supplied by a CAEN A1526P 6 channels 15 kV HV board inside the SY1527LC

crate system. The cathode voltage is supplied by a Heinzinger PNC 100000-3neg −100 kV
power supply.

The problem of constructing TPCs with simultaneous measurement of scintillation and

ionization with an energy threshold as low as possible and a uniform drift field translates into

an optimization problem of the optical transparency of meshes and field shaping wire and

mesh configuration. The 5 mm pitch and the 75µm wire thickness of the cathode mesh were

chosen to maximize the optical transparency of the mesh and maintain a good mechanical

stability at low temperatures. Due to an omission in the electrostatic simulations of the

drift field during the design phase, the loss in shielding efficiency went unnoticed. The first

measured (r, z) distributions of events within the TPC showed that the drift field near the

cathode was bending inwards slightly.

Fig. 3.36 shows a cylindrically symmetric approximation of the drift field and its curva-

ture in the lower right corner. The anode bias was set to +4.5 kV, the cathode to −16 kV,

and the PMT casings to −850V. Since this effect only induces a continuous displacement

map, that is, for each true position (r, z) corresponds one and only one apparent posi-

tion (r′, z′) and vice-versa, then this effect can be corrected for. Sec. 4.3.1 discusses the

correction applied.

3.3.4 Level Meters, Temperature Sensors

The LXe level inside the bell is measured with 3 short cylindrical capacitive level meters

and the level outside the bell in the veto volume is measured with a long level meter. A

copper rod with a radius of 1.1 mm serves as the inner conductor of the short level meters

while the outer conductor is a stainless steel cylinder with an inner radius of 2.53 mm.

The inner and outer conductors are mounted on a PEEK support. A vertical slit 2.03 mm

wide and 14.73 mm long allows the LXe to fill the cylindrical capacitor. The theoretical

capacitance per unit length is 2πǫ0/ ln (r>/r<) ≈ 0.067 pF/mm, neglecting the effect of the

slit. The total capacitances when filled with GXe and LXe are Cslm,GXe = 0.98 pF and
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Figure 3.36: Cylindrically symmetric approximation of the XENON100 drift field. A slight
curvature in the bottom right corner can be observed. The lateral displacement in true
and apparent positions within the TPC is corrected for with the results of a finite element
analysis simulation of the drift field (Sec. 4.3.1).



103

Cslm,LXe = 1.9 pF, respectively.

The long level meter inner conductor is a stainless steel rod with a radius of 1.05 mm.

The cylindrical outer conductor is also made out of stainless steel and has an inner radius

of 2.77 mm. The active range of the long level meter is 500 mm. Four cylindrical PEEK

spacers with height 4.98 mm and separated by 94.49 mm keep the inner conductor centered.

Fifteen slits 2.03 mm wide and 32.26 mm long that alternate between the front and back

of the level meter allow the LXe to fill the structure. The PEEK spacers create portions

of the long level meter where the capacitance does not vary with the liquid level. Under a

constant LXe level rising speed, during a filling or emptying of the detector, the long level

meter can be calibrated using the known inter-spacer distance. The theoretical capacitance

per unit length of the long level meter is 0.057 pF/mm , neglecting the effect of the spacers

and the slit. The total capacitances when filled with GXe and LXe are Cllm,GXe = 28.7 pF

and Cllm,LXe = 55.9 pF, respectively.

Four PT-111 Lake Shore Cryotronics Pt-100 temperature sensors measure the LXe or

GXe temperature within the volume. Under normal operation three of them are in the

liquid, one at the bottom of the inner detector structure, one below the bell, and one above

the top veto PMT array, and one of them is in the gas, inside the bell above the top PMT

array. Each sensor uses two Kapton R©-insulated wires on each platinum lead to compensate

for the resistance of the wires and provide an accurate measurement. The temperature

sensors can also be used as crude “binary” level meters whose temperature reach the LXe

temperature as the liquid level rises above their position.

3.3.5 Cryogenic System

The stability of the pressure inside a LXe dual-phase TPC is crucial since the S2 amplifi-

cation factor is a function of the pressure (Sec. 2.4.6). As mentioned earlier, the cooling

power for the XENON100 detector is provided by a PTR coldhead coupled to the gas volume

through a copper cold finger (Sec. 3.1.4 and Sec. 3.2.1). The PTR used is an Iwatani PC150

driven by a Leybold Coolpak 6000 6.5 kW water-cooled He compressor. This combination

delivers 200 W of cooling power at 170 K.

A PTR is a regenerative cryocooler that improves over the Stirling and Gifford-McMahon

refrigerators in that it has no moving parts in its low temperature stage. This ensures long

term reliable operation and no vibrations, two important requirements for the operation of
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dual-phase TPCs. Fig. 3.37 shows the principle of operation of a PTR. The system consists

of an oscillating pressure source, like a piston, a heat exchanger, where heat is released to

the surroundings, a regenerator, a heat exchanger at the cold end, where heat from the

object being cooled is extracted, a pulse tube, a heat exchanger at the hot end, where heat

is also released to the surroundings, an orifice, and a reservoir volume. The regenerator

usually consists of a porous material with a large specific heat capacity.

Piston

Q̇0, T0

Regenerator

Q̇L, TL

Pulse Tube

Q̇H , TH

Orifice

Reservoir

Figure 3.37: Schematic of the operating principle of a pulse tube refrigerator.

The cooling cycle consists of four steps. In the first step the piston compresses the gas

in the pulse tube. The heat due to the compression is transferred to the environment via

the heat exchanger and the gas passes through the regenerator where is it cooled to the cold

end temperature TL. In the second step, the compressed gas in the pulse tube gas flows

through the orifice into the reservoir since it is at a higher pressure than the pressure in

the reservoir. Heat is transfered to the environment at the hot end heat exchanger during

the process and the gas cools to TH . The flow stops when the pressure in the pulse tube

reaches the average pressure. In the third step the piston expands the gas adiabatically in

the pulse tube. In the fourth step, the now colder gas in the pulse tube is forced through

the heat exchanger at the cold end by the higher pressure in the reservoir. In the process,

heat from the object being cooled is transfered to the gas and the motion of the gas stops

when the pressure in the pulse tube reaches the average pressure. The heat stored in the
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regenerator is transfered back to the gas as it flows through it. The pulse tube must be

large enough such that the gas from the hot end never reaches the cold end in one oscillation

and vice-versa. In effect the gas in the middle of the pulse tube acts as the displacer in the

Stirling and Gifford-McMahon refrigerators. The name “pulse” tube is actually misleading

since there are no pressure pulses occurring in the tube.

In the case of the XENON100 cooling system, the pressure oscillation is generated by

the use of a rotary valve, also sometimes called motor valve, that switches between high-

and low-pressure sources. The frequency of “pulsing” is thus determined by the rotary

valve. The compressor is connected to the rotary valve with stainless steel braided flexible

lines with low fluid loss Aeroquip pressure fittings. The rotary valve is connected to the

PTR with a 0.5 in. copper tube with Aeroquip fittings. The hot end heat exchanger of the

PC150 PTR is water cooled.

The temperature of the cold finger is maintained at the desired value by resistive heaters

(23Ω) glued to a copper piece between the PTR coldhead and the cold finger. The tem-

peratures of the coldhead and the cold finger are measured with two Lakeshore Cryotronics

PT-111 Pt-100 temperature sensors and monitored by a Lakeshore 340 temperature con-

troller. The controller uses a PID control loop to adjust the power supplied to the heaters

with the cold finger temperature as feedback. A Kepco JQE100-5M 500 W DC power

supply is used as the power source for the heaters. As the pressure in the GXe volume is

directly related to the temperature, the pressure is stabilized by the thermal coupling of

the GXe to the cold finger.

As described in Sec. 3.1.4, the remote cooling principle of the XENON100 detector uses

a funnel to collect LXe droplets that condensed on the cold finger and an inclined pipe from

the cooling tower to the main cryostat to let gravity drive the LXe flow. The total heat

load when the detector is full but without recirculation was measured to be ∼70 W.

An emergency cooling system using LN2 is integrated in the cooling tower (see Sec. 3.2.1)

and is comprised of a stainless steel tubing coil above the cooling tower funnel. The coil is

connected to a pressurized external dewar, always kept full during operation. The LN2 flow

through the coil is controlled by an actuated valve and triggered when the detector pressure

increases above a defined setpoint. The most fragile component of the inner detector are the

PMTs, with a maximum pressure rating of 5 atm. The actuated valve and the process meter

monitoring the pressure are powered by an uninterruptible power supply. The effectiveness
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of the emergency cooling system was tested by turning off the PTR He compressor and

measuring the rate of pressure increase inside the detector and the LN2 consumption without

Xe recirculation (see Sec. 3.3.6). The duration of the test was 4 hours. During the first

cycle the pressure increased to 2.92 atm but remained between 2.1 and 2.5 atm afterwards,

a perfectly secure range for the PMTs. The LN2 consumption was such that the system is

estimated to be able to operate without human intervention for close to two days.

3.3.6 Gas System

The Xe used to fill the XENON100 detector is stored in four Spectra Gases high-pressure

2A aluminium cylinders. Each cylinder has an internal volume of 30 L and a pressure

rating of 140 atm. Each bottle typically contains ∼8000 standard liters of GXe (∼43 kg) at

a pressure of ∼50 atm. The bottles are connected together with 0.25 in. stainless vacuum

tubing and high-purity bellows-sealed valves. A pipe connects the Xe storage system to the

Xe purification system. The purification system, or Xe recirculation system, consists of a

diaphragm pump, a mass flow controller, and a high-temperature getter.

Figure 3.38: Schematic of the XENON100 gas system. Drawing by L. Coelho.

LXe from the bottom of the detector is evaporated in the gas line connecting the detector

to the buffer volume of the recirculation system. The diaphragm pump draws GXe from

the buffer volume and circulates the gas through the getter for purification. The model
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used is a KNF N 143 AN.12E double-diaphragm pump. The getter used is a SAES Mono

Torr R© PS4-MT15-R-1 heated getter purifier, certified to reduce concentrations of H2O, O2,

CO, CO2, N2, H2, and CH4 to below 1 ppb for flow rates below 15 SLPM. The GXe at the

output of the getter is fed back into the bell volume of the detector to provide the pressure

difference that maintains the LXe level above the bell. The recirculation flow is kept stable

with a Teledyne Hastings HFC-302 flow controller installed at the input of the diaphragm

pump. The recirculation system is equipped with three actuated valves, two normally closed

for the input and output, and one normally opened that connects both, and that act as a

bypass mechanism that isolates the detector volume. Fig. 3.38 shows a schematic of the

XENON100 gas storage, recirculation, and purification system.
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Figure 3.39: Evolution of the top (red), inside bell (orange), below bell (cyan), and bottom
(violet) temperatures inside the XENON100 detector while filling, along with the GXe mass
flow (gray). Except for the initial stage, the entire process is done at an almost constant
pressure of 2.3 atm.

Filling from the cylinders to the detector or recovery into the cylinders occurs in the gas

phase. Before filling, the detector is evacuated to reduce the amount of impurities to below

the typical amount liberated by outgassing during the filling. Fig. 3.39 shows the evolution

of the temperatures inside the XENON100 detector while filling and the Xe mass flow into

the detector. After evacuation the detector is filled with GXe to a pressure of ∼2.3 atm and

the cryocooler started. Both events can be seen in Fig. 3.39 around a time of 0.1 d. The

first mass flow spike (grey line) corresponds to the initial fill with GXe and the cold finger



108

temperature sudden drop (blue line) is due to the cryocooler startup.

A period of pre-cooling where GXe is circulated through the detector volume usually

precedes the actual filling. The time required to lower the temperature of the whole inner

detector structure solely with GXe circulation would be very long due to the low heat

conductivity of GXe, coupled with the decrease in conductivity with decrease in pressure.

This can be seen on the figure by looking at the temperature slopes between times of 0.1

and 0.3 d. As soon as more gas is filled the temperatures decrease much faster. The filling

initially starts with cycles of pressure increases from the addition of GXe (spikes in the

mass flow) and pressure decreases from its liquefaction. This process is rather slow at the

beginning as the LXe droplets immediately vaporize upon contact with the warmer cooling

tower funnel surface. The LXe essentially cools down the funnel and the LXe flow path

pipe to LXe temperature by successive evaporation of droplets. Once the pipe is completely

cooled the LXe can flow to the detector vessel and begin the same process with the cryostat

inner vessel. The filling speed gradually increases as the mass of the inner detector structure

is progressively cooled. A maximum filling speed of ∼2.8 kg/hr is attained after 10 h of

filling, limited by the available cooling power of the PTR. The initial slope of the filling

speed is roughly 0.5 kg hr−2. The total mass of 161 kg can thus be transfered into the

detector in about 2.5 days.

For the Xe recovery operation, custom-made insulated steel dewars are used to cool

down the aluminium cylinders with LN2. The output of the recirculation system is then

simply switched from the detector to the storage system. Recuperation is slightly faster

(∼2 days) since the LN2 bath provides a very high cooling power. The mass flow is then

essentially limited by the pressure in the detector vessel and the length of the pipe to the

storage cylinders since the pressure in the cylinders is almost zero (the Xe gas freezes into

the bottles).

3.3.7 Xe Purity

Scintillation and ionizations signals in LXe can be attenuated if the purity of the liquid is not

at extremely high levels. As discussed in Sec. 2.3.4, the common impurity with the highest

absorption cross-section for LXe scintillation light is H2O, followed by O2. For example,

with H2O concentrations at the ppm level one would expect scintillation light absorption
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lengths of

λabs,H2O =
1

10−6 · nXeσH2O
=

131 gmol−1

10−6NA · 2.83 g cm−3 · 2× 10−18 cm2
≈ 38 cm (3.2)

clearly unacceptable. At the same time, the ionization signal is even more sensitive to the

presence of impurities, especially electronegative impurities. Among common impurities,

O2 has the highest electron attachment cross-section. For example, for O2 concentrations

at the level of ppb, and at a drift field of 0.5 kV cm−1 where the electron attachment rate

constant is kO2
= 1 × 1011mol−1 L s−1 (Bakale et al., 1976), the corresponding electron

lifetime is

τe =
1

10−9 · nXekO2

=
131 gmol−1

10−9 · 2.83 g cm−3 · 1× 1011mol−1 L s−1
≈ 463µs. (3.3)

With a maximum drift time of ∼175µs, clearly ppb O2-equivalent concentrations are re-

quired. The Xe gas used to fill the XENON100 detector is research grade 99.999% purity

Xe hence the need of the Xe recirculation system to purify it to ppb impurity levels.

Common impurities, here, refers to molecules that can typically be found in stainless

steel vacuum systems for which great care was taken to clean them prior to their evacuation.

Usually, they will consist of H2O, N2, O2, CO2, and Ar, most of which are present in air

at the percent level. Due to its high binding energy to surfaces, the desorption of H2O in

vacuum systems is not ruled by the pumping speed. Typically vacuum systems will be baked

at high temperatures (∼180◦C) to increase the desorption rate of H2O. Unfortunately, dual-

phase LXe TPCs with PMTs cannot withstand this high temperature, the R8520 PMTs

for example are limited to a temperature of 50◦C. The materials in contact with LXe being

at such a low temperature have very low outgassing rates. In the case of XENON100, not

all surfaces are at LXe temperature. The PMT signal and HV pipes for example are close

to room temperature. This has the consequence that the concentrations of impurities in

the liquid are function both of the recirculation speed and the outgassing rate of the warm

surfaces. Sec. 4.2.2 discusses this topic further in the context of the measurement of the

electron lifetime.
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3.3.8 Passive Shield

The XENON100 detector was designed to be installed inside the XENON10 passive shield,

after a few modifications to the shield door to accommodate the cooling tower. The

XENON100 passive shield consists of, from outer layers to inner layers, a 20 cm thick water

layer on the top and three sides, a 25 cm thick slab of polyethylene on which the shield rests,

a 20 cm thick layer of polyethylene, and a 5 cm thick layer of OFHC copper. The lead and

polyethylene layers attenuate the background from external γ rays and neutrons, respec-

tively, while the copper layer attenuates the γ background from the polyethylene. Finally

the external water and polyethylene layer further reduces the background contribution from

neutrons from the cavern rock. The inner cavity is accessed by rolling on rails one wall, the

shield door, onto which the detector cryostat is secured. When the shield door is closed the

inner cavity is continuously purged with boil-off N2 gas at a rate of 17 SLPM to prevent

Rn penetration into the cavity. The Rn concentration is monitored with a commercial Rn

monitor via an external tube that connects to the inner cavity and yields values below

the detection limit of the instrument (1Bq/m3). The design, construction, and shielding

performance of the XENON10 shield are discussed in detail in Sorensen (2008).

As described earlier in Sec. 3.2.7, a straight tube penetrating the shield door and con-

nected to a circular tube that goes around the detector is used to insert calibration sources

from outside the shield and irradiate the detector from various azimuthal positions. A lead

brick arrangement is installed at a fixed azimuth to attenuate high energy γ rays produced

by the AmBe neutron source. This source is used for the nuclear recoil band calibration

of the detector (Sec. 4.5). The γ rays mostly come from the de-excitation of 12C after the

9B(α, n)12C reaction.

3.3.9 Krypton Distillation Column

Xenon, as mentioned in Sec. 2.1, is a particularly appropriate material for low-background

rare event searches as it is the element with the second largest number of stable isotopes

(tin is the first) and has no long lived isotopes. The longest-lived isotope is 127Xe with a

half-life of 36.3 d. As a condensed noble gas, is it also readily purifiable for most radioactive

impurities. One exception, however, is 85Kr, present in natKr with an isotopic abundance of

∼10−11. 85Kr decays into 85Rb with a half-life of 10.76 y through a beta decay with a 687 keV
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Figure 3.40: Picture of inner cavity of the XENON100 passive shield. A copper support
holds the lead brick arrangement used to attenuate high energy γ rays from the AmBe
neutron source used for calibration. Also visible in the lower right corner is a mount of the
cryostat and the mechanical coupling (Sec. 3.2.2) that allows the leveling (Sec. 4.2.3) of the
cryostat from outside the passive shield.

endpoint. 85Kr is produced in small quantities in the atmosphere from the capture of cosmic

ray neutrons on 84Kr but most of its abundance in the atmosphere is a result of nuclear

fission, of which it is a product. As 85Kr is uniformly distributed in the LXe volume and

contributes to the background in the energy region of interest it thus presents a potentially

serious background for a dark matter search with LXe. natKr, present in commercial Xe

gas at the ppm (mol/mol) level, would generate an electronic recoil background rate of

∼20 events keV−1 kg−1 d−1 through decays of 85Kr.

The natKr concentration of the gas used for the XENON100 detector, procured from

Spectra Gases Inc., was reduced to ∼10 ppb by the company using their cryogenic distilla-

tion plant. In the XENON100 detector, the 85Kr concentration can be measured directly

through β-γ delayed coincidences 85Kr (β, 173 keV) −→ 85mRb (γ, 514 keV) −→ 85Rb with a

1.46µs time difference and a 0.454% branching ratio. The analysis of the first XENON100

background data run confirmed the specified concentration with a measurement of the natKr

concentration at 7 ppb.

A natKr concentration of 100 ppt would contribute a rate of ∼0.002 events keV−1 kg−1 d−1
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from decays of 85Kr and would make the 85Kr contribution to the electronic recoil back-

ground level sub-dominant. In order to reduce the natKr concentration in the gas used for

the experiment, a small-scale cryogenic distillation column is installed underground near the

XENON100 detector. The column was procured from Taiyo Nippon Sanso (Taiyo Nippon

Sanso). The column is a 3 m tall, 6 theoretical cell stages, distillation column designed

with the McCabe-Thiele method (McCabe and Smith, 1976) to provide a ×1000 reduction

in the natKr concentration at a purification speed of 0.6 kg/hr and a collection efficiency of

99%. The input and output Xe are in the gas phase. A small sample of Xe gas processed

with a column of similar design, and analyzed by mass spectroscopy, was reported to have

a Kr level of 3 ppt (Abe et al., 2009).

After the installation underground and a commissioning run of the column, the entire

XENON100 gas inventory was processed through the distillation column. For the commis-

sioning run that led to the first XENON100 dark matter results (Sec. 4.6), the 85Kr con-

centration was measured with the delayed coincidence method and a value of 143+130
−90 ppt

(mol/mol) (90% c.l.) was obtained for the natKr concentration.

3.3.10 Data Acquisition System

As mentioned in Sec. 3.1, the design chosen for the DAQ was the digitization of PMT

signals with FADCs for the versatility and large amount of information present in digitized

time traces. The XENON100 data acquisition system is divided into three subsystems, the

trigger, the waveform acquisition subsystem, and the rate and time accounting subsystem.

The trigger uses a S2-based trigger scheme to limit the rate to events within the TPC.

The waveform acquisition subsystem is composed of 31 CAEN V1724 14 bit 100 MS/s

FADCs. The FADCs have an input bandwidth of 40 MHz and a full scale range of 2.25V.

The modules are housed in two VME crates and connected to the DAQ computer via an

optical fiber connection. The format into which events are stored is described in Sec. 3.4.2.

Fig. 3.41 shows a diagram of the XENON100 DAQ system.

The signals from all 242 PMTs are fed into Phillips 776 ×10 amplifiers. The Phillips 776

×10 amplifier has two amplified outputs per channel and thus also allows to get two copies

of the analog signal. The first copy of each channel is digitized by the FADCs. The second

copy of 68 inner PMT channels of the top array and 16 inner PMT channels of the bottom

array are summed in Phillips 740 fan-ins. The summed signal is amplified and filtered with
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Figure 3.41: XENON100 DAQ and trigger diagram. Figure from Aprile et al. (2011f).
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an ORTEC model 450 research amplifier with an integration time constant of 1µs. The

integrated signal is discriminated and constitutes the preliminary trigger logic signal. This

trigger signal is combined into an AND gate with a logic signal indicating whether or not

the FADCs are in a busy state and subsequently combined with a holdoff logic signal that

prevents the generation of a secondary trigger signal for 0.5 ms. The resulting logic signal

is distributed simultaneously to the 31 FACDs modules.

At low trigger rates, the CAEN V1724 FADC permits operation in a deadtime-less

mode where data is written to a circular buffer with 512 kB memory per channel and where

multiple events can be stored before they are read via the VME bus. Additionally, an on-

board FPGA allows on-line “zero-length encoding” of the digitized samples, that is, only

the relevant portions of the signal trace are stored to the module memory and transfered

from the module to the data acquisition computer. S1 and S2 signals have typical time

scales of < 150 ns and 1µs, respectively, but the time the ionization electrons take to travel

from the interaction site to the liquid level ranges from 0 to ∼175µs at a drift field of

0.530 kV/cm. The acquisition window is set at 400µs, more than twice the maximum drift

time, with the trigger positioned in the middle of the window, such that all features of an

event are recorded, whether the trigger occurred due to a S1 signal or a S2 signal. Thus,

large portions of the digitized waveform are essentially free of signals and consist mostly of

baseline samples. This is where the zero-length encoding algorithm can greatly reduce the

size of events.

The zero-length encoding algorithm implemented on the on-board FPGA includes only

portions of the waveform where the voltage exceeds a predefined threshold, with a fixed

number of samples before and after the excursion above threshold. For XENON100 the en-

coding threshold is set at 30 digitizer counts (∼4 mV) and pre- and post-excursion segments

of 50 samples (500 ns). The threshold corresponds to ∼0.3 photoelectrons. The digitized

trace is represented by a sequence of two types of control words, a skip control word and a

samples control word. The skip control word indicates how many digitized samples are not

present in the stream because they were below threshold while the samples control word in-

dicates that a sequence of samples above threshold are present and follow the control word.

Due to a bandwidth limitation of the FADC module a maximum of 14 skip → samples or

vice-versa control word transitions can occur within an event. Fig. 3.42 shows an example

of a zero-length encoded waveform. The digital representation of the zero-length encoded
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format is described in Sec. 3.4.2.
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Figure 3.42: Zero-length encoded XENON100 PMT waveform. Three different PMTs record
single photoelectrons at different times and only the samples around the excursions above
threshold are included in the waveforms.

For low energy events, this zero-length encoding results in a reduction of the event size

by a factor ten. PMT waveforms from veto PMTs essentially take no space as they do not

record any S2 signals. At higher energies however, large S2 signals followed by a series of

few electron S2 signals (see Sec. 4.2.4) result in larger event sizes and the reduction is not

as dramatic. Nevertheless, this data reduction allows much higher calibration rates as the

data volume to be transfered to the host computer is reduced. For high energy γ sources

the maximum rate achievable is ∼30 Hz. The VME crate optical fiber maximum transfer

rate and the RAID array maximum writing speed are the limiting factors for the transfer

speed to the DAQ computer. Sec. 3.4.1 discusses in more details the DAQ computing

infrastructure and these issues. One should note however that calibration rates higher than

that are not advisable in any case as the accidental coincidence probability within the event

window is already approximately at the 30Hz · 400µs ≈ 1% level.

The CAEN V1724 FADC modules have low-voltage digital signalling (LVDS) I/O ports

that can communicate the status of the board to other devices. The memory full output

status of the module signals that the module will ignore all subsequent triggers until some

events are transfered from the module memory. The memory full status of the 31 FADC

modules are combined with an OR function using a CAEN V1495 programmable general

purpose VME logic module and constitutes the busy logic signal. Since channel data are

spread among multiple modules and transfered in sequence from each module, a mismatch

could occur if a module with memory recently freed would accept a trigger when another
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module still has a memory full condition. This situation is avoided by inhibiting triggers

when the busy logic signal is true.

The DAQ trigger also includes a high energy veto subsystem that inhibits triggers if the

energy of the event exceeds a certain threshold. Since the data transfer rate between the

VME crates with the FADCs and the DAQ computer is limited by a combination of the

fiber optical connection and the writing speed to disk, it is clearly advantageous to prevent

the transfer of events which are outside of the energy range of interest. The high-energy

veto is used for all low-energy calibrations such as the electronic recoil band and nuclear

recoil band calibrations (Sec. 4.5). The threshold is set a value high enough so that no

distortion of the spectrum at low energies occurs.

The rate and time accounting subsystem of the DAQ is responsible for measuring the

time, live time, dead time, trigger rate, and event rate of the measurement. A clock module

that generates a logic signal at a frequency of 1 MHz and is combined with the busy signal

and its complement to compute the dead time and live time, respectively. A CAEN V830

scaler is used to count the number of clock cycles, dead cycles and live cycles. The scaler

also counts the number of triggers, before any inhibition due to the busy signal or a high

energy veto signal, and the number of events of the measurement.

The efficiency of the XENON100 trigger was measured initially by feeding a square

voltage pulse with a width of 1µs width and variable height to the research amplifier. At

a pulse height of 24 mV a trigger was generated for every voltage pulse. At a PMT gain

of 2 × 106 pe/e− and after the ×10 amplification, a photoelectron corresponds to a charge

signal of 160mVns in the 50Ω input resistor of the FADC. This means that the 24mV µs

square pulse was equivalent to a 150 pe signal. Since the PMTs used for the trigger collect

∼52% of the S2 light the ∼100% efficiency trigger threshold is 290 pe. This value was

verified subsequently by a direct measurement. Events were triggered by energy deposits

in the veto instead of the normal trigger and the normal trigger was digitized along with

the PMT signals. This allowed the computation of the fraction of S2 signals of a given size

that are generated a trigger compared to the total number of S2 signals of a given size.
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3.4 Computing Infrastructure

In this section we will describe the computing infrastructure deployed for the XENON100

experiment, both the hardware and software side, with respect to the acquisition (Sec. 3.4.1),

storage (Sec. 3.4.2), and processing (Sec. 3.4.3) of data.

3.4.1 Data Acquisition

The data acquisition system, in proximity to the XENON100 detector, consists of the DAQ

computer and its communication interface to the VME crates containing the FADCs. It is

responsible for the transfer of digitized waveforms from the FADCs to a local data storage,

while it awaits the transfer to the main data storage resources above ground. In normal

circumstances, for example when acquiring background data for a dark matter search, the

trigger rate is such that none of the FADCs enter the memory full condition. The DAQ

program periodically checks for the presence of data in one of the modules and proceeds

to transfer the data acquired by all modules. The raw data is stored locally in a versatile,

custom, indexed data format described in Sec. 3.4.2. The hardware selected for the local

storage was a four drive RAID10 array to accommodate both fast read and write operations

and redundancy in the case of hard drive failures. As mentioned earlier, the baseline samples

of the waveforms are already encoded as skip control words on the FADCs to reduce the

data rates between the VME crates and the DAQ computer.

A measurement of a given duration and for which the acquisition is subsequently stopped

is called a dataset. Dark matter search datasets are typically uninterrupted one day long

datasets while γ calibration datasets are usually a few hours. PMT calibration datasets

are less than an hour. A run refers to a collection of datasets usually separated in time

by a recuperation and filling of the detector or an event that changed detector conditions.

The transfer of datasets from the DAQ computer underground is automated and performed

by a custom data transfer program based on the rsync program. The transfer program

maintains a list of datasets that exist on the DAQ machine and synchronizes modified data

files acquired to the storage above ground. When a dataset no longer changes, typically

because the acquisition was stopped and a new dataset was started, the transfer program

will protect the dataset on the main storage against modifications and later delete the

dataset from the DAQ local storage (after a certain delay). In this way there is no dead
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time incurred from data transfers to the main storage during high data rate γ calibrations,

as the DAQ computer storage acts as a buffer. The transfer program also implements the

blinding protocol by making the raw data acquired unreadable until the decision is explicitly

made to “unblind” the dataset.

3.4.2 Data Storage

The XENON100 data storage system consists of a collection of storage nodes with large data

capacity totalizing ∼100 TB. The nodes use RAID5 and RAID6 arrays for redundancy in the

event of hard drive failures. As mentioned earlier, the data transfer program is responsible

for the transfer and integrity of raw datasets from the DAQ computer underground to the

main storage. The raw data of the XENON100 detector is stored in a general purpose

detector-independent data format designated as the XENON data input-output (XDIO)

format. Fig. 3.43 shows a schematic representation of the headers of the XDIO format with

byte offsets indicated on top for each header.

The format is defined by three logical layers, the file layer, the event layer, and the

chunk layer. An XDIO file contains multiple events and events contain multiple chunks. A

dataset will typically contain many files. All multiple byte types are stored in little-endian

format. The file layer stores the original dataset name (FILENAME), the time of creation

(TIME), first event number (FIRST EVENT NB), and number of events (NB EVENTS) of the

file. It also maintains an index of the positions (INDEX[]) of events within the file for fast

extraction of single events from large files.

The event layer stores the original dataset name the event is part of (FILENAME), the

Coordinated Universal Time (UTC) of the event in seconds (TIME SEC) and a fractional

part in microseconds (TIME USEC), the event number within the dataset (EVENT NB), and the

number of chunks the event holds (NB CHUNKS). Typically a chunk type will be associated

with the data from an instrument, for example the digitized waveforms from an FADC or

the counts from a scaler.

The chunk layer contains a header describing the type of chunk (TYPE) and the actual

data, digitizer samples, or any other form defined through a chunk type. The format

currently implements only two types of chunks, RAW0 and ZLE0, for sequences of digitizer

samples from a generic FADC and “zero-length” encoded digitizer samples from the CAEN

V1724 FADC, respectively. The chunk layer stores the chunk size (SIZE), the type of
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File Layer

FILENAME ...

0 4 8 12 16

TIME FIRST EVENT NB NB EVENTS INDEX SIZE

64 68 72 76

INDEX[0] INDEX[1] INDEX[2] INDEX[3] ...

80 84 88 92 96

Event Layer

FILENAME ...

0 4 8 12 16

TIME SEC TIME USEC EVENT NB NB CHUNKS

64 68 72 76

Chunk Layer

RAW0 Type Chunk

TYPE SIZE SAMPLE FLAGS NB SAMPLES

0 4 8 12

VOLTAGE RANGE SAMPLING NB CHANNELS UNUSED

16 20 24 28

ZLE0 Type Chunk

TYPE SIZE SAMPLE FLAGS NB SAMPLES

0 4 8 12

VOLTAGE RANGE SAMPLING NB CHANNELS MASK[0] ...

16 20 24 28 32

Figure 3.43: Schematic representation of the headers of the XDIO format used to store raw
data from the XENON100 detector. Byte offsets are indicated on top for each header.
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samples (SAMPLE), flags (FLAGS), the number of digitizer samples included (NB SAMPLES),

the voltage range (VOLTAGE RANGE), the sampling frequency (SAMPLING), and the number

of channels (NB CHANNELS) of the FADC. The sample type is stored as a signed integer

and indicates the precision in bits of a sample. The voltage range and sampling frequency

are both encoded as single precision IEEE 754 floating point numbers. In the case of the

RAW0 chunk, a sequence of NB CHANNELS × NB SAMPLES digitizer samples follows the header,

starting with the first channel and so on. In the case of the ZLE0 chunk, a binary mask

(MASK[]) encodes which channels are included. The data that follows is the channel data

from each V1724 FADC, composed of a size header for the channel data (CHANNEL DATA

SIZE) and a sequence of zero-length encoded samples (see Fig. 3.44). The data for each

channel included in the MASK[] appears sequentially.

V1724 ZLE Channel Data Format

CHANNEL DATA SIZE

32 24 16 8

CONTROL WORD 0

CONTROL WORD 1

...

Skip Control Word

0 NB SAMPLE PAIRS SKIPPED

32 24 16 8

Samples Control Word

1 NB SAMPLE PAIRS INCLUDED

32 24 16 8

SAMPLE 1 SAMPLE 0

SAMPLE 3 SAMPLE 2

...

Figure 3.44: Schematic representation of the V1724 ZLE channel data format. Bit offsets
are indicated on top. The size of the channel data is given in number of 32 bit words.
Similarly, the number of skipped or good samples is also given in 32 bit words. Since FADC
samples are written on 16 bits, each 32 bit word contains a pair of samples.

A C library, libxdio, has been written for input and output operations on XDIO files.

Operations on the chunk layer are abstracted and follow a defined interface such that addi-

tional chunk specifications can easily be added without breaking compatibility with previous
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definitions. The library is also designed such that copy operations are minimized to handle

large data rates without overhead.

3.4.3 Data Processing

The raw data for a XENON100 event consists of 242 waveforms of (usually) 40000 samples

and is stored in the general-purpose XENON event data (XDIO) file format using the libxdio

library. This raw data is converted to physical parameters using a program specifically

written for XENON100 data analysis, the XENON raw data processor, xerawdp, but with

a design that should allow processing of raw data from other liquid xenon detectors. High

reusability is achieved by making most of the module interfaces as generic as possible and

making each module highly configurable. With nearly all parameters specified via an input

xml configuration file the program can be used to convert raw data from varying detector

conditions or even other detectors, as mentioned earlier. The data conversion proceeds in

three stages: i) preprocessing the waveforms, ii) searching for peak candidates, and finally

iii) computing the reduced quantities associated with each peak candidate.

Preprocessing

In the preprocessing stage, the event attributes from the XDIO event layer are read, and the

ZLE0 or RAW0 chunk containing the channel waveforms is read. For all channels included, the

baseline of each zero-length encoded block is computed on 46 samples (nb baseline samples)

and the digitizer samples are converted from ADC counts to volts. The nb baseline samples

value was chosen such that it is smaller than the number of pre-samples included in the

zero-length encoded block. The waveforms of all target volume channels are added into a

summed waveform that is used to search for S1 and S2 peak candidates. The waveforms of

veto volume channels are also added into a summed veto waveform that is used to search

for S1 peak candidates. It is possible to exclude channels from the S1 or S2 peak finding

summed waveform via the excluded pmts parameter.

Fig. 3.45 shows TPC and veto summed waveforms for a typical low-energy event. The

blue triangle indicates the S1 peak candidate found and the red triangles the S2 peak

candidates. Zooms of the largest S1 and S2 peaks are shown in insets.



122

s]µDrift Time [
0 20 40 60 80 100 120 140 160 180

A
m

pl
itu

de
 [V

]

0.0

0.5

1.0

1.5

Veto

A
m

pl
itu

de
 [V

]

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

TPC

-0.6 -0.4 -0.2 0.0 0.2 0.4 0.6

0.00

0.05

0.10

0.15
S1: 14.1 pe

170 171 172 173 174 175 176 177

0.0

0.1

0.2

0.3 S2: 926.1 pe

Figure 3.45: TPC and veto summed waveforms for a typical low-energy event. The blue
triangle indicates the S1 peak candidate found and the red triangles the S2 peak candidates.
The event is deep within the detector with a drift time of 173.5µs.
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Figure 3.46: Distribution on PMTs of the S2 signal of a typical low-energy event.
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S1 and S2 Peak Finding

The target volume peak finding stage operates in two steps: it first looks for S2-like peaks

in the entire summed waveform and then looks for S1-like peaks in between all S2 peak

candidates found in the first step but not beyond a S2 peak that exceeds a 50 mV threshold

(s1 right limit height threshold). This condition is used since we expect the S1 signal to

precede any S2 signal if the two signals arise from the same energy deposit. This also

avoids the selection as S1 peak candidates of any of the many photoelectrons that typically

follow a large S2 peak such as PMT afterpulses and single electron S2 signals (see Sec. 4.2.4).

The S2 peak finding algorithm starts by applying a digital filter (s2 large peak filter)

to the entire waveform to smooth out the high frequency components which facilitates

the detection of the extent of S2 peaks (see Fig. 3.47, bottom). The filter used is a

raised cosine filter low-pass filter with a cut-off frequency at 3 MHz. The algorithm then

searches the filtered waveform for regions where the signal exceeds a threshold of 10 mV

(s2 large peaks signal threshold) for at least 0.6µs (s2 large peaks min interval width), a

time interval large enough to contain at least one S2 peak. The average of the 0.21µs of the

waveform (s2 large peaks pre and s2 large peaks post interval avg window) preceding and

following the interval must also not exceed 5% (s2 large peaks pre interval avg threshold)

of the maximum within the interval. Because of the long afterpulsing tails that follow large

S2 peaks the interval above threshold will often contain multiple S2 peaks.

The algorithm then recursively searches for S2-like peaks within that interval. This

is done by computing the extent of any potential peak by starting from its maximum

sample in the interval and going backwards in the trace until either the signal drops below

0.5% (s2 large peaks left height fraction threshold) of its maximum or the slope of the signal

changes sign. This defines the left boundary of this peak. The same procedure is repeated

going forward in the trace to find the right boundary. If the peak found has a FWHM larger

than 0.35µs (s2 large peaks min width), much smaller than typical S2 widths observed , it

will be considered as a valid S2 peak candidate and its location and boundaries will be saved.

The recursive search for S2 peaks then continues within the interval, excluding the regions

where any peaks might already have been found. The stopping condition is that the new

sub-interval width be large enough to hold a S2 peak (s2 large peaks min interval width).

Fig. 3.48 shows a graphical representation of the recursive search for S2 peaks. This first
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part of the algorithm will detect S2-like peaks down to very low energies (∼150 pe) with

close to 100% efficiency. The division of intervals above threshold into sub-intervals and

the detection of slope changes in the summed waveform also allows a very good double S2

peak resolution.
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Figure 3.47: Graphical representation of the filtered waveforms used for the search of S1 and
S2 peak candidates. The s2 tiny peaks filter filtered waveform (top, thick blue line) is used
to detect small S2 peaks (left, red marker). The much faster S1 peaks (right, blue marker)
have a response very close to the impulse response of the digital filter. The s2 peaks filter
filtered waveform is used to detect the extent of larger S2 peaks (bottom, thick magenta
line).

After searching for large S2 peak candidates, the S2 peak finding algorithm proceeds

to search for the smallest of S2 peaks from tens all the way down to single electron S2

peaks. A digital filter (s2 tiny peaks filter) with a higher frequency cut-off is applied (see

Fig. 3.47, top) to the summed waveform to identify intervals where its average height ex-

ceeds what is expected for a single electron S2 signal. An estimate can be obtained from
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Figure 3.48: Graphical representation of the recursive S2 peak search. The solid grey lines
represent the interval bounds. In step 1, the largest sample of the interval is selected as the
position of a potential S2. The extent of the peak, represented by the green dash-dotted
lines, is found on the left via the slope change condition and on the right via the threshold
condition. The peak fulfills all requirements and is accepted as an S2 peak. In step 2, the
algorithm moves on to the sub-interval to the left of the previous peak and discovers the
second S2 peak. The recursive search then skips the sub-interval on the left and the right
of the current peak since they are smaller than the minimum width condition. Finally in
step 3 the last S2 peak is found.
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Eq. 2.13 with E = 12 kV cm−1, p = 2.25 atm and d = 2.5mm, giving Nph ≈ 170 photons.

Assuming a S2 light collection efficiency of 28% and a QE of ∼25% one arrives at ∼12 pe,

so roughly tens of photoelectrons over 0.4µs, that is, the time an electron takes to travel

across the 2.5 mm proportional amplification gap with a drift velocity of 6.86mm/µs at

12 kV cm−1 and 2.25 atm. Several conditions must be met for an interval above thresh-

old to be considered a S2 peak candidate. The filtered waveform must exceed 1 mV

(s2 tiny peaks signal threshold) for more than 0.4µs (s2 tiny peaks min interval width) and

the average of the 0.1µs (s2 tiny peaks pre and s2 tiny peaks post interval avg window) pre-

ceding and following the interval must not exceed 5% of the maximum within the interval.

Finally, the ratio of the interval maximum to its width must be larger than 0.1 mV/ns

(s2 tiny peaks aspect ratio threshold).

All S2 peaks found, both large and tiny, are sorted in decreasing order of size (in mV ns)

and the positions and boundaries of the 32 (s2 max nb peaks) largest S2 peak candidates

are kept.

The S1 peak finding algorithm searches the total waveform for signal excursions of at

least 3 mV (s1 signal threshold) above the baseline. The boundaries of the peak candidate

are defined as the points where the signal drops below 0.5% (s1 height fraction threshold) of

its maximum, for more than 20 ns (s1 samples below threshold). If all of the following con-

ditions are met the location and boundaries of the S1 peak candidate will be kept: the 0.5µs

(s1 pre peak avg window) preceding the peak and the 100 ns (s1 post peak avg window) fol-

lowing the peak respectively have an average signal less than 1% (s1 pre peak avg threshold)

and 4% (s1 post peak avg threshold) of the maximum; the full-width at quarter maximum

(FWQM) of the filtered (s1 filter) waveform near the peak candidate is smaller than 0.5µs

(s1 filtered width threshold), to distinguish them from single electron S2s; the maximum is

at least 3 times larger (s1 negative excursion fraction threshold) than the largest negative

excursion in the vicinity of the peak. The parameters of the 32 (s1 max nb peaks) largest

S1 peaks identified are kept.

Parameter Computation

Once all peaks have been identified, the conversion enters its last stage, the computation

of the quantities of interest for each peak. This proceeds in five steps: computation of

quantities that do not depend on PMT gains, computation of quantities that do depend
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Algorithm 1 find s2 peaks()

1: apply s2 large peak filter low-pass filter on summed waveform
2: while there are samples left do
3: if sample > s2 large peak signal threshold and we weren’t above threshold then

4: above threshold← true

5: left edge← position
6: end if

7: if sample < s2 large peak signal threshold and we were above threshold then

8: above threshold← false

9: right edge← position
10: push the (left edge, right edge) interval on the stack
11: while the stack of intervals is not empty do

12: pop a (left, right) interval off the stack
13: if right− left > s2 large peaks min interval width then

14: left boundary, right boundary← compute s2 extent()
15: fwhm← full-width half maximum of the filtered waveform
16: pre peak avg← average over s2 pre peak avg window samples
17: post peak avg← average over s2 post peak avg window samples
18: if fwhm < s2 filtered width threshold and pre peak avg <

s2 pre peak avg threshold and post peak avg < s2 post peak avg threshold
then

19: record peak position, left boundary, right boundary, and peak area
20: push the subinterval right of the peak on the stack
21: push the subinterval left of the peak on the stack
22: end if

23: end if

24: end while

25: end if

26: move to the next sample
27: end while

28: sort peak candidates by peak position
29: apply s2 tiny peak filter low-pass filter on summed waveform
30: for all regions between S2 peaks do
31: search for tiny S2 peaks with the same loop as describe above
32: end for

33: order peak candidates by peak area
34: return the first s2 max nb peaks peak candidates
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Algorithm 2 compute s2 extent()

1: height threshold← s2 height fraction threshold ·maximum
2: start from maximum position
3: minimum so far← maximum
4: loop

5: if sample < minimum so far then
6: minimum so far← sample {keep track of the minimum and its position}
7: minimum position← position
8: end if

9: if sample < height threshold then

10: exit loop
11: end if

12: if position is too far from maximum position or slope < −s2 slope threshold then

13: position← minimum so far {we reached the interval border or a slope change}
14: exit loop
15: end if

16: end loop

17: left boundary← position
18: do the equivalent to find the right boundary
19: return left boundary, right boundary

Algorithm 3 find s1 peaks()

1: apply s1 filter low-pass filter on summed waveform
2: for all regions between S2 peaks do
3: if previous S2 peak was higher than s1 right limit height threshold then

4: return peaks found
5: end if

6: while there are samples left do
7: if sample > s1 signal threshold then

8: left boundary, right boundary← compute s1 extent()
9: fwqm← full-width quarter maximum of the filtered waveform

10: pre peak avg← average over s1 pre peak avg window samples
11: post peak avg← average over s1 post peak avg window samples
12: largest negative excursion← minimum value around sample
13: if peak height > largest negative excursion and fwqm <

s1 filtered width threshold and pre peak avg < s1 pre peak avg threshold
and post peak avg < s1 post peak avg threshold then

14: record peak position, left boundary, right boundary, and peak area
15: end if

16: move to right boundary
17: else

18: move to the next sample
19: end if

20: end while

21: end for

22: order peak candidates by PMT coincidences and peak area
23: return the first s1 max nb peaks peak candidates
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Algorithm 4 compute s1 extent()

1: height threshold← s1 height fraction threshold ·maximum
2: start from maximum position
3: count← 0
4: while sample < maximum do

5: if position is too far from maximum position or sample < height threshold then

6: count← count+ 1 {increase the count of samples below threshold}
7: if count > s1 samples below threshold then

8: exit loop
9: end if

10: else

11: c← 0 {we are not below threshold anymore}
12: end if

13: move position to the left
14: end while

15: left boundary← position
16: do the equivalent to find the right boundary
17: return left boundary, right boundary

on PMT gains, reconstruction of the (x, y) position of each S2 peak candidate (which

obviously also depends on PMT gains), correction of the position using the simulated drift

field, correction of the position dependence of the S1 and S2 signals for each peak candidate,

and finally computation of any extra quantities that depend on the position of events within

the target volume.

Each PMT waveform is integrated over the boundaries of the S1 and S2 peak candidates

identified by the S1 and S2 peak finding algorithms and the values are converted into

photoelectrons using the PMT gains. For each peak a number of quantities are computed:

FWHM, 10% height full width, height, mean arrival time, number of PMT coincidences,

number of digitizer channels saturating, etc. A few parameters of the entire waveform are

also computed: its total area, the average and RMS of the baseline before any peaks, and

the total S1 and S2 signals.

The (x, y) position of each S2 peak candidate is computed using three different position

reconstruction algorithms. The first is based on support vector machines regression, the

second on neural networks, and the third on χ2 minimization. All three algorithms compute

the (x, y) position of the S2 peak by comparison of the distribution of the S2 signal on top

array PMTs to a Monte Carlo light propagation simulation of the expected distribution.

The simulation assumes that the electroluminescence light emission is isotropic, point-like,

and situated midway between the LXe level and the anode mesh. As most of the S2 light
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detected by the top array PMTs is direct, the influence of simulation parameters such as

the LXe scintillation light attenuation length and the PTFE reflectivity should be minimal,

except maybe near the edges of the sensitive volume. Nevertheless, these effects are included.

The support vector machine and the neural network algorithm both require training on the

Monte Carlo data. Since each PMT waveform is integrated for each S2 peak candidate

independently, the (x, y) position of every S2 peak candidate stored is available.

The true position of each event within the target volume is computed from the (r, z)

coordinates obtained from the S2 pattern and drift time via the electric field position cor-

rection (Sec. 4.3.1). The various signal corrections applied are: the S1-(r, z) correction, the

S2-z correction (electron lifetime), the S2-(x, y) correction (independent corrections for top

and bottom PMT arrays).
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Chapter 4

Calibration of the XENON100

Detector

In Chap. 3, we described the elements incorporated in the design of the XENON100 detector,

chronicled the steps of the construction and assembly stage, and finally gave an overview

of the experiment and its subsystems. We now turn to the next step, the calibration of the

instrument as a low-background nuclear recoil detector.

In Sec. 4.1, we describe the calibration of some of the hardware components, in Sec. 4.2

the basic scintillation and ionization calibrations, and in Sec. 4.3 we describe the corrections

applied to the signals measured. Next, building upon the results of the previous sections,

we look at the comparison of the expected electronic recoil background and the measured

background in Sec. 4.4, the electronic and nuclear response of the detector in Sec. 4.5, and

finally at the first dark matter results from a commissioning run in Sec. 4.6.

4.1 Hardware Components

Several hardware components of the detector need to be calibrated properly before they can

be used. The most important, as they provide the signals from which we will reconstruct

the energy of the interactions and their positions within the detector, are the PMTs.

Additional components that require a dedicated calibration and are almost required be-

fore one can measure proportional signals in a LXe TPC are the LXe level meters. Without

knowing exactly the position of the liquid surface it is very time consuming to try and

extract electrons from the liquid. To proceed without any information about the liquid



132

level one can increase slowly the LXe mass in the detector and be on the lookout for the

appearance of light signals with durations on the order of ∼1µs, typical of electrolumines-

cence signals. This is commonly done with small scale detectors but impractical for large

scale ones, also because the initial purity of the LXe might not allow for electrons to drift

long distances before attaching to impurities.

4.1.1 Level Meters

We saw in Sec. 3.3.4 the geometry and the expected capacitance of the short level meters

and the long level meter. Theses values however differ from the actual values and it is

simpler to calibrate the level meter from two known configurations. Typically one measures

the capacitance when the level is below the level meter and when it is above, and uses the

known length of the meter to calculate its capacitance per unit length. The XENON100 long

level meter having PEEK spacers at fixed positions gives intermediate calibrations, without

the need to cover it with LXe. The XENON100 long LXe level meter was calibrated during

a recovery operation since this provides a much more constant Xe mass flow (Sec. 3.3.6).

Fig. 4.1 shows a plot of the capacitance of the long level meter as a function of time, along

with the Xe mass flow to the bottles.
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Figure 4.1: Long level meter calibration during a Xe recovery operation showing the ca-
pacitance of the long level meter (solid black line) and the Xe mass flow (gray line) as a
function of time.

The initial period where the capacitance does not vary is before the start of the recu-
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peration. As soon as the Xe recovery to the bottles starts the capacitance decreases. At

the beginning the LXe level is above the bell. When the liquid level reaches the top the bell

(green hatched region) the capacitance decreases much more rapidly. These abrupt slope

changes are present because the LXe surface varies discontinuously as a function of height

in the detector. In this case the bell is filled with GXe and only a small amount of LXe

surrounds it (see Fig. 3.11). Below the bell the capacitance decreases with roughly the same

slope as above the bell. The position of the first three spacers is marked on the plot. The

capacitance per unit length obtained from the calibration is 0.045 pF/mm.

4.1.2 PMTs

As mentioned before, the PMTs are calibrated in the single photoelectron regime using a

pulse LED. The LED is outside of the detector and the light is carried inside by optical

fibers. The LED intensity is chosen such that in most events acquired (> 95%) a PMT does

not register a signal. This guarantees that the contamination in multiple photoelectron

events is negligible. Fig. 4.2 shows a typical PMT calibration spectrum. The PMT gains

were equalized to a mean value of 2 × 106 pe/e− and are measured weekly to monitor any

deviations. The PMT calibration procedure is described in detail in Kish (2011).
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Figure 4.2: Typical PMT calibration spectrum. The PMT response shows a noise peak on
the left, when no signal is present in the waveform, and the single photoelectron peak on
the right. Figure from Aprile et al. (2011f).
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4.2 Basic Calibration and Optimization

The two signals measured with the XENON100 detector are the S1 direct scintillation signal

and the S2 proportional scintillation signal. The efficiency at which the scintillation light

can be detected ultimately determines the energy threshold of the detector. As discussed

earlier, both the light and the charge signals can also be attenuated due to the presence of

impurities in the LXe. The basic calibrations performed early on and regularly throughout

are thus on these two signal: the number of photoelectrons measured from the scintillation

signal per unit energy, the S1 light yield, and the number of photoelectrons measured from

the proportional signal per unit energy, the S2 light yield. By investigating the S2 light

yield one can also obtain the number of photoelectrons measured per electron from the

proportional signal.

4.2.1 S1 Light Yield

Several γ-ray sources have been used to calibrate the light yield response of the XENON100

detector, 137Cs, 60Co, 57Co, and 232Th. In addition, the response at several other γ-ray

energies can be measured during and after a neutron calibration, from neutron inelastic

interactions on Xe (Sec. 2.2.3). Fig. 4.3 shows the volume averaged S1 light yield at several

γ-ray energies, after correcting the S1 signal for its spatial dependence (Sec. 4.3.2). The

nonlinear response, and the increase in yield at lower energies, are due to the variation in

the fraction of electron-ion pairs that recombine as a function of energy.
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Figure 4.3: XENON100 volume averaged S1 light yield for different γ-ray energies at the
operating drift field of 0.530 kV/cm. Figure from Aprile et al. (2011f).
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4.2.2 Electron Lifetime

Calibrations with an external 137Cs source are routinely taken to infer the electron lifetime,

a measure of the concentrations of electronegative impurities in the LXe (Sec. 3.3.7). Since

the electron lifetime is defined as the time after which 1/e drifting electrons will have been

captured by impurities it can be inferred from a distribution of the S2 signal as a function of

drift time. Fig. 4.4 shows such a distribution. The band appearing around S2 ∼ 200×103 pe
corresponds to the full absorption peak of the 662 keV γ ray. The tail that extends to lower

S2 values is due to events where the energy is not fully absorbed and the scattered γ escapes

the detection. This contribution diminished drastically as the interaction occurs closer to

the center of the TPC. To reduce this contribution to the minimum while retaining enough

statistics, events with r < 120mm are selected. This calibration yields an electron lifetime

of τe = 333 ± 11µs. The rate is higher is the center of the drift time distribution simply

because the source calibration tube is positioned in the middle of the height of the TPC.
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Figure 4.4: Distribution of S2 values of single scatter events as a function of drift time
from a 137Cs calibration. Only events with r < 120mm are selected to avoid events due to
backscattered γ rays. The attenuation of the signal is interpreted as electron attachment
to impurities. This calibration yields an electron lifetime of τe = 333± 11µs.

Fig. 4.5 shows the variation of the electron lifetime during a commissioning run (run 07)

and during the WIMP search (run 08), as inferred from regular 137Cs calibrations. The

electron lifetime is increasing due to the continuous purification through the Xe recirculation

system (Sec. 3.3.6). If the process through which impurities are dissolving into the LXe

volume was a process that takes place at constant rate one would expect the electron lifetime
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to reach asymptotically the maximum value attainable, given by the impurity outgassing

rate divided by the Xe recirculation speed. The time scale governing this increase would be

a function of the outgassing rate, the recirculation speed, and the total Xe mass. However

this is not the case, in fact the trend observed is consistent with a linear increase during the

WIMP search period. This could be expected as it is well know that the outgassing rate

decreases as a function of time in vacuum vessels.
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Figure 4.5: Variation of the electron lifetime during a commissioning run (run 07) and
during the WIMP search (run 08). During the WIMP search the electron lifetime increased
from 230µs to 380µs.

The two instances in which the electron lifetime is seen to decrease substantially in the

commissioning run are due to maintenance operations where the Xe liquid level changed:

the S2 signal optimization and the replacement of the recirculation pump. Two very inter-

esting features are present in these occurrences. First, the decrease in the electron lifetime

is sudden, and that even for very small changes of the liquid level on the order of few mil-

limeters. Second, the trend at which the electron lifetime increases after this initial decrease

is consistent with an exponential increase on a time scale compatible with that of the total

Xe mass divided by the recirculation speed. This can be explained in the following manner.

The rate at which impurities are dissolving in the LXe is a function of their outgassing rate,

and this is seen to decreases with time. During those periods the electron lifetime seems to

increases linearly, at intermediate values of τe at least, and the electron lifetime increase is

driven by the decrease in the outgassing rate. The impurity dilution rate can be drastically

increased however, if the LXe becomes in contact with previously untouched surfaces for
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example. This releases a large amount of impurities in the liquid. The limiting factor in the

purification process is then the recirculation speed and the total Xe mass, not the impurity

outgassing rate, and the electron lifetime increases at a much faster rate.

If no measures were taken, this variation of the electron lifetime would results in a time

varying S2 detector response, clearly an undesired effect. To reduce the variance of the

S2 signal from this effect, the S2 signal is corrected for its drift time (z) dependence (see

Sec. 4.3.3).

4.2.3 S2 Optimization

Detector Levelling

As described in Sec. 2.4.6, the proportional amplification of the ionization signal through

electroluminescence depends on several factors, the pressure in the amplification region, the

electric field, and the path length of the electron. The resolution of the S2 signal can thus

be optimized by varying some of the parameters.

The first parameter whose variance should be minimized is the electron path lengths.

Variations in electron path lengths from the mesh geometry are unavoidable but those due

to a tilt of the detector with respect to the liquid level inside the bell can be minimized by

levelling the detector. That is, an inclination creates regions in the proportional amplifi-

cation region with longer electron paths lengths where the liquid level is further from the

anode and vice-versa. As mentioned in Sec. 3.2.2, the detector main cryostat can be raised

or lowered on two of its three supports from outside the passive shield. Since the bell is

rigidly connected to the cryostat top flange and since the detector inner structure is fixed to

the bell, then one can align the detector such that the anode mesh becomes parallel to the

LXe level. One very sensitive technique to measure the inclination is to measure the distri-

bution of widths of S2 signals as a function of their position in the xy plane. The widths are

directly proportional to the electron path lengths in the proportional amplification region.

Fig. 4.6 shows four steps during the detector levelling operations of a previous commis-

sioning run1 (run 06). The distributions are fitted with planes and the negative gradients

are shown as arrows. The slope of the plane, α, is also indicated. At the first step (top

left) the width distribution is wide and the slope in the northwest direction is obvious.

1The detector levelling adjustments needed at the beginning of commissioning run 07 were too minute
to exemplify the procedure.
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After each step (not all shown), where the knobs that raise or lower the two the cryostat

mount points are gently rotated, the situation gradually improves. This procedure requires

carefulness and patience since one has to minimizes the creation of any waves on the liquid

surface and wait for it to stabilize before proceeding further.

After the final step (bottom right), the slope in the mean S2 width response across

the plane is 0.02 ns/mm. The variation in S2 widths is 35 ns (1-σ), which corresponds

to variations in liquid level and anode distance of ∼200µm. The remaining variations are

probably due to small deformations in the anode mesh ring.
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Figure 4.6: S2 width variations across the xy plane through steps of a detector levelling
operation during a previous commissioning run (run 06, see footnote). The arrow indicates
the negative gradient of the planar component of the response. From the first step (top left),
through some intermediate steps (top right, bottom left), and the final step (bottom right)
the tilt of the detector is gradually adjusted such that the anode mesh becomes parallel to
the liquid level.
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4.2.4 Single Electron S2 Signals

At very low energies, the proportional scintillation spectrum displays a sharp rise that peaks

at about ∼20 pe. Fig. 4.7 shows a zoom at low energies of a S2 spectrum from the irradiation

with a neutron source. One can also notice a second feature near 40 pe. This is indicative

of some form of quantized phenomenon being responsible for these very low energy S2

signals. The low energy spectrum is fitted using a sum of Gaussian functions multiplied by

an efficiency curve with the constraint µn = nµ1 and σn =
√
nσ1. The assumption is that

the low energy spectrum is a sum of 1-electron S2 peaks, 2-electron S2 peaks, etc, and that

each electron produces an independent S2 peak distributed as N(µ1, σ1) and that the raw

data processor has a rolling efficiency to detect such low energy S2 peaks. The mean S2

produced by a single electron obtained is 17.5 pe with a 6.4 pe standard deviation. Trying

to perform the same fit without accounting for the detection efficiency gives fits that do

not correctly describe the spectrum between the 1-electron and 2-electron peaks. The value

obtained is not far from the estimate of the expected number of photoelectrons per electron

accelerated in the proportional region of 12 pe calculated in Sec. 3.4.3.
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Figure 4.7: Ultra-low energy S2 spectrum, along with a fit to a sum of Gaussian functions
with constrained means µn = nµ1 and standard deviations σn =

√
nσ1, where µ1 and σ1

are the mean and standard deviation of the S2 signal of a single electron, respectively.

In Fig. 4.8, the total S2 is separated into its top and bottom PMT array contributions.

The previously inferred detection efficiency is taken into account by correcting the spectrum

for it along the S2top + S2bottom axis. The values obtained are 9.8 pe for the mean S2top
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signal and 7.3 pe for the mean S2bottom. The mean top to bottom ratio is consistent with

the value measured for higher energy S2 signals (∼1.3), a proof that these very low energy

S2-like peaks are indeed true proportional light signals.
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Figure 4.8: Separation of the single electron S2 signal into its top and bottom PMT array
contributions.

4.3 Position Dependent Corrections

Events within the XENON100 TPC can be localized with a resolution on the order of

millimeters. This results in a special ability to measure the response of the detector as a

function of position within the TPC and to ultimately obtain a uniformized response by

applying different corrections. The S1 light collection efficiency, for example, is expected to

vary substantially within the volume since the solid angle subtended by both PMT arrays

drastically changes as a function of position. By measuring the response function as a

function of position one can then easily build a correction.

This section describes the four corrections applied to the signals measured. In Sec. 4.3.1

we describe the correction of measured positions into physical positions, in Sec. 4.3.2 the

S1 (r, z) correction, in Sec. 4.3.3 the S2 (z) correction, and in Sec. 4.3.4 the S2 (x, y) correc-

tion.
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4.3.1 Position Correction

As described earlier, the high optical transparency of the cathode mesh results in a distorted

drift field near the outward bottom corner of the TPC and above the mesh. This situation

does not result in any charge insensitive regions within the TPC but simply that electron

trajectories from the lower part of the TPC bend towards the center of the TPC. Positions

inferred from the S2 distribution on the top array, however, are the displaced positions.

This implies that the reconstructed positions at longer drift times will tend to be shifted

inwards. The effect is most pronounced immediately above the cathode mesh and near its

outer ring.

The important element to realize is that such systematic shifts can be corrected for with

the knowledge of the electric field configuration within the TPC. That is, one can construct a

function that maps between true event positions and reconstructed event positions from the

lateral displacement of the field line. The systematic shift is very close to being purely radial

since only field lines with much longer drift times could create a substantial shift along the z

coordinate. Regions of higher or lower electric field alone cannot vary substantially the shift

in the z coordinate due to the mild dependence of the electron drift velocity with electric

field at the operating field of 0.530 kV/cm. As the map between true event positions and

reconstructed event positions is invertible, the physical event positions can be calculated

from the reconstructed positions.

The position correction was determined from a numerical finite element analysis simula-

tion of the electric field within the TPC (Mei, 2011). The map of the position shifts is shown

in Fig. 4.9 at different points within the TPC. The dots represent physical interaction points

whereas the lines indicate the position of the reconstructed position. The correction uses

the inverse of this map to transform reconstructed event positions into physical positions.

The accuracy of the position correction was verified with different independent mea-

surements: the drift time distribution of events near the bottom of the TPC, the radial

position of the outermost detected events and the event density of uniformly distributed γ

rays following the decays of the metastable states 129mXe and 131mXe.
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Figure 4.9: Graphical representation of the position correction at different points within the
TPC. The correction uses the inverse of this map to transform reconstructed event positions
into physical positions.

4.3.2 S1 (r, z) Correction

A correction for the spatial dependence of the S1 light collection within the TPC is also

applied to reduce the variance in the direct scintillation signal. In principle a light propaga-

tion simulation accounting for the absorption length and Rayleigh scattering of scintillation

photons in LXe, PTFE and copper reflectivities, optical transparencies of meshes, etc, could

yield the variation of the relative light collection efficiency in the volume. However, since

the correction map can also be measured from data it is probably more straightforward

to proceed in this way. Since the TPC is to a great degree cylindrically symmetric, the

correction is computed within that approximation.

The S1 (r, z) correction can be obtained from multiple monoenergetic calibration sources

since the light collection does not depend on the amount of scintillation light produced.

However, since the quantity of interest is the relative light yield as a function of position,

the accuracy of the map does depend on the resolution of the position reconstruction. The

correction is obtained from three separate measurements, an irradiation of the detector with

an external 137Cs at various azimuthal positions, 40 keV γ rays produced via the inelastic

reaction 129Xe (n, n′γ)129Xe during the neutron calibration, and finally with the 164 keV

and 236 keV γ rays produced during decays of metastable 131mXe and 129mXe, respectively,
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produced during the neutron calibration. The corrections inferred from these independent

calibrations differ by less than 3% and improve the energy resolution (σ/E) at 662 keV from

24% to 13% using the scintillation signal alone. The relative light yield, with respect to

the volume averaged light yield, as a function of radius and depth in the TPC, is shown in

Fig. 4.10.

The S1 signal from an event at position (r, z) is corrected by dividing it by the relative

light yield at that position. However, since multiple scatter events have a S1 signal which

is effectively the sum of multiple separate light signals at different positions, the corrected

signal for those events is not optimal. The correction applied will be the one for the position

with the largest S2 signal. A more appropriate correction for multiple scatter events could

be a S2-weighted position correction but this would also introduce uncertainties from the

S2 corrections (Sec. 4.3.3 and Sec. 4.3.4). This topic has not been investigated further given

the reduced importance of accurate spectroscopy of multiple scatter events in the context

of direct dark matter detection.
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Figure 4.10: The relative light yield, with respect to the volume averaged light yield, of the
XENON100 detector as a function of radius and depth within the TPC. The relative light
yield is clearly higher for events near the bottom of the TPC above the bottom PMT array.
The S1 signal from an event at position (r, z) is corrected by dividing it by the relative light
at that position.

Since a degradation of the position reconstruction performance is expected for large S2

signals due to the non-linear response of PMTs (Sec. 3.3.2), the 137Cs calibration used to

infer the S1 (r, z) correction is performed at a lower proportional amplification. This is
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achieved by lowering the anode voltage to ∼2.2 kV. Under those conditions the position

reconstruction bias from a non-linear PMT response is negligible. This reduced anode

voltage has no adverse effects on the accuracy of the map obtained. The correction used for

the results presented in Sec. 4.6 is the one inferred from the 137Cs low-anode calibration.

The advantage of the γ rays from the 129mXe and 131mXe metastable states is that

they constitute a source which is truly homogeneously distributed within the volume. The

disadvantage, however, is that the intensity of the 164 keV and 236 keV γ-ray lines is not

dominant compared to the γ background from detector materials in all regions of the TPC,

notably at the edge. For this reason, a more appropriate γ source is the 40 keV γ rays

produced by inelastic neutron scatterings on 129Xe. The longer mean free path of MeV

neutrons compared to that of γ rays in LXe results in a higher event rate at the center

of the TPC. The correction inferred from the 40 keV γ rays during the AmBe neutron

calibration is the one used for the results presented in Chap. 6.

4.3.3 S2 (z) Correction

Calibrations with 137Cs were taken bi-weekly during the WIMP search to infer the elec-

tron lifetime (see Sec. 4.2.2) and to subsequently correct the S2 signal for its drift time

dependence. As electrons drifting have a probability of being captured by electron negative

impurities, a measured S2 signal is corrected by an exponential weighting factor of etd/τe ,

where td is the drift time of the event and τe is the electron lifetime. During the WIMP

search (run 08) the electron lifetime increased from 230µs to 380µs (Fig. 4.2.2). A linear fit

to the electron lifetime evolution yields the z correction for the S2 signals with a negligible

systematic uncertainty (< 2.5%).

For the results presented in Sec. 4.6, calibrations with 137Cs were taken daily. The

electron lifetime in that period increased from 154µs to 192µs, resulting in the average S2

z-correction decreasing from 75% to 60%.

4.3.4 S2 (x, y) Correction

The S2 signal is also corrected for its (x, y) variation, mostly due to light collection effects

near the edge of the TPC. This dependence is determined using the 40 keV γ rays from the

neutron calibration data and computing the proportional scintillation light yield in (x, y)

cells. Only insignificant differences (< 2%) were observed between corrections obtained
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using other calibration datasets of various γ-ray energies (164 keV, 662 keV). The S2 sig-

nals from the top and bottom PMT arrays are corrected independently with two different

correction functions. The measured S2 signals of the top and bottom array from an event

at position (x, y) are corrected by dividing them by the corresponding relative response at

that position. S2 signals from multiple interactions each have possibly different (x, y) posi-

tions and are thus corrected independently. The energy resolution (σ/E) at 662 keV using

the S2 signal alone is improved from 7.3% to 6.5% after applying the S2 spatial corrections

(including the S2 (z) correction).

Fig. 4.11 shows the relative response of the proportional scintillation signal as a function

of position in the xy plane for both the top and bottom PMT arrays. Since the S2 signal

is produced very close to the top array PMTs, positions close to non-functional top array

PMTs suffer a greater reduction in response. In contrast, the S2 is distributed much more

uniformly on the bottom array PMTs, resulting in a much more smoothly varying response

function. This smaller uncertainty in the correction function led to the choice of using only

the bottom PMT array S2 signal for the dark matter analysis presented in Chap. 6.
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Figure 4.11: Relative proportional scintillation response as a function of (x, y) for the top
(left) and bottom (right) PMT arrays. The S2 signals from the top and bottom PMT arrays
are corrected independently using their respective correction functions. The measured S2
signal of the top or bottom array from an event at position (x, y) is corrected by dividing
it by the relative response at that position.

The (x, y) variation of the S2 signal could also possibly be due to charge losses near the

PTFE panels. The hypothesis of an additional mechanism for the reduction of the S2 signal

near the PTFE panels beyond the light collection effect rests in the observation that even

after the correction of the S2, the variance of the S2 signal near the edge is still larger than
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that in the center of the TPC.

4.4 Electronic Recoil Background

Once the basic calibration of the detector has been performed and the variance-reducing

corrections to be applied have been calculated, a reliable comparison of the electronic recoil

background from detector materials with simulation can be performed. Detailed Geant4

simulations similar in nature to those described in Sec. 3.1 were performed to estimate the

electronic recoil background of the XENON100 detector, taking into account the detailed

geometry of the concrete realization of the detector. The inputs to the simulation are the

radioactive screening measurements listed in Aprile et al. (2011d). The results obtained are

presented in Aprile et al. (2011e). The analysis of the results is described in more details

in Kish (2011). Fig. 4.12 shows the comparison of the measured single scatter electronic

recoil background in a 30 kg fiducial volume with the prediction from simulation. The veto

coincidence cut is not applied here to increase the available statistics. No scaling is applied

except for three sub-dominant contributions from intrinsic radioactive impurities in the LXe,

85Kr, 222Rn, and 136Xe2. The agreement between the prediction and the measurement below

1.5 MeV is very good. The agreement is actually expected to worsen at higher energies since

most of the analysis data selection cuts (Sec. 4.6.1) are tailored to have a high acceptance

at much lower energies (. 100 keV). The parameters of the raw data processor S1 and S2

peak finding routines are also optimized for high efficiency at low energies.

The predicted rate of single scatter electronic recoil events in the energy region below

100 keV, without veto coincidence cut, is 15.8 × 10−3 events keV−1 kg−1 d−1 for the 40 kg

fiducial volume used in the results presented in Sec. 4.6. With the application of the

veto coincidence cut with an energy threshold of 100 keV, the rate reduces by almost a

factor of three to 6.1 × 10−3 events keV−1 kg−1 d−1. The background reduction factor of

the veto coincidence cut, as also observed in the electronic recoil background simulations of

Sec. 3.1, is only mildly sensitive to the veto volume energy threshold if the threshold is below

∼200 keV (Aprile et al., 2011e). The energy threshold in the veto volume depends on the

positions of interactions since the light collection efficiency varies substantially, especially

2The scaling for the 136Xe two-neutrino double-β decay contribution is misquoted in Aprile et al. (2011e)
and corresponds to that of 136Xe with a half-life of 1.1× 1022 y. In the meantime the half-life of 136Xe has
been measured to be 2.11± 0.04± 0.021× 1021 y (Ackerman et al., 2011). The contribution is thus indeed
sub-dominant.
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Figure 4.12: Measured electronic recoil background (points) from single scatter events in
a 30 kg fiducial volume during the commissioning run (run 07) and the predicted rate
from simulation (solid red line). The agreement is very good considering that no scaling is
applied except for three sub-dominant contributions, 85Kr, 222Rn, and 136Xe. See footnote
concerning the 136Xe contribution. Figure from Aprile et al. (2011e).

in the side part of the veto, as interactions get closer to the veto PMT rings. The detection

thresholds (90%) have been measured with a collimated 137Cs source and are lower than

∼230 keV throughout the veto volume (Kish, 2011).

4.5 Electronic and Nuclear Recoil Band Calibration

Background rejection in XENON100 is achieved mainly through the use of fiducialization

and subsequently via the identification of the type of recoil based on the ratio of ionization

and scintillation, S2/S1. An accurate knowledge of the response of the detector to both

types of recoils is essential to define a signal region where WIMP-induced nuclear recoils

can be measured and to compute the fraction of electronic recoils that should appear as

signal events. The response to nuclear recoils is also needed to estimate the acceptance of

the different data selection criteria used.

As discussed earlier, the main background from detector materials that can mimic nu-

clear recoils is from single Compton scatters in the fiducial volume which have uncharacter-

istically low S1/S2 values. Multiple Compton scatter interactions can easily be rejected via

their multiple S2 signals signature and thus do not constitute a background for a WIMP

search with dual-phase LXe TPCs.

Statistics for the low energy electronic recoil calibration are accumulated at regular

intervals with a 1 kBq 60Co source. Clearly, high energy (> 1MeV, see Fig. 2.2) γ rays have
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a much higher probability of interacting only once through a Compton scatter and exiting

the target volume than lower energy γ rays. This results in a more efficient calibration,

as more events are of the desired topology, and is the main motivation for using 60Co over

137Cs for example. The simple use of a higher activity source to perform faster calibrations

is not possible due to the inherent TPC dead time associated with the drift of electrons from

the interaction point to the liquid surface, a point mentioned earlier in Sec. 3.3.10. The

important element here is that the low energy electronic recoil calibration serves to define

the probability distribution of the S2/S1 discrimination parameter for electronic recoils and

hence any contamination of the distribution from accidental coincidences, even at the sub-%

level, will result in a prediction of background events leaking into the WIMP-induce nuclear

recoil signal region.
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Figure 4.13: Electronic (top) and nuclear (bottom) recoil bands from 60Co and 241AmBe
calibration data, respectively, after data selection and the 40 kg fiducial volume cut. Colored
lines correspond to the median log10(S2/S1) values of the electronic (blue) and nuclear (red)
recoil bands. The energy range of the WIMP analysis of Sec. 4.6 (vertical dashed line) and
the 300 pe (uncorrected, see footnote) S2 software threshold (long dashed) are shown. Figure
from Aprile et al. (2010).
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Fig. 4.13 (top) shows the log10(S2/S1) distribution of single scatter electronic and nu-

clear recoils in the 40 kg fiducial volume used for the dark matter search analysis presented in

Sec. 4.6, as function of nuclear recoil energy. The S1 and S2 signals are corrected according

to the corrections described in Sec. 4.3. The solid blue line indicates the energy dependence

of the median of the distribution. The vertical dashed lines are the energy range chosen for

the dark matter analysis. The long dashed line corresponds to a S2 software threshold3 of

300 pe, representative of the estimated > 99% efficiency curve of the S2 trigger threshold.

The solid red line corresponds to the median of the response of the XENON100 detector to

low energy nuclear recoils (read below). The nuclear recoil equivalent energy scale used is

the one described in Sec. 4.6.2.

In each energy slice, the electronic recoil band is empirically found to be consistent with

a Gaussian distribution in log10(S2/S1), at the ∼99.5% level. It is important to make a

distinction between two types of non-Gaussian events. The first type, type I non-Gaussian

events, shall label events whose actual microscopic ratio of ionization and scintillation follows

the empirical Gaussian distribution but who appear non-Gaussian due to detector response

effects. The second type, type II non-Gaussian events, shall label events whose actual

ratio of ionization and scintillation is non-Gaussian in nature, from non-Gaussian tails in

recombination for example. The largest source of type I non-Gaussian events are events

where a second scatter occurs in a charge insensitive region of the target volume, mostly

below the cathode. So far we have no proof that type II non-Gaussian events are present.

The different types of leakage events and estimates of their rates are discussed in Sec. 6.1.3.

The response of XENON100 to single elastic nuclear recoils is obtained by irradiating

the detector with a 220 n/s 241AmBe source. A subset of the entire 72 h irradiation is shown

in Fig. 4.13 (bottom), for the 40 kg fiducial volume. The solid red line corresponds to the

median of the nuclear recoil band. As mentioned earlier, this calibration is essential to

define the signal region for WIMP-induced nuclear recoils, the assumption being that for a

given nuclear recoil energy they are indistinguishable from neutron-induced nuclear recoils.

Consequently, this calibration dataset is also used to estimate the acceptance of data cuts

on WIMP-induced nuclear recoils.

The higher event density at lower energies is expected from the elastic interactions of

3Strictly speaking this software threshold applies to uncorrected S2 values, consequently in the corrected
S2 space plotted here the threshold is not a line.
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neutrons with Xe nuclei (Sec. 2.2.3). The separation in log10(S2/S1) between the electronic

recoil band and the nuclear recoil band results in a discriminating power between both

types of recoils. The distribution in log10(S2/S1) for nuclear recoils of a fixed energy has

a much larger non-Gaussian tail at low log10(S2/S1) values. Its source is not entirely clear

but a large fraction is likely to be attributable to the same mechanism as the one described

for electronic recoils earlier, that is, events where a second interaction occurs in a charge

insensitive region of the target volume. The larger mean free path of ∼MeV neutrons

compared to that of 60Co γ rays could explain the higher rate in this low log10(S2/S1) tail.

4.6 First Dark Matter Results

A first dark matter analysis with 11.2 live days of XENON100 background data acquired

between October 20th and November 12th 2009, during the run 07 commissioning run, was

carried out to test the potential of the recently calibrated instrument. The background data

was taken prior to the neutron calibration and its aim was originally to confirm the Monte

Carlo prediction for the single scatter electronic recoil rate at low energies. Although the

data acquired was not formally taken in a blind mode where events from a predefined signal

region are unaccessible, the data selection cuts were derived from the 60Co and 241AmBe

calibration data. The cuts were being developed for the eventual analysis of the first science

run (run 08), which was under way at the time.

The energy window for the dark matter search analysis was chosen between 8.7 −
32.6 keVnr. The energy scale used to convert the scintillation signal in photoelectrons into

nuclear recoil equivalent energies was defined on the basis of new measurements of Leff avail-

able at the time. The procedure used to build the energy scale is described in Sec. 4.6.2.

The lower bound of the energy range was chosen at 4 pe since the acceptance of the S1

two-fold coincidence requirement at that value was estimated to be larger than 90%. The

upper bound was chosen to correspond approximately to the one used for the XENON10

blind analysis (Angle et al., 2008a), after its conversion into the newly defined energy scale4.

The log10(S2/S1) upper bound of the WIMP signal region was chosen as the median of the

nuclear recoil band while the lower bound was chosen at a fixed 300 pe S2 value. The choice

of the median as the upper discrimination bound results in an energy-independent nuclear

4The XENON10 limit was derived using a constant Leff = 0.19
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recoil acceptance of 50%, not accounting for the acceptance of data quality selection cuts.

4.6.1 Data Selection Cuts

The data selection cuts used for the analysis can be classified into four categories: basic

quality cuts, multiple scatter cuts, fiducial volume cuts, and finally signal consistency cuts.

They are motivated by the physical properties of xenon scintillation light, the characteristics

of proportional light signals, and the expected WIMP-induced single-scatter nuclear-recoil

signature.

Basic quality cuts put minimal requirements on S1 and S2 signals, reject events with a

high electronic noise level, or extraneous PMT signals outside identified S1 and S2 peaks,

for example. These cuts typically have high acceptance as they are meant to remove non-

events or events rendered useless due to infrequent spurious signals. For this analysis four

basic quality cuts were used, a S1 coincidence cut, a S2 threshold cut, a signal to noise cut,

and cuts for specific event types not related to energy deposits within the fiducial volume.

The S1 coincidence cut requires a twofold PMT coincidence of the S1 signal. For a PMT

signal to be considered in the coincidence computation it must exceed 0.35 pe and must

appear 20 ns or less away from the S1 peak found in the summed waveform. This allows

true low energy events to be distinguished from events with random single photoelectrons

from PMTs or accidental coincidences. For the S2 signal the lower threshold set was 300 pe,

which corresponds to about 15 ionization electrons (see Sec. 4.2.4). The signal to noise cut

requires events outside of the detected S1 and S2 signals to contribute less than a certain

fraction of the total area of the waveform. This typically rejects events with excessive noise

of with very large energy depositions.

The multiple scatter cuts applied required the presence of a single S1-like peak in the

waveform, a single S2 peak above the 300 pe threshold, and no energy deposit in the veto

in coincidence with the S1 signal in the TPC. The S1 multiple scatter cut rejects events

with delayed decays or accidental coincidences within the event digitization window where

two S1 signals can appear. The S2 multiple scatter cut rejects events with multiple energy

deposits at different z positions.

The fiducial volume chosen for the analysis was a cylinder with a radius of 13.5 cm and a

height of 24.3 cm. This choice was motivated by the consistency of the reconstructed (x, y)

event positions from the three algorithms used up to a radius of r < 14 cm.
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Finally, the only signal consistency cut used for this analysis was a S2 width consistency

cut. Ionization electrons diffuse as they are drifted to the liquid surface in the detector and

thus produce a proportional signal with a larger width that that observed at shorter drift

times. The cut requires the width of the S2 signal to be consistent with the reconstructed

event depth.
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Figure 4.14: Cumulative and individual software cut acceptances for single scatter nuclear
recoil events estimated from the 241AmBe neutron calibration, as described in the text.

The cumulative software cut acceptance for single scatter nuclear recoils was estimated

using the elastic recoil events from the 241AmBe calibration. The procedure used assumes

that single scatter nuclear recoil events within the fiducial volume which pass all cuts but

one are valid events. It estimates the acceptance for a given cut as the ratio of single

scatter nuclear recoil events within the fiducial volume which pass the cut under study to

those which pass all other cuts. This is a conservative estimate since a larger number of

events who fail only one cut are actually events which should be rejected than events failing

multiple cuts are events which should not have been rejected. Fig. 4.14 shows the estimated

cumulative and individual cut acceptances. The estimated cumulative cut acceptance varies

between 60% (at 8.7 keVnr) and 85% (at 32.6 keVnr).

4.6.2 Nuclear-Recoil Equivalent Energy

The nuclear recoil equivalent energy scale (Sec. 2.5.3) used for this WIMP analysis was based

on a fit to all direct measurements of the relative scintillation efficiency of nuclear recoils

in LXe, Leff , available at the time (see Fig. 4.15). The two different techniques, direct and
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indirect, used to measure Leff were described in Sec. 2.3.3. As mentioned in that section,

direct measurements are typically less likely to suffer from large systematic uncertainties

than those inferred from a comparison of broad energy neutron source calibration spectra

with Monte Carlo simulations.
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Figure 4.15: Parametrization of the energy dependence of Leff used for the analysis of
the XENON100 run 07 commissioning run background data (thick solid blue line) with its
extrapolation below 5 keVnr (thick dashed blue line), along with direct measurements of Leff
available prior to 2011 from different groups (Akimov et al., 2002; Aprile et al., 2005, 2009;
Arneodo et al., 2000; Bernabei et al., 2001; Chepel et al., 2006; Manzur et al., 2010). Also
shown, the 90% confidence contour (thin solid blue lines) of the fit along with a logarithmic
extrapolation to zero scintillation at 1 keVnr (thin dashed blue line). Figure from Aprile
et al. (2010).

The light yield Ly at 122 keVee at 530V/cm was calculated from a fit to all γ-ray

lines mentioned in Sec. 4.2.1. This procedure was employed since 122 keVee γ rays cannot

penetrate far in the sensitive volume due to their short attenuation length of 3mm in LXe.

The light yield obtained was Ly(122 keVee) = (2.20± 0.09) pe/keVee.

The energy dependence of Leff and its uncertainty were determined through a cubic-

spline fit to the direct Leff measurements of Fig. 4.15. The procedure employed to calculate

the energy dependence is described in Manalaysay (2010). The energy range for the fit was

limited to a region where at least two measurements existed, specifically, from 5−100 keVnr.

The spline knots were fixed at 5, 10, 25, 50 and 100 keVnr. This leaves a region below

5 keVnr where only a single measurement exists, that of Manzur et al. (2010) at 4 keVnr.
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The decision was taken then to use a constant extrapolation for the energy dependence of

Leff below 5 keVnr, a trend that seemed supported by both the direct measurement of Aprile

et al. (2009) and the indirect measurement of Sorensen et al. (2009). Fig. 4.15 shows the

resulting parametrization (thick solid blue line) along with its extrapolation (thick dashed

blue line). The 90% confidence contour of the fit is also shown (thin solid blue lines) along

with a logarithmic extrapolation to zero scintillation at 1 keVnr (thin dashed blue line). The

logarithmic slope was chosen as the slope between the two lowest energy measurements of

Manzur et al. (2010).

4.6.3 Results

The measured event distribution in log10(S2/S1) versus nuclear recoil energy space for the

11.2 live days of XENON100 background data taken during the run 07 commissioning run

is shown in Fig. 4.16. Twenty-two events were observed within the 8.7− 32.6 keVnr energy

window. No events were observed in the pre-defined signal acceptance region. This was

consistent with the prediction of the number of events that should leak into the signal region.

At 50% nuclear recoil acceptance, assuming a log10(S2/S1) electronic recoil discrimination

better than 99%, a total of 0.2 events would be expected to leak. The approximately

uniform rate in energy observed was consistent with the expectation from Monte Carlo for

the electronic recoil background energy distribution.

The spatial distribution of events passing all cuts (not considering the fiducial volume

cut) is shown in Fig. 4.17 as black dots. Red circles correspond to events below the nuclear

recoil median. The event rate near the edge of the sensitive volume is much higher than

in the fiducial volume, showing the power of LXe self-shielding and fiducial volume cuts as

a background reduction technique. The much lower electronic recoil background obtained

with the XENON100 detector is clear when comparing Fig. 4.17 with the spatial distribution

of events from the XENON10 results (Angle et al., 2008a), which corresponds to a similar

exposure. Events below the nuclear recoil median are more frequent near the edge of the

sensitive volume probably due to incomplete charge collection, between wires of the cathode

mesh or near the field shaping ring grooves on the PTFE side panels of the TPC for example.

Again, this demonstrates the usefulness of the precise three-dimensional localization of

events and fiducial cuts to reject artificially produced WIMP-like events.

With no events observed in the energy range chosen, an upper limit on the spin-
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cut) and observed during the 11.2 live days of XENON100 background data of the run 07

commissioning run inside the TPC (gray line). The 40 kg fiducial volume chosen for the
analysis is represented by the dashed line. Figure from Aprile et al. (2010).
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independent WIMP-nucleon elastic scattering cross section was derived. WIMPs were

assumed to be in an isothermal halo with velocity v0 = 220 km/s, local energy density

ρ0 = 0.3GeV c−2 cm−3, and galactic escape velocity of 544 km/s (Lewin and Smith, 1996).

The expected WIMP-induced nuclear recoil spectrum was converted to a signal in photo-

electrons in the detector using the Leff parametrization shown in Fig. 4.15 (thick solid blue

line), with the constant extrapolation below 5 keVnr. Since the detector signal consists of

discrete photoelectrons, the finite detector resolution was taken into account by convolving

the expected spectrum with Poisson statistics. The acceptance-corrected exposure in the

energy range considered, weighted by the spectrum of a 100GeV/c2 WIMP, is 172 kg days.

The resulting 90% confidence upper limit is shown in Fig. 4.18 (solid black line). The limit

has a minimum at a cross section of 3.4× 10−44 cm2 for a WIMP mass of 55GeV/c2. The

effect of taking the lower 90% confidence contour on the Leff parametrization shown in

Fig. 4.15 (lower thin solid blue line) and the logarithmic extrapolation to zero scintillation

at 1 keVnr (thin dashed blue line) is also shown. The limit obtained challenged the inter-

pretation of the CoGeNT (Aalseth et al., 2011a) and DAMA (Savage et al., 2009) signals

as being due to light mass WIMPs. These initial results, based on only 11.2 live days of

data, demonstrated the potential of the XENON100 detector as a low-background WIMP

detector.
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Chapter 5

Measurement of the Scintillation

Efficiency of Low Energy Nuclear

Recoils

In recent years, LXe particle detectors (Alner et al., 2007; Angle et al., 2008a; Aprile et al.,

2010; Lebedenko et al., 2009a; Minamino, 2010) have achieved a large increase in target mass

and a simultaneous reduction in backgrounds and are now among the leading technologies

in the search for dark matter WIMPs. The XENON100 detector, with its 62 kg target mass

and its low electronic recoil background of < 10−2 events keV−1 kg−1 d−1 (Aprile et al.,

2011e), is one of the most sensitive dark matter search in operation. Key to its performance

is the ability to detect low-energy recoiling nuclei in LXe. As mentioned in Chap. 1, since

WIMPs are expected to interact primarily with atomic nuclei, the nuclear recoil energy

scale is based on the LXe direct scintillation signal and thus requires knowledge of the

scintillation yield of nuclear recoils.

The relative scintillation efficiency of nuclear recoils in LXe, Leff , was discussed in

Chap. 2. The different methods used to measure Leff and their advantages and disadvantages

were also presented. Fig. 5.1 shows the status of low-energy direct and indirect measure-

ments at the time of the publication of the first dark matter results from the XENON100

experiment (Aprile et al., 2010), also presented in Sec. 4.6. The more recent direct mea-

surement of Manzur et al. (2010) indicated a decreasing Leff with decreasing energy while

the direct measurement of Aprile et al. (2009) and the indirect measurement of Sorensen



159

et al. (2009) were more supportive of a constant Leff at low energies. This uncertainty in

the low energy behavior of Leff was taken into account in the analysis by presenting limits

with two different extrapolations at low energies, a constant extrapolation and a logarithmic

extrapolation to zero scintillation at 1 keV, as indicated in Fig. 5.1.
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Figure 5.1: Direct and indirect measurements of Leff prior to 2011, along with the param-
eterization (thick line) used for the energy dependence of Leff used in Aprile et al. (2010).

As we saw in Sec. 4.6.3, the uncertainty in the nuclear recoil energy scale at low energies

was the largest systematic uncertainty in the reported results from XENON100 (Aprile

et al., 2010, 2011c). Since the start of the XENON dark matter project, our group has

performed two direct measurements of Leff, in 2005 and 2007. Given the uncertainty in the

low energy behavior of Leff and the implications for LXe dark matter searches it was clear

that a new measurement was needed. We undertook the task of designing a new special

purpose LXe detector in 2009 with the goal of measuring Leff with more precision and at

the lowest energies possible. We finished the construction of the new detector in May 2010

and started operating it immediately to assess its performance.

With the renewed interest in the lowWIMPmass region, motivated by the interpretation

of the DAMA results (Bernabei et al., 2008) and the recent CoGeNT signals (Aalseth et al.,

2011a) as being compatible with spin-independent elastic light mass WIMP interactions,

an improvement in the robustness of future XENON100 results at low WIMP masses, or of

any search with a LXe target, would of course help to clarify the situation.
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In this chapter we describe results from a new measurement of Leff, with an improved

apparatus and elaborated control of systematic uncertainties. The experimental setup used

for the measurement, and a description of LXe detector and all associated subsystems are

presented in Secs. 5.1-5.9, the measurement itself in Sec. 5.10, and the analysis procedure in

Secs. 5.11-5.12. Finally, the results, discussion and conclusions are presented in Secs. 5.13-

5.15.

5.1 Experimental Setup

Figure 5.2 shows a schematic of the experimental setup for the measurement of Leff at low

energies. Approximately monoenergetic neutrons produced with a neutron generator are

incident on a special purpose LXe scintillation detector with high light detection efficiency.

Part of the neutrons that scatter in the LXe detector at an angle θ with respect to their

original direction are tagged by liquid scintillator neutron detectors placed on azimuthally

symmetric positions. The energy Er transferred to a Xe nucleus by a neutron of energy En,

elastically scattering at an angle θ, can be computed kinematically and is given by

Er =
2Enmn

(mn +MXe)
2

[

MXe +mn

(

1− cos2 θ
)

− cos θ
√

M2
Xe +m2

n (cos
2 θ − 1)

]

(5.1)

where mn and MXe are the neutron and the Xe nucleus masses, respectively. Since MXe ≫
mn and En ≪ mnc

2 the energy of the recoiling Xe nucleus is well approximated by

Er ≈ 2En
mnMXe

(mn +MXe)
2 (1− cos θ) . (5.2)

This provides a source of nuclear recoils of a known energy distribution in the LXe detector.

By measuring the response of the LXe detector at different scattering angles, one can thus

measure the energy dependence of Leff .
The total event rate Rtotal from neutron elastic scattering in the LXe detector when the

neutron generator is operating can be approximated as Rtotal = φ · σ · nV , where φ is the

incident neutron flux on the LXe active volume, σ is the total neutron elastic scattering

cross section on Xe, n is the number density of Xe atoms, and V the volume of active

LXe. Active in this context means a LXe volume whose scintillation signals are measured

by PMTs. Similarly, the tagged event rate, the event rate of neutrons that scatter in the
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direction of one of the EJ301 detectors, can be approximated by

Rtagged = φ ·
∫

ΩEJ301

dσ

dΩ
dΩ · nV , (5.3)

where dσ/dΩ is the neutron differential elastic scattering cross section on Xe. With the

EJ301 detectors at a nominal distance of 1m, the solid angle subtended by two EJ301

detectors is ∆ΩEJ301 = 2 · (3 · 2.54 cm)2/
[

4π (100 cm)2
]

= 9.2 × 10−4 sr. In order to accu-

mulate a dataset of 104 events in one day, with a nominal recoil energy of 5 keV, which

corresponds to a scattering angle of 30◦, one thus needs a total neutron scattering rate in

the LXe detector of

Rtotal = Rtagged · σ
[
∫

ΩEJ301

dσ

dΩ
dΩ

]−1

≈ 104

86400 s
· 3.7 b

1.5 b sr−1 · 9.2× 10−4 sr
≈ 300Hz, (5.4)

where we assumed that the differential scattering cross section does not vary much over the

extent of the solid angle subtended by the EJ301 detectors. If the LXe detector is placed at

a distance of 40 cm from the neutron generator then the generator needs to achieve yields

of 300Hz · 4π (40 cm)2/
[

3.7 b · 1.3× 1022 cm−3 · (2.6 cm)3
]

≈ 7× 106 n s−1.

LXe

d

2H(d, n)3He
ϕ = π

2

EJ301

EJ301

n

θ

θ

Figure 5.2: Schematic of the experimental setup. A sealed-tube neutron generator, where
deuterons of energy Ed are incident upon a titanium deuteride target, produces neutrons
at various angles ϕ. Some of the neutrons emitted at an angle ϕ = π

2 scatter in the LXe
detector at an angle θ and are tagged by two EJ301 organic liquid scintillators neutron
detectors. Figure from Plante et al. (2011).

The measurement of Leff was performed at the Columbia University Nevis Laboratories.
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Neutrons with an average energy of 2.5 MeV were produced via the 2H(d, n)3He reaction in a

compact sealed-tube neutron generator provided by the Schlumberger Princeton Technology

Center. The generator was operated at deuteron energies of 60, 65, 75, or 80 keV and with

deuterium beam currents ranging from 60 to 100µA. Sec. 5.3 describes the principle,

operation, and modelling of the neutron generator yield. Sec. 5.2 describes in detail the

design of the LXe detector.

The organic liquid scintillator neutron detectors used are Eljen Technologies M510 de-

tector assemblies filled with EJ301. The EJ301 liquid scintillator is identical to the more

commonly known proprietary names of NE213 and BC501A, all commercial names for

C6H4 (CH3)2. The liquid scintillator is encapsulated in a 3 in. cylindrical aluminium con-

tainer, coupled to a 3 in. ET Enterprises 9821B PMT. EJ301 has excellent pulse shape

discrimination (PSD) properties and is especially adapted to fast neutron counting in the

presence of γ radiation. Sec. 5.7 discusses the calibration of the EJ301 neutron detectors.

5.2 Detector Design

The precise measurement of Leff at energies lower than previously achieved is a challenging

exercise. To achieve a low energy threshold one needs a very high light detection efficiency.

At the same time, to accumulate enough statistics in a reasonable amount of time the

detector should be large enough. A practical way to satisfy both constraints is to cover the

active LXe volume with photosensors. Equally important is to maximize the probability that

neutrons travel from the neutron generator to the active LXe volume without interacting

in other materials, and similarly travel without interactions from the LXe detector to the

EJ301 neutron detector. The emphasis for the design of the LXe detector has thus been

placed on the reduction of non-active LXe and other materials in the immediate vicinity of

the active LXe volume, and on the maximization of the scintillation light detection efficiency.

5.2.1 Detector Inner Structure

Fig. 5.3 shows a schematic of the detector. The active volume of the LXe detector is a cube

with sides of length 2.6 cm viewed by six 2.5 cm×2.5 cm Hamamatsu R8520-406 SEL PMTs.

The PMTs are the same type as used in the XENON100 experiment (Aprile et al., 2011f)

(see Sec. 3.3.2) but were selected for QE. The PMTs have a special bialkali photocathode,
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Figure 5.3: Schematic drawing of the LXe detector. The cubic active LXe volume is covered
by PMTs on each side. Figure from Plante et al. (2011).

optimized for low temperature operation down to −110◦C. The room temperature QE at a

wavelength of 178 nm was measured by Hamamatsu. The values obtained for the six PMTs

used are listed in Tab. 5.2 and give an average QE of 32%. The PMTs are operated with

positive high voltage bias (grounded-cathode scheme) so that the metal body of the PMT

and photocathode are both at ground potential. The schematic of the PMT base voltage

divider network used to bias the dynodes is shown in Fig. 5.5. In this configuration the

active volume remains at zero electric field, a prerequisite of the Leff measurement since

Leff is defined as the relative scintillation efficiency of nuclear recoils at zero electric field.

A PTFE frame serves as a mounting structure and alignment guide for the PMTs. Each

PMT covers one side of the cubic active volume. Small 1mm edges in the PTFE frame block

the PMTs and define the 2.6 cm cubic active volume. These edges also partially cover with

PTFE the outer part of the PMT not covered by the photocathode. The PMT bases are

mounted on aluminium PMT support plates with a PTFE block between the base and the

support plate. The support plates are fixed to the PTFE frame with four threaded stainless

steel rods. The rods can be used to precisely adjust the PMT positions and hold the
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support plates firmly in place. The PMT assembly is housed in a stainless steel detector

vessel, surrounded by a vacuum cryostat. The detector vessel has a special cross shape

that closely follows the contours of the PMT assembly. This is to reduce to a minimum

the materials in the vicinity of the active volume and thus minimize the probability that

neutrons scatter before or after an interaction in the active volume. The PTFE mounting

structure is suspended from the top by a stainless steel rod fixed to a linear displacement

motion feedthrough. The vertical position of the assembly within the detector vessel can

be adjusted from the outside with the motion feedthrough.

An extra rectangular PTFE piece, not shown in Fig. 5.3, is fixed on top of the PTFE

mounting structure and holds a blue LED used to calibrate the PMT gains. PTFE is

partially transparent to the LED light and acts as a diffuser. A single intensity for the

LED pulse is enough to generate an appropriate amount of light and calibrate all PMTs

simultaneously.

PMT signal and high voltage cables share a common multipin electrical feedthrough.

50Ω RG178 coaxial cables with their outer FEP jacket removed are used to carry the signals

from the PMT bases to the feedthrough. MDC Vacuum KAP3 in-vacuum insulated wires

are used for the high voltage connections.

5.2.2 Cryogenic System, Gas Handling and Purification System

The LXe temperature is kept constant with an Iwatani PDC08 pulse tube refrigerator (PTR)

delivering 24 W of cooling power at 165 K with an air-cooled 1.5 kW helium compressor.

The active volume consists of only 50 g of LXe but the detector needs ∼1.6 kg of LXe for

the level to reach the top PMT. The PTR is mounted on a separate double-wall vacuum

insulated vessel above the detector vessel. The PTR coldhead is coupled to the Xe gas

through a cylindrical copper piece that acts as a cold finger. The part in contact with the

gas has a comb-like structure to maximize the contact surface. This cylindrical copper piece

closes off the top of the PTR vessel. It is sealed to the vessel with an aluminium wire in

a “v” groove machined on a stainless steel flange. A copper piece with resistive heaters is

inserted between the PTR coldhead and the cold finger. Two Pt100 temperature sensors

placed above and below the heaters monitor the temperatures of the coldhead and the cold

finger, respectively. A Lakeshore 340 temperature controller regulates the temperature of

the cold finger by controlling the heaters, thus maintaining the temperature and pressure of
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the detector at the desired value. A funnel below the cold finger collects LXe droplets and

a pipe connected to the funnel guides the liquid flow to the bottom of the detector vessel.

The design is similar to the cooling tower design of the XENON100 detector (Sec. 3.1.4).
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Figure 5.4: Xe gas system used for continuous LXe purification and storage. Figure from
Plante et al. (2011).

A schematic of the gas handling, liquefaction and recirculation system developed for this

detector is shown in Fig. 5.4. An Enomoto MicroPump Model MX-808ST-S diaphragm

pump pulls the LXe out of the detector through a pipe from a separate buffer volume,

connected to the detector vessel at a height of 9.4 cm from the bottom of the detector vessel.

The pipe runs to a separate double-wall vacuum insulated chamber with a heat exchanger.

Xe in the liquid state reaches the heat exchanger and is evaporated inside the heat exchanger.

After the diaphragm pump, the GXe is circulated through a SAES MonoTorr PS4-MT3-R1

high-temperature getter and re-liquefied efficiently in the heat exchanger. Further details on

the design and performance of the cooling system developed for this detector are presented

in Giboni et al. (2011).

Fill or recovery operations are carried out with GXe. When the detector is not in

operation, the Xe gas is stored in a 16L stainless steel cylinder. Filling the required 1.6

kg of LXe takes about ∼8 h. The initial stage of the filling cannot proceed at a fast rate

because the PTR is essentially cooling the detector vessel and the PMT assembly via cycles
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of Xe condensation on the cold finger and evaporation on warm surfaces. This is similar,

although not as substantial, as the effect observed for the much larger XENON100 detector

and described in Sec. 3.3.6. When filled, 10.5W of PTR cooling power are required to keep

the detector temperature stable when recirculating the Xe at a speed of 1.64 SLPM.

Thanks to the PTR stability and low maintenance, the cooling system developed for this

detector has enabled us to acquire data over a two month long, uninterrupted run. During

the measurements, the LXe temperature was maintained at −94◦C which corresponds to a

vapor pressure of 2 atm.

5.2.3 PMTs

The small form factor of the R8520 PMTs allowed a compact design of the inner structure

of the detector and consequently satisfied the requirement of minimized materials in the

vicinity of the LXe active volume. Trying to create a detector geometry with high pho-

tocathode coverage area with larger PMTs would obviously require more materials, which

reduces the probability of the neutron reaching the active volume (and exiting) without any

interactions.

As mentioned in Sec. 5.2.1, the PMTs were operated with positive high voltage to

ensure a zero electric field configuration in the active LXe volume. Prototype XENON10

PMT bases, originally designed for negative high voltage operation, were modified to enable

positive high voltage operation. Two 22 nF decoupling capacitors and two 12 kΩ resistors

were added to the base. Fig. 5.5 shows the schematic of the modified base voltage divider

circuit.
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Figure 5.5: Schematic of the modified grounded-cathode scheme PMT base voltage divider.

At the recoil energies measured, the PMT response remains far from the non-linear

regime. Repeating the estimate of Sec. 3.3.2, one obtains a voltage divider biasing current



167

of ib = 72µA which leads to a recommended maximum signal current of is,max = 0.36µA.

Again, for a PMT gain of 2× 106 pe/e−, this implies a linear PMT response at single pho-

toelectron rates below 1MHz. This limit is above the expected nuclear recoil scintillation

signals on a single PMT at the neutron fluxes achievable with the neutron generator. Addi-

tionally, the reserve charge on the last amplification stage is more than enough to buffer the

larger instantaneous signal currents drawn during the short time of the scintillation signal.

5.2.4 Scintillation Light Detection Efficiency

The expected scintillation light detection efficiency (photoelectrons/photon) of the LXe de-

tector was examined with a light propagation simulation based on the GEANT4 Monte

Carlo simulation framework. A detailed geometry of the PMTs and the PTFE inner struc-

ture was included. Unfortunately, many of the parameters needed to obtain an accurate

prediction of the scintillation light detection efficiency are not known to the desired accu-

racy. The measured light detection efficiency is often found to be higher than the predicted

value. The result of the simulation is shown in Fig. 5.6 (left). Another effect which has an

impact on the light detection efficiency is the angular response of PMTs. Fig. 5.7 shows

an example from the Hamamatsu PMT Handbook (Hamamatsu Photonics K.K., 2006).

Photons with an angle of incidence larger than zero have an effectively higher probability of

being detected. Fig. 5.6 (right) shows the result of the light detection simulation once this

effect is taken into account. In both cases we see that the expected light detection efficiency

is very uniform throughout the volume.

Table 5.1: Parameters with an effect on the light detection efficiency and values used in the
simulation.

Parameter Value

PMT Quantum efficiency, η 0.32a

PMT Collection efficiency, ζ 0.75
Quartz refraction index, nquartz 1.56
LXe refraction index, nLXe 1.61
LXe absorption length, λabs 100 cm
LXe Rayleigh scattering length, λR 30 cm
PTFE reflectivity, ̺PTFE 0.95
Aluminium reflectivity, ̺Al 0.90

a Room temperature measurement at 178 nm from
Hamamatsu.
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Figure 5.6: Simulated average scintillation light detection efficiency as a function of (x, y)
without (left) and with (right) taking into account the angular response of PMTs.
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5.3 Neutron Generator

The neutron generator used for the Leff measurement is a deuterium-deuterium compact

sealed-tube generator supplied by the Schlumberger Princeton Technology Center. The

tube itself is a ∼11 cm long cylinder with a diameter of 2.5mm. This small form factor

allows easy placement near the LXe detector and additionally helps reduce the amount of

scattering materials near the detector. Since recoil energies are directly proportional to the

neutron energy, the energy spread of the incident neutrons should be minimized as much

as possible.

Sec. 5.3.1 describes the operation of the neutron generator, Sec. 5.3.2 details the model

of its neutron yield as a function of its operating parameters, and Sec. 5.3.3 discusses the

expected energy spread of neutrons incident on the LXe detector.

5.3.1 Operation

Neutrons are produced in the generator via the 2H(d, n)3He reaction. Deuterium gas is

released in the inner volume of the generator by heating a replenisher filament with an

electric current, the filament current Ifilament. Another electric current, the cathode current

Icathode, circulates in another filament near a conducting grid held at positive electrical

potential. As the cathode filament heats up, electrons are extracted to the grid and create

an electric current from the cathode filament to the grid, the grid current Igrid. Atomic and

molecular ions, D+
1 , D

+
2 , or D+

3 , are created when the grid current ionizes deuterium gas

molecules, sometimes breaking them apart in the process. The deuteron ions are accelerated

towards a titanium deuteride (TiD2) target on a copper backing held at high negative

potential, Vhigh voltage. The deuteron ions, accelerated to an energy Ed = eVhigh voltage,

eventually collide with deuterium atoms in the target and produce neutrons or are stopped

in the target. The target is a self-regenerating thick target, that is, deuterons lose all

their energy in the target and those that do not produce neutrons replenish the target

in deuterium. The thickness of the target is 10µm, larger than the penetration depth of

∼0.56µm of 100 keV deuterons in TiD2 (see Fig. 5.9). Prior to the first operation the target

does not contain any deuterium but gets loaded in deuterium after a short initial loading

time. The deuteron ion beam current, Ibeam is measured on the high voltage power supply

providing the accelerating voltage. Fig. 5.8 (left) shows a sketch of the operating principle
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of the neutron generator.

The neutron generator was held in place by a custom made PTFE holder inside a vertical

stainless steel tube closed at the bottom. The stainless steel tube was held a ground potential

and filled with mineral oil to avoid corona discharges at the high voltage connection to the

neutron generator. The neutron production point, the TiD2 target, was set at the same

height as the center of the LXe detector, 62.5 cm from the floor. Fig. 5.8 (right) shows a

schematic of the generator holding apparatus.
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Figure 5.8: Operating principle of the neutron generator (left) and schematic of the holding
apparatus (right).

The deuteron ions striking the target produce a large amount of heat that needs to

be dissipated. The deuterium number density in the target is a function of the target

temperature and decreases as the temperature increases, thereby reducing the neutron yield

of the generator. An electrical fan was used to cool the stainless steel tube holding the

neutron generator to keep its temperature at acceptable levels.

Prior to each neutron scattering measurement, the neutron generator was brought to

stable operating conditions, i.e., a set accelerating voltage and a stable beam current. The
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beam current was monitored throughout the measurement and maintained at the desired

value by adjusting Ifilament manually.

5.3.2 Neutron Yield

The expected neutron yield from the generator can be computed from its operating condi-

tions, specifically the deuteron energy, the monoatomic/diatomic deuterium beam compo-

sition, and the deuterium beam current. We follow the computation of the neutron yield in

Chap. 1, Sec. 1.C of (Csikai, 1987).

For non-relativistic deuterons (Ed < 20MeV), the energy of neutrons emitted in the

2H(d, n)3He reaction is given by

E1/2
n =

(mdmnEd)
1/2

mHe +mn
cosϕ

+

{

mdmnEd cos
2 ϕ+ (mHe +mn) [mHeQ+ (mHe −md)Ed]

}1/2

mHe +mn
(5.5)

where md and mHe are the deuteron and 3He nucleus masses, respectively, Q is the Q-value

of the reaction (3.269 MeV), and ϕ is the neutron emission angle in the laboratory frame.

The number of neutrons per second per steradian produced by a deuteron flux φ, incident

upon an infinitely thin titanium deuteride target of thickness dx, and with deuteron energies

Ed, is given by

dY(Ed, ϕ) = φσ(Ed, ϕ)nddx, (5.6)

where nd is the number density of deuterium atoms in the target, and σ(Ed, ϕ) is the

2H(d, n)3He differential neutron production cross section. Since the deuterons are slowing

down in the target, their energy is actually a function of x. Using the deuteron (mass)

stopping power of the target, (dE/dx)d, we can rewrite Eq. 5.6 as

dY(Ed, ϕ) = φσ(Ed, ϕ)nd

[

ρ

(

dE

dx

)

d

dEd

]−1

, (5.7)

where ρ is the target density. Since the deuterons lose all their energy in the target, the

total neutron yield is the integral of the above expression over the entire penetration depth
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in the target and is given by

Y (Ed, ϕ) =
φnd

ρ

∫ Ed

0
σ
(

E′

d, ϕ
)

[(

dE

dx

)

d

(

E′

d

)

]−1

dE′

d. (5.8)

So far we have assumed that the deuteron flux is a monoenergetic flux with deuterons of

energy Ed. However, since deuterons from D+
2 molecular ions reach the target with half the

kinetic energy of the D+
1 ions but can produce two neutrons, then the yield has to take into

account these two components. The total neutron angular yield is thus given by

Ytot(Ed, ϕ) = xY (Ed, ϕ) + 2yY (Ed/2, ϕ) , (5.9)

where x and y are the D+
1 and D+

2 beam composition fractions, respectively.

The stopping power of TiD2 for deuterons is computed from Bragg’s rule (Bragg and

Kleeman, 1905), from the atomic mass number weighted sum of the stopping powers of

titanium and deuterium,

(

dE

dx

)

d

=
48

52

(

dE

dx

)

d,Ti

+
4

52

(

dE

dx

)

d,D

. (5.10)

Finally, using the stopping power scaling law (Leo, 1994)

dE2

dx
(T2) =

z22
z21

dE1

dx

(

T2
M1

M2

)

(5.11)

we can obtain the stopping power of titanium and deuterium for deuterons from the stopping

power for protons. Consequently

(

dE

dx

)

d

(E) =
48

52

(

dE

dx

)

p,Ti

(

1
2E
)

+
4

52

(

dE

dx

)

p,H

(

1
2E
)

. (5.12)

The mean deuteron range is found simply by integrating the reciprocal of the stopping

power over energy

Rd (Ed) =

∫ Ed

0

[(

dE

dx

)

d

(

E′

d

)

]−1

dE′

d. (5.13)

Fig. 5.9 shows the stopping power and range of deuterons in titanium, hydrogen, and TiD2.

The stopping power in TiD2 and the ranges are computed using Eqs. 5.12 and 5.13 and the

stopping power for protons is taken from the PSTAR database (Berger et al.). Dividing
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the range of a 100 keV deuteron in TiD2 by a density of ρ = 4.0 g cm−3 one gets a value of

0.56µm for the range in the target. Since the maximum deuteron energy used for the Leff
measurement is 80 keV the assumption that deuterons are stopped in the target is valid.
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Figure 5.9: Deuteron stopping power (left) and range (right) in Ti, H2, TiD2. The stopping
power and range of deuterons in TiD2 are calculated from Eqs. 5.12 and 5.13 and using the
stopping power for protons from the PSTAR database (Berger et al.).

The expected neutron yield from the generator is computed from Eqs. 5.9, 5.8, and

5.12. The 2H(d, n)3He neutron production cross section is taken from the ENDF/B-VII.0

database (Chadwick et al., 2006), and the monoatomic/diatomic deuterium beam fraction

is taken as 0.05/0.951. The result of the computation is shown in Figs. 5.10 and 5.11 (solid

lines).

Measurements of the neutron flux under various operating conditions were also carried

out using a Nuclear Research Corporation NP-2 portable neutron monitor. The NP-2

neutron monitor is a boron trifluoride proportional counter surrounded by a low density

polyethylene cylinder to moderate the neutron flux before capture by boron. We used the

NP-2 neutron monitor scaler output to perform the flux measurements. The scaler output is

proportional (6000 cts/mrem) to the neutron dose rate incident on the front of the monitor.

The neutron flux is obtained from the dose rate through the fluence to dose conversion

factor of 29 × 106 n cm−2 rem−1 for 2.5MeV neutrons (ICRP, 1987). The accuracy of the

NP-2 neutron monitor is ±10%. The measurements of the neutron flux as a function

of the deuteron accelerating voltage, deuterium beam current, and distance are shown in

Figs. 5.10 and 5.11 (points).

The result of the computation shows remarkable agreement with the measurement as a

1Andrew Bazarko (personal communication, 2010)
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function of high voltage (maximum deuteron energy). The agreement with the measurement

as a function of beam current is also good but worsens as the beam current increases. This

discrepancy can have several sources, the growth of an electronic current between the target

and the ground, undistinguishable in the apparatus from the measured deuterium beam

current, or the increased unloading of deuterium in the target at higher power on target

for example. The measurement of the neutron flux as a function of distance also shows a

discrepancy, with an apparent excess at larger distances. This could be due to the effect

of the concrete floor of the laboratory, where a part of the flux is reflected, enhancing the

contribution of the direct flux and not taken into account in the theoretical calculation.
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Figure 5.10: Measured (points) and calculated (solid line) neutron flux as a function of
deuteron accelerating voltage (left) and deuterium beam current (right). Figure from Plante
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5.3.3 Neutron Energy Spread

As we saw through Eq. 5.5, the neutron energy is a function of the deuteron energy. Since

deuterons lose energy as they are stopped in the target, neutrons are produced in a con-

tinuum of energies. Fig. 5.12 (left) shows the energy of the produced neutron as a function

of the deuteron energy, calculated via Eq. 5.5. At small and large emission angles the neu-

tron energy depends significantly on the deuteron energy. However, there is a minimum in

∂En/∂Ed and a maximum in ∂En/∂ϕ at ϕ ∼ 100◦, and consequently the energy spread of

neutrons produced is minimal near this angle (see Fig. 5.12 (right)).
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Figure 5.12: Neutron energy (left) and neutron energy variation with respect to deuteron
energy or emission angle (right), as a function of the neutron emission angle, for the
2H(d, n)3He reaction.

To minimize the neutron energy spread from the energy loss of deuterons, the neutron

generator was operated in a configuration where deuterons are accelerated vertically and

where the neutrons incident on the LXe detector are those produced at ϕ = π
2 (see Fig. 5.2).

Several variables can influence the energy spread of neutrons incident on the LXe de-

tector, (i) the ratio of atomic and molecular ions in the beam (since the energy of the two

deuterons are significantly lower for D+
2 ), (ii) the energy spread of the accelerated ions,

(iii) the slowing down of ions in the target, (iv) the angular straggling of deuterons due to

multiple scattering in the target, (v) the finite solid angle subtended by the LXe detector

with respect to the neutron source, and (vi) the scattering of neutrons back into the LXe

detector direction that were produced at different angles. We took into account effects (i)

and (iii) in the modelling of the neutron generator. In the GEANT4 simulation of the ex-

periment (see Sec. 5.11), the energy and direction of the primary neutron is sampled from
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the calculated energy-angle distribution of neutrons produced by the generator (Eq. 5.16)

and propagated through the experimental setup geometry therefore effects (v) and (vi) are

taken into account in that step.

To calculate the energy-angle distribution of neutrons produced by the generator we

start with the number of neutrons produced at an angle ϕ by deuterons of energy Ed to

Ed + dEd, from Eq. 5.8,

N(Ed, ϕ) dEd =
φnd

ρ
σ(Ed, ϕ)

[(

dE

dx

)

d

(Ed)

]−1

dEd. (5.14)

Since Ed is a function of En, the number of neutrons with energy between En and En+dEn

produced at a fixed angle ϕ can be obtained by the expression for the number of neutrons

produced at that angle by deuterons of energy Ed to Ed + dEd,

N(En, ϕ) dEn = N(Ed, ϕ)
∂Ed

∂En
dEn (5.15)

Summing contributions from D+
1 and D+

2 deuterium beam constituents, we get

Ntot(En, ϕ) dEn =
[

xN(Ed, ϕ) + 2yN(Ed/2, ϕ)
]∂Ed

∂En
dEn. (5.16)

From Eq. 5.16 one gets the energy distribution of neutrons at all angles produced by a

deuterium beam with maximum energy Ed = eVhigh voltage. Fig. 5.13 shows the result for

Ed = 80 kV.

5.4 Data Acquisition System

The data acquisition system for the measurement of the scintillation efficiency of nuclear

recoils needs to fulfill several requirements. It needs to record the waveforms of the six PMT

channels of the LXe detector and the waveforms of the two PMTs of the neutron detectors,

achieve a very low triggering threshold in the LXe, and measure the neutron time-of-flight

between the LXe detector and the neutron detectors. In addition it is important to have

a good knowledge of the efficiency of the trigger subsystem, the behavior of the efficiency

loss at low energies, the dead time incurred at high event rates, etc.

In Sec. 5.4.1 we describe the data acquisition system used for the measurement of Leff ,
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Figure 5.13: Calculated neutron energy distribution as a function of the neutron emission
angle ϕ.

in Sec. 5.4.2 we describe the setup used to directly measure its trigger efficiency, and in

Sec. 5.4.3 we describe the simulation performed to obtain the expected trigger efficiency.

5.4.1 Data Acquisition System and Trigger Description

The data acquisition system is divided in two subsystems, the trigger and the acquisition

subsystems. The triggering scheme is quite simple. To obtain the lowest possible energy

threshold while minimizing the trigger rate of uninteresting events we require a twofold

coincidence on any of the six LXe PMTs. In addition, we require a coincident signal in one

of the two neutron detectors. Fig. 5.14 shows a diagram of the data acquisition system used

in for the Leff measurement. Many of the electronics used for the acquisition subsystem are

the same as those used for the XENON100 experiment (Sec. 3.3.10).

The signals from the six LXe PMTs are first fed to a Phillips 776 ×10 amplifier. Without

the amplification, the fast single photoelectron signal from a PMT is not large enough

to be accurately measured by the flash ADC used. The Phillips 776 ×10 amplifier has

two amplified outputs per channel and thus also allows to get two copies of the analog

signal. The first copy of each LXe channel is digitized by a 14-bit CAEN V1724 100 MS/s

flash ADC with 40 MHz bandwidth. The second copy goes to a Phillips 706 leading edge

discriminator. The discriminator thresholds are set at a level of −15mV, which corresponds
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to approximately 0.5 pe. The logic signals of the six discriminator outputs are summed in a

CAEN N625 linear fan-in. The output of the fan-in is discriminated at a level of −980mV,

lower than the −700 to −900mV level of a true NIM logic signal, to obtain a twofold PMT

coincidence condition. A copy of the twofold PMT coincidence logic signal is then delayed

slightly and used to start a 10µs gate. The delay is long enough so that the gate starts

after the original twofold PMT coincidence logic signal. The gate logic signal is negated

and combined into an AND gate with the second copy of the twofold PMT coincidence logic

signal. This subcircuit serves as a holdoff circuit that prevents re-triggering on the tail of

the LXe scintillation signal. The output of the holdoff circuit constitutes the LXe trigger.

The signals from the two EJ301 PMTs are also fed into the amplifier. The first amplified

copy is digitized by the flash ADC unit and the second copy is discriminated at a level of

−40mV. Valid events where a neutron scatters in the LXe detector and subsequently

interacts in one of the EJ301 neutron detectors do not have signals in both EJ301 PMTs,

and if an event were to have a signal in both EJ301 detectors it should be discarded. We

can thus multiplex both EJ301 PMT channels in a single digitizer channel as long as we

keep the information required to determine which of the two EJ301 PMT channels had a

signal. This is done by delaying the discriminator outputs of the two EJ301 PMT channels

by different amounts, 6.3µs and 7.3µs, and adding them to the analog signal to be digitized.

The delays are large enough so that the logic signals do not overlap with each other or with

the EJ301 scintillation signal. A copy of the discriminator outputs is combined into and

OR gate to trigger when one of the two EJ301 neutron detectors has a signal, and forms

the EJ301 trigger.

The neutron time-of-flight (TOF) is measured with an Ortec 566 time to amplitude

converter (TAC). A first copy of the LXe trigger generates a 1µs logic gate signal to operate

the TAC in gated mode. A slightly delayed second copy of the LXe trigger is used as the

“start” signal and a delayed copy of the EJ301 trigger as the “stop” signal. An Ortec

425A variable delay generator is introduced before the TAC on the EJ301 “stop” line to

calibrate the TOF measurement. The TAC calibration is described in Sec. 5.8. The full

scale time measurement range is chosen as 2µs to allow a wide range of TOF values and to

keep the TAC signal smaller than the FADC input range of 2.25 V. The TAC has a time

resolution (FWHM) better than 0.01% of the full scale plus 5 ps, corresponding to a TAC

time resolution of ∼0.2 ns in our case. The TAC output signal is also digitized by the flash
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ADC unit and the TOF is computed at a later stage by the event processing program.

Finally, for neutron scattering measurements, the trigger is taken as a coincidence within

a 200 ns window of the LXe trigger and the EJ301 trigger. For 57Co measurements, obviously

the trigger signal used is the LXe trigger.

The digitized window chosen has a length of 1024 samples, corresponding to 10.2µs,

with 950 post-trigger samples (9.5µs). This is to ensure the proper digitization of the LXe

signal, the EJ301 signal with its “digital” code, and the TAC output signal. Fig. 5.15 shows

the digitized traces for a typical event. Event waveforms are transferred from the flash ADC

unit to a computer via a VME interface. The maximum achievable trigger rate is limited

by the speed at which events can be written to disk and is approximately 5 kHz.
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Figure 5.15: Recorded waveforms for a typical neutron scattering event. The total LXe
scintillation signal (black) and the individual PMT signals (color) are shown in the top
panel. The EJ301 neutron detector signal and its “digital” identification code, detector
EJ2 in this case, are shown in the middle panel. The bottom panel shows the TAC signal.
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5.4.2 Measurement of the Trigger Efficiency

We are interested to measure Leff down to energies as low as possible. Inevitably, we will

reach a region where elastic neutron scatters in the LXe deposit a very small amount of

energy and where the probability to trigger on such a small energy deposit is not unity.

The roll-off of the trigger probability, or trigger efficiency, at low energies can contribute

significantly (Manalaysay, 2010) to the systematic uncertainty on Leff , if it is not understood
properly.

The efficiency of the trigger setup described in Sec. 5.4 was measured, as directly as

possible, in an attempt to improve over previous measurements of Leff where the trigger

efficiency was based solely on simulations.

The setup used to measure the trigger efficiency is shown in Fig. 5.16. A 22Na source,

a β+ emitter, was placed between the LXe detector and a Bicron 3M3/3 sodium iodide

NaI(Tl) detector. The source was fixed on the LXe detector cryostat outer wall. Over this

distance, the back-to-back pair of 511 keV γ rays from the β+ annihilation then interact

effectively at the same time in the LXe and NaI(Tl) detectors. The NaI(Tl) detector was

positioned such that the solid angle it subtended at the source was larger than the one

subtended by the active volume of the LXe detector. This ensured that 511 keV γ rays

could interact in the whole active volume of the LXe detector if the corresponding γ ray

interacted in the NaI(Tl) detector. For this measurement, the data acquisition system was

triggered using the discriminated signal of the NaI(Tl) PMT. In addition to the signals of

the six LXe PMTs, the trigger logic signal of the normal LXe trigger was digitized with the

flash ADC.

To infer the trigger efficiency, the number of photoelectrons of the LXe signal is computed

for each event and whether or not a LXe trigger signal was present. The trigger efficiency

for a signal with a given number of measured photoelectrons is then simply given by the

fraction of events accompanied by a LXe trigger signal. Fig. 5.17 shows the result of the

measurement, along with the expected trigger efficiency from simulation, as described in

Sec. 5.4.3. The errors bars are statistical only.

The statistical uncertainty in the trigger efficiency measurement is very small because

a large number of low energy events are present in the spectrum. The source of these

low energy events is not entirely clear but most likely they are attributable to energy
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NaI(Tl)

22Na

Figure 5.16: Setup used for the measurement of the trigger efficiency of the twofold coinci-
dence LXe trigger. A 22Na source is place between the LXe detector and a NaI(Tl) detector
such that one of a pair of 511 keV back-to-back γ rays interacting in the NaI(Tl) detector
is likely to be coincident with an interaction of the associated γ ray in the LXe detector.

deposits outside of the active LXe volume where a small number of scintillation photons

leak inside the active volume. The position dependence of the light collection efficiency

was estimated in Sec. 5.2.4 via a light propagation Monte Carlo simulation and the average

probability for a photon outside the active LXe volume to reach a PMT photocathode

was estimated at 1 × 10−4. We expect that, alone, the statistical uncertainty would not

have any substantial systematic effect on Leff , hence the main effect would come from any

systematic uncertainty in the measured trigger efficiency. Some possible systematic effects

are discussed in Sec. 5.4.3.

The trigger efficiency could also be measured by irradiating the detector with any source

producing low energy events and randomly triggering the data acquisition system, still

digitizing the normal LXe trigger signal, and applying the same analysis. Using the NaI(Tl)

and the 22Na has the advantage of increasing substantially the probability that a signal is

indeed present in the LXe detector. Randomly triggering the detector would only result

in useful events when a chance coincidence occurs between the random trigger and the γ

interaction in the LXe.

5.4.3 Simulation of the Expected Trigger Efficiency

The expected efficiency of the twofold coincidence LXe trigger has also been computed via

a detailed Monte Carlo simulation. The simulation starts by randomly choosing the total

number of photons produced, Nph, anywhere between 0 and Nph,max = 100, and a random
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Figure 5.17: Measured (points) and simulated (solid curve) efficiency of the twofold coinci-
dence LXe trigger. Error bars on the measurement are statistical only. Figure from Plante
et al. (2011).

position ~r0 within the active volume of the LXe detector. For each PMT i, the number of

photoelectrons Npe,i reaching the first dynode is calculated through binomial variates with

probability pi = αi(~r) · ζ · ηi, where αi(~r) is the PMT light collection efficiency at position

~r, ζ is its first dynode collection efficiency, and ηi is its quantum efficiency. The measured

number of photoelectrons at PMT i, N̄pe,i is then computed from normal variates with a

mean of 1 pe and a standard deviation of Rspe,i pe, where Rspe,i is the single photoelectron

resolution (σ/µ) of PMT i, as inferred from the PMT calibration (see Sec. 5.5). Next,

the PMT signal height (after the ×10 amplifier), hi, is computed by assuming that single

photoelectron current pulses at the output of the PMT can be modelled as

N̄pe,iGi√
2πσw

exp
(

− t2

2σ2
w

)

, (5.17)

where σw = 1.9 ns is the observed width of a single photoelectron pulse2, and Gi is the

gain of PMT i, also inferred from the PMT calibration. Finally, the coincidence level, the

number of PMT signal heights hi that go above threshold, and the total number of measured

photoelectrons N̄pe are computed. The expected trigger efficiency is obtained by calculating

2This is the width as observed directly from the PMT base on a high-bandwidth scope to prevent any
attenuation from lower bandwidth components.
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the fraction of simulated events for which the coincidence level is higher or equal to 2 as a

function of the number of measured photoelectrons. The result of the simulation with the

parameter values listed in Tab. 5.2 is shown in Fig. 5.17 (solid curve).

Table 5.2: Parameter values used for the trigger efficiency simulation. The PMT QE
values were measured at room temperature by Hamamatsu. The PMT gains and single
photoelectron resolutions were measured at −94◦C.

Parameter PMT1 PMT2 PMT3 PMT4 PMT5 PMT6

Quantum efficiency, ηi 0.328 0.317 0.324 0.329 0.317 0.323
Collection efficiency, ζ 0.75
Gain, Gi, ×106 0.93 2.33 2.50 2.13 1.97 2.02
Resolution (σ/µ), Rspe,i 103% 55% 57% 61% 56% 106%
Discriminator threshold −15mV

The PMT single photoelectron resolution Rspe,i, the position dependence of the light

collection efficiency αi(~r), and variations among PMT gains Gi and PMT QEs ηi are re-

sponsible for smearing the trigger efficiency function from the ideal case. If Rspe,i ≈ 0

and each PMT had the same probability of detecting a photon the trigger efficiency would

simply be given by combinatorics.

The discrepancy between the expected trigger efficiency and the measured efficiency

is substantial. The discrepancy can be due to incorrect assumptions in the simulation or

a systematic bias in the measurement. However, because of the direct way in which the

trigger efficiency was inferred, the measurement can only be systematically biased to lower

trigger efficiency values, not higher ones.

Two possible effects that could systematically lower the trigger efficiency measured were

investigated: interactions of 511 keV γ rays in PMT dynode structures and large deviations

from a uniform photon spectrum inside the active volume. Obviously, if γ rays from the 22Na

source can interact in the PMT dynode structure and produce a signal, then these events

would rarely (if ever) produce twofold PMT coincidences and thus bias the measurement.

However, no rate increase could be observed when irradiating PMTs at room temperature

with the 22Na source so this effect was discarded as a possible bias.

A more subtle effect is related to the effect of the actual photon spectrum to which the

PMT are exposed during the trigger efficiency measurement. We are interested in the prob-

ability that a signal with a certain number of measured photoelectrons generates a trigger,

since this is how we can correct a measured scintillation spectrum for a trigger efficiency
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roll-off. However, a variety of scintillation signals can give rise to the same number of mea-

sured photoelectrons, upward fluctuations from signals with fewer photons or downwards

fluctuations from signals with a larger number of photons. Since it will always be more

likely that a scintillation signal with more photons generates a twofold coincidence trigger

then this means that the photon spectrum has an effect on the inferred trigger efficiency.

It is illustrative to take the extreme case of a light source that produces single photons. By

definition the source will never generate any twofold coincident triggers. However, due to

the finite single photoelectron resolution a fraction of events will register 2 or 3 measured

photoelectrons and thus attribute a zero triggering probability to those values as well. Theo-

retically this has an effect on the trigger efficiency inferred from the measurement. However,

bias from this effect is always more pronounced at lower values of measured photoelectrons

while the observed discrepancy grows from one to three photoelectrons.

Failing to find a plausible systematic effect in the measurement, the discrepancy between

the simulated and measured efficiency is attributed to the limited accuracy in modeling

hardware components of the trigger. Consequently, the measured trigger efficiency is used

to extract Leff (Sec. 5.12) from the neutron scattering measurements.

5.5 PMT Calibration

The LXe PMT gains are measured under single photoelectron conditions by pulsing the blue

LED embedded in the PTFE mounting structure. Fig. 5.18 shows the results of a typical

gain calibration. The light intensity is adjusted such that the probability of measuring a

PMT signal with 1 or more photoelectrons within a 3µs window following the LED pulse is

5%-10%, for each PMT. Under these conditions, assuming that the probability of detecting

a photon is governed by Poisson statistics,

∞
∑

k=1

λke−λ

k!
= 0.10 (5.18)

and one obtains λ ≈ 0.105. From this we can conclude that the 2 or more photoelectron

contribution to the single photoelectron distribution is

(

∞
∑

k=2

λke−λ

k!

)(

∞
∑

k=1

λke−λ

k!

)−1

=
e−λ − 1− λ

e−λ − 1
≈ 0.05, (5.19)
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a negligible fraction.
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Figure 5.18: PMT single photoelectron spectra from an LED calibration dataset.

At the beginning of the experiment, the PMT gains were equalized to a mean value of

2.0 × 106 pe/e− by adjusting the individual PMT anode bias voltages. The power supply

used allowed only ±20V adjustments. PMTs 2-5 show the best performance. Fig. 5.19

shows the PMT gains versus applied high voltage and the operating conditions chosen. The

PMT gains were monitored regularly throughout the neutron scattering measurements.
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Figure 5.19: PMT gain versus applied high voltage for the six PMTs used in the detector.
The point of operation (solid circle) chosen is shown for each PMT.

5.6 Light Yield

The electronic recoil energy scale is calibrated using 122 keV γ rays since Leff is defined as

the scintillation light yield of nuclear recoils relative to the yield of γ rays of that energy

(see Sec. 2.3.3). Calibrations with an external 100µCi 57Co source were taken regularly

throughout the duration of the experiment. Fig. 5.20 shows the scintillation spectrum

of a calibration with the 57Co source. The scintillation light yield was measured to be

Ly = 24.14 ± 0.09(stat) ± 0.44(sys) pe/keVee with a resolution (σ/E) of 5%. The statis-

tical uncertainty is the combination of the statistical uncertainties of the individual light

yield calibrations while the systematic uncertainty comes from the variation throughout the

calibrations.

Since the attenuation length of 122 keV γ rays in LXe is 3mm (Berger et al., 2010)

the external 57Co source mostly probes the light yield in the outer layers of the active

volume. However, since the elastic scattering mean free path of 2.5 MeV neutrons in LXe is

∼20 cm, the expected spatial distribution of nuclear recoils is uniform. Hence, the quantity

of interest is the average light yield over the whole volume. Some precautions need to be

taken when analyzing data from a 57Co calibration to ensure that the light yield inferred is

the volume averaged light yield. For example, if the 57Co is placed such that most of the

event rate is in the cavity between the side of a PMT and the PTFE mounting structure
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Figure 5.20: Scintillation light spectrum of the 100µCi 57Co source used to calibrate the
LXe light yield, Ly. The peak at ∼3000 pe is the 122 keV photoelectric absorption peak.
Also visible is the Xe 30 keV characteristic X-ray at ∼700 pe. This calibration gives a
scintillation light yield of Ly = 24.3 pe/keVee. Figure from Plante et al. (2011).

the light yield would be underestimated.

The spatial uniformity of the light detection efficiency has been investigated with the

light propagation simulation described in Sec. 5.2.4. The relative light yield variation over

the active volume is expected to be very small, due to the high photocathode coverage of

the volume. The relative light yield variation over the active volume was calculated to be

less than 2%, with a maximum variation of 5% near the edge. If the angular response of

the PMTs is included in the simulation, the relative light yield variation over the volume

increases to 3%, with a maximum variation of 7% near the edge.

This very high light yield, combined with the 90% trigger efficiency at 7 pe (Sec. 5.4.2),

implies that energy spectra do not suffer from efficiency losses down to energies as low as

0.3 keVee, with the electronic recoil energy scale calibrated at 122 keV.

5.7 Liquid Scintillator Calibration

The response of EJ301 liquid scintillator to electronic recoils and proton recoils, from γ

and neutron interactions, respectively, allows a very efficient discrimination between the

two type of recoils. The characteristic scintillation decay time for proton recoils is much
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longer than for electron recoils. The decay times of the three main components of EJ301 are

3.2 ns, 32 ns, and 270 ns (Kuchnir and Lynch, 1968). The slow component is due to delayed

fluorescence from excited molecules in the singlet state created by bimolecular interactions

of longer-lived triplet states. The bimolecular reaction yield depends on the square of the

triplet states density and consequently particles with a higher rate of energy loss, such as

proton recoils, induce longer scintillation pulse (Knoll, 2000).

The PSD parameter is defined as the fraction of the total EJ301 scintillation signal

contained within the tail of the pulse. The tail of the pulse is defined as a region with a

lower boundary at 30 ns after the pulse peak and an upper boundary at the time where

the pulse returns to 1% of the peak amplitude. A PSD cut is therefore defined to select

neutron interactions in EJ301 with high efficiency. However, since this cut is based on

the scintillation signal, the discrimination power degrades with decreasing energy and it

is preferable to also apply an energy threshold cut on the EJ301 scintillation signal. This

reduces the background from neutrons that scattered in other materials, in addition to the

scatter in the LXe detector, since the neutron energy was reduced and hence cannot deposit

the maximum energy expected. Fig. 5.21 shows the events selected by the combination of

the PSD cut and the EJ301 energy threshold cut for one of the two EJ301 neutron detectors.
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Figure 5.21: Neutron interactions (gray/black) and γ interactions (orange) for one of the
two EJ301 neutron detectors. The neutron events selected by the PSD cut (red dashed
line) and the EJ301 energy threshold cut (blue dash-dotted line) are shown in black. Figure
from Plante et al. (2011).
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5.8 Time of Flight Calibration

The TOF parameter is an important data selection parameter for tagged neutron scattering

Leff measurements. Since the neutron energy is known, and thus its speed, the travel

time between the LXe detector and the EJ301 neutron detectors can substantially reduce

backgrounds by selecting the proper time window. In Sec. 5.8.1 we describe the calibration

of the TAC module to compute the TOF and in Sec. 5.8.2 we discuss a correction applied

to the TOF value to account for a systematic bias of the TOF value with the scintillation

signal size.

5.8.1 TAC Calibration

The TOF calibration was performed with the 22Na source placed between the LXe detector

and the EJ301 neutron detectors. The two 511 keV γ rays emitted interact in both LXe and

EJ301 detectors at the same time and give a TOF = 0 calibration point. The time delay

between the LXe and EJ301 triggers was varied with the delay generator over a range of

32 ns to obtain the TOF calibration of the TAC pulse. Fig. 5.22 shows a calibration without

additional delay. The TAC pulse height is non-zero even without additional delay due to

the cable lengths of the LXe and EJ301 trigger signal paths. The peak in the spectrum

corresponds to coincident γ-ray interactions in the LXe detector and a neutron detector

where the γ ray was fully absorbed in the LXe. The tail on the left of the peak is caused

by γ rays that Compton scatter in the LXe detector. The smaller TAC pulse heights are

due to a systematic shift of the LXe trigger signal to later times when the scintillation signal

size decreases. This effect and its correction are discussed in Sec. 5.8.2.

The TOF calibration is obtained for each EJ301 detector from the set of TAC pulse

height spectra taken with different delays. Fig. 5.23 shows the result of the calibration for

the two EJ301 neutron detectors. For a LXe detector and EJ301 neutron detector distance

of 1 m, the typical neutron TOF is 45 ns.

5.8.2 Time of Flight Correction

A subtle effect can be observed in the TOF calibration data. Since the LXe trigger comes

from the coincidence of two LXe scintillation photons, the LXe scintillation light decay time

systematically shifts the TOF measurement of scintillation signals with fewer photons to
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Figure 5.22: 22Na TAC pulse height spectra for the time difference between the LXe signal
and the two EJ301 neutron detector signals. The cable lengths of the LXe and EJ301 trigger
signal paths in the DAQ yield TAC signals of 644 and 647 mV for the first and second EJ301
neutron detectors, respectively.
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Figure 5.23: TOF calibration of the TAC pulse for the two EJ301 neutron detectors. The
standard deviation in the TAC pulse heights is indicated as an error bar on each measure-
ment.
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lower TOF values. The effect is likely more pronounced for γ rays interacting in LXe due

to the slower recombination time for electron recoils (Hitachi, 2005; Hitachi et al., 1983).

Additionally, since the TAC calibration has been performed with a 22Na γ source, the

TOF = 0 reference point is really the time difference between the twofold coincidence LXe

trigger and the EJ301 trigger for scintillation signals of 511 keVee in each detector.

Fig. 5.24 shows the distribution of uncorrected TOF values obtained with the TAC cal-

ibration inferred in Sec. 5.8.1 as a function of the scintillation signal in the LXe detector.

The mean of each slice of constant scintillation signal is also shown. For the typical scin-

tillation signal of a fully absorbed 511 keV γ ray (about 9 × 104 pe) the zero of the TOF

calibration is accurate. However, it is clear that as the scintillation signal decrease the mean

TOF values are systematically biased to lower values.
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Figure 5.24: Uncorrected TOF values as a function of the scintillation signal in the LXe
detector for the 22Na TAC pulse height calibration data.

For the neutron scattering measurements, the TOF value is corrected for this effect in the

event processing software. The correction was determined by requiring that the position of

the neutron peak in the TOF spectra correspond to the position inferred from the simulation

of the neutron scattering measurements (see Sec. 5.11). This correction, however, does not

eliminate the spread in TOF values also caused by this effect. To eliminate any possible bias

where recoils of lower energies would not be selected, we chose TOF cuts (see Sec. 5.10) that

contain the full neutron TOF peak for each scattering angle measurement, even if doing so
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results in a higher contamination of the recoil spectrum by neutrons that scattered in other

materials (see Sec. 5.11).

5.9 Data Processing and Event Selection

Events consist of the six LXe PMT waveforms, the waveform of the triggered EJ301 neutron

detector, as well as the waveform of the TAC output (see Fig. 5.15). The processing software

used is the same as the one developed for XENON100 data, as described in Sec. 3.4.3, with

some additions to compute parameters for the EJ301 detectors and the TAC module. For

each event, the processing software searches the LXe PMT waveforms for scintillation signals

and records several parameters for each pulse found: position, area, height, etc. The same

procedure is applied to the EJ301 neutron detector waveform with the addition of the PSD

parameter (Sec. 5.7). Finally, the TOF is computed from the height of the TAC output and

the TOF calibration values, and corrected. Three selection cuts are applied to the data:

a PSD cut to select neutron interactions in the EJ301 neutron detectors, a lower energy

threshold cut on the EJ301 scintillation signal (Sec. 5.21), and a TOF cut. The TOF cuts

used for each scattering angle measured are listed in Tab. 5.3.

Table 5.3: TOF cut ranges used to select neutrons that travelled between the LXe detector
and the EJ301 neutron detector and TOF windows used to estimate the energy spectrum
of recoils from accidental coincidences of the LXe trigger and the EJ301 trigger, for each
scattering angle measurement.

θ TOF Cut Range (ns) Accidentals Windows (ns)

23◦ [20, 65] [−70,−20], [80, 150]
26.5◦ [25, 62] [−70,−20], [80, 150]
30◦ [28, 62] [−70,−20], [80, 150]
34.5◦ [20, 55] [−70,−20], [80, 150]
39.5◦ [17, 45] [−70,−20], [80, 150]
45◦ [17, 40] [−70,−20], [80, 150]
53◦ [37, 60] [−70,−20], [100, 150]
120◦ [10, 27] [50, 150]

5.10 Measured Nuclear Recoil Distributions

Neutron scattering data were acquired at eight different angles: 23◦, 26.5◦, 30◦, 34.5◦, 39.5◦,

45◦, 53◦, and 120◦, corresponding respectively to recoil energies Enr of 3.0± 0.6, 3.9± 0.7,
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5.0± 0.8, 6.5± 1.0, 8.4± 1.3, 10.7± 1.6, 14.8± 1.3, and 55.2± 8.8 keV. The experimental

setup for the 3 keV measurement is shown in Fig. 5.25. The uncertainty in nuclear recoil

energies, dominated by the angular acceptance of the detectors, is extracted from the results

of the GEANT4 Monte Carlo simulation described in Sec. 5.11.

Neutron Generator

LXe Detector

EJ1 Liquid Scintillator

EJ2 Liquid Scintillator

Figure 5.25: Experimental setup for the Leff measurement at 3 keV (23◦). For this angle
both EJ301 neutron detectors are in the horizontal plane of the neutron generator and the
LXe detector.

For most angles, the first EJ301 neutron detector was placed in the horizontal plane

of the neutron generator and the LXe detector, while the second was placed at the same

distance to the LXe detector but higher above the laboratory floor, with an azimuthal angle

of about 45◦. The alignment of the LXe detector and the neutron generator was performed

with an auto-levelling laser mounted on a tripod. The horizontal line and the vertical

line projected by the laser were used to set the height of the neutron generator target to

the center of the LXe detector and to mark the position of both on the laboratory floor.

The laser was also used to align the two EJ301 neutron detectors with respect to the LXe

detector. For each angle, the distance between the LXe detector and the two EJ301 neutron

detectors was chosen to produce a recoil energy spectrum with a spread due to the angular

acceptance of the detectors of 10% to 20%. The desired EJ301 neutron detector positions
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were marked on the floor using 1.5m aluminium rules, while their height was set with the

help of the laser and a vertical rule. The EJ301 neutron detectors were supported at the

desired positions around the LXe detector by their own laboratory stands. The horizontal

distance between the neutron generator and the LXe detector was fixed at 40 cm. The

distance from the LXe detector to the EJ301 liquid scintillators varied from 100 cm, for the

scattering angles corresponding to low-energy recoils, to 40 cm, for the scattering angles

corresponding to higher energies. The positions of the EJ301 neutron detectors for each

scattering angle are listed in Tab. 5.4. The positioning accuracy of the EJ301 neutron

detectors is estimated to be better than 5mm.

Table 5.4: EJ301 detector positions for each scattering angle measurement. The procedure
used to position the detectors is described in the text.

θ Enr (keV) EJ1 Positiona (cm) EJ2 Positiona (cm)
x y z x y z

23◦ 3.0± 0.6 −39.1 −92.1 0.0 +39.1 −92.1 0.0
26.5◦ 3.9± 0.7 −44.6 −89.5 0.0 +31.5 −89.5 +31.5
30◦ 5.0± 0.8 −50.0 −86.6 0.0 +35.4 −86.6 +35.4
34.5◦ 6.5± 1.0 −32.0 −65.9 +32.0 +32.0 −65.9 +32.0
39.5◦ 8.4± 1.3 −30.9 −54.0 +32.0 +30.9 −54.0 +32.0
45◦ 10.7± 1.6 −41.7 −41.7 0.0 +20.9 −41.7 +36.1
53◦ 14.8± 1.3 −79.9 −60.2 0.0 +69.2 −60.2 +40.0
120◦ 55.2± 8.8 −34.6 +20.0 0.0 +34.6 +20.0 0.0

a The origin is the center of the LXe detector and the neutron generator is at
(0, 40, 0).

As mentioned earlier, the neutron generator was operated at deuteron energies of 60, 65,

75, or 80 keV and with deuterium beam currents ranging from 60 to 100µA. A summary of

the operating conditions for each scattering angle is listed in Tab. 5.5. In ideal circumstances

the deuteron energy should be kept constant throughout and as high as possible since the

neutron yield increases almost exponentially with deuteron energy. At high voltages – 80 or

90 kV – our holding apparatus has proven to be less reliable than at lower voltages. In two

occasions, a large electronic leakage current developed and led to a measured current that

exceeded the trip setting of the power supply. As the deuterium beam erodes the target some

sharp points can appear near which the electric field can grow to large values. The proximity

of the ground surface to the generator (see Fig. 5.8) and the choice of running small radii

low voltage wires next the ground surface also probably accentuated the problem. A better
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design would have an electrical feedthrough at the bottom for the low voltage wires and a

larger diameter stainless steel tube casing. However, since the LXe detector was placed at

the ϕ = π
2 neutron emission angle (Fig. 5.2), the operation at different deuteron energies

had a very small impact on the incident neutron energy (Fig. 5.12 (right)). The variation

in the neutron yield due to the different operating conditions is taken into account in the

analysis (Sec. 5.12).

Table 5.5: Neutron generator high voltage and beam current used during each scattering
angle measurement. The dates of operation and the measurement live time is also indicated
for each scattering angle.

θ High Voltage (kV) Beam Current (uA) Dates Live time (s)

23◦ −60 102 10/29-11/23 313202
26.5◦ −80 80 10/05, 10/06 43732

−75 61 10/10 19267
−65 60 10/08 11851

30◦ −80 81 10/01-10/04 50620
34.5◦ −60 100 12/01-12/06 107818
39.5◦ −60 103 12/09-12/14 96051
45◦ −80 69 09/30 25345
53◦ −75 65 10/21-10/22 34499

−65 100 10/23-10/26 53309
−60 95 10/27 26554

120◦ −60 97 12/16-12/17 43581

Figures 5.26, 5.27, and 5.28 show the measured recoil energy and TOF spectra for all

scattering angles. The spectra are scaled by the live time of the measurements. For the

nuclear recoil energy spectra, black histograms are spectra after the PSD and TOF cuts

applied, and after subtraction of the neutron accidental background (described below),

with the neutron accidental background spectra shown as green histograms. A vertical red

dashed line indicates the position of the 90% measured trigger efficiency. For the TOF

spectra, black histograms are neutron TOF spectra while orange histograms are spectra

where the PSD cut is chosen to select γ-ray interactions in the EJ301 neutron detectors.

The TOF cut range for each recoil energy spectrum is shown as vertical dash-dotted lines

and is also listed in Tab. 5.3.

Nuclear recoil spectra have two components, a peak and an exponential background.

The peak is due to neutrons that elastically scatter in the LXe and then interact in one

of the EJ301 neutron detectors. The width of the peak comes from the finite size of the
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Figure 5.26: (left) Recoil energy spectra for the 23◦ and 26.5◦ scattering angles, with
PSD and EJ301 energy threshold cuts applied, for the TOF window indicated in the TOF
spectrum by the vertical dash-dotted lines (right). The black histogram is the recoil energy
spectrum, after subtraction of the accidental spectrum shown as a green histogram. As a
reference, the 90% measured trigger efficiency is indicated by the vertical red dashed line.
The accidental spectrum expectation is obtained from the TOF windows before and after
the main TOF peak, as indicated in the figure by the vertical green dashed lines. The
accidental spectrum in the window before the peak is in agreement with the one after the
peak. The orange histogram is the TOF spectrum where the PSD cut is chosen to select
γ-ray interactions in the EJ301 neutron detectors. Figure from Plante et al. (2011).
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Figure 5.27: (left) Recoil energy spectra for the 30◦, 34.5◦, and 39.5◦ scattering angles,
with PSD and EJ301 energy threshold cuts applied, for the TOF window indicated in the
TOF spectrum by the vertical dash-dotted lines (right). Colors as in Fig. 5.26. Figure from
Plante et al. (2011).
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Figure 5.28: (left) Recoil energy spectra for the 45◦, 53◦ and 120◦ scattering angles, with
PSD and EJ301 energy threshold cuts applied, for the TOF window indicated in the TOF
spectrum by the vertical dash-dotted lines (right). Colors as in Fig. 5.26. Figure from
Plante et al. (2011).
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detectors and the range of scattering angles allowed. The spread in the measured response

of the LXe detector also depends on the intrinsic energy resolution of LXe, on the PMT

photon detection statistics, and on variations in the PMT amplification. The exponential

background is due to neutrons that scatter in other materials before or after the interaction

in the LXe, and hence with a random scattering angle in the LXe detector, or at least a

scattering angle very different from the angle at which the EJ301 detector was placed. In

Sec. 5.11 the different components of the nuclear recoil energy spectra are examined using

the results of the GEANT4 Monte Carlo simulation of the neutron scattering measure-

ments.

All measurements show two very clear peaks in the TOF spectrum. The peak at TOF =

0 corresponds to γ rays that Compton scatter in the LXe detector before interacting in the

EJ301 neutron detectors, while the peak at later TOF values corresponds to neutrons.

For the lower recoil energies the effect discussed in Sec. 5.8.2, which spreads the TOF

distribution to lower values, is noticeable in Figs. 5.26 and 5.27. A smaller peak, about

5 to 10 ns earlier than the γ TOF peak, is also present in the γ TOF spectra of most

scattering angle measurements. This peak comes from low energy (<10 pe) events whose

TOF measurement is shifted to lower values. The source of these events is likely γ-ray

interactions in the LXe surrounding the active volume whose scintillation photons only

have a small probability of reaching a PMT (see Sec. 5.2.4).

The neutron accidental background arises from accidental coincidences between the LXe

trigger and the EJ301 trigger, specifically, from energy energy deposits in the LXe detector

not correlated to neutron interactions in the EJ301 detector. Since these events pass the

neutron PSD cut we know they correspond to neutron interactions in the EJ301. Also, since

this background scales with the yield of the neutron generator, the interactions in the LXe

detector are likely from neutrons as well or γ rays produced by inelastic scattering or capture

in the surrounding materials. Such a background appears as a flat component in the TOF

spectra since the two triggers are uncorrelated. The expectation for this background is thus

taken far from the neutron TOF peak, as indicated in the TOF spectra by the vertical green

dashed lines. The windows chosen for the accidental spectra are also listed in Tab. 5.3. The

contamination of the nuclear recoil spectra by the accidental background is small – 7% on

average – but it is subtracted nonetheless since it is not uniform in energy. The assumption

is that this background is stationary in time for a given scattering angle measurement. This
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assumption was verified by comparing the spectra before and after the neutron TOF peak

and both were found to be compatible for each scattering angle measurement.

For all measurements the recoil energy and TOF distributions of the two EJ301 neu-

tron detectors are compatible. Consequently, all distributions shown are for neutrons that

interacted in any of the two EJ301 detectors.

For energies of 6.5 keV and above, the peak in the recoil spectrum is clearly above the

beginning of the low-energy trigger efficiency roll-off. For these energies, Leff could even be

computed directly without much uncertainty, simply by fitting a Gaussian to the peak over

an exponential background. For energies below 6.5 keV, to avoid the bias of the low-energy

trigger efficiency roll-off, a more sophisticated procedure that takes into account the trigger

efficiency is warranted. The procedure used to extract Leff from the measured recoil energy

spectra is detailed in Sec. 5.12.

5.11 Monte Carlo Simulation

Extensive GEANT4 simulations of the expected neutron scattering rate, nuclear recoil

energy distribution and neutron TOF distribution were performed for each scattering angle.

Each simulation takes into account a realistic description of the neutron generator, LXe

detector, detector vessel, vacuum cryostat, support frame, as well as the measured positions

of the two EJ301 neutron detectors (Tab. 5.4). The geometry of the simulation of the 3 keV

neutron scattering measurement is shown in Fig. 5.29. The live time of each scattering angle

simulation is calculated from the expected neutron yield of the generator at the operating

conditions of the measurement (Tab. 5.5) and the results are scaled accordingly.

The information recorded in the simulation includes the energy, position, time, type of

particle, and physical process responsible for each energy deposit in the LXe detector, as

well as the energy, time, and type of particle for each energy deposit in the EJ301 neutron

detectors. The energy and direction of the primary neutron is sampled from the calculated

energy-angle distribution of neutrons produced by the generator, as given by Eq. 5.16.

Neutrons that interact in the active LXe volume can deposit energy via elastic or inelastic

scattering, once or multiple times, and may additionally scatter in materials outside of the

active volume. The contributions from all these classes of events has been inferred from the

Monte Carlo simulation. Figs. 5.30, 5.31, and 5.32 show the simulated recoil energy and
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Neutron Generator

Support Frame

LXe Detector

EJ1 Liquid Scintillator

EJ2 Liquid Scintillator

Figure 5.29: Geometry of the GEANT4 Monte Carlo simulation of the 3 keV (23◦) neutron
scattering measurement.

TOF distributions for all measured scattering angles.

As described earlier, the energy spectrum of elastic recoils consists of a peak, roughly

centered at the recoil energy corresponding to the angle at which the EJ301 neutron detec-

tors have been placed, and an approximately exponentially distributed background. The

peak is due to neutrons that elastically scatter once in the LXe detector and interact nowhere

else (pure single elastic scatters), while the exponential background is due to neutrons that

additionally scatter in other materials surrounding the active volume, that is, their energy

deposit in the LXe is essentially that of a recoil with a random scattering angle. At the

energies we are interested in, the contribution from inelastic scattering is negligible. This

is due to the fact that γ rays from the inelastic scattering of neutrons on Xe are very likely

to be photoabsorbed and thus push the total deposited energy to much higher values.

In Figs. 5.30, 5.31, and 5.32 the black histogram is the spectrum of energies deposited in

the LXe active volume for events where a neutron interacts both in the LXe detector and the

EJ301. Multiple energy deposits can occur in the LXe active volume or in other materials.

The red dotted histogram is the spectrum of energies deposited in the LXe active volume

when the neutron elastically scatters multiple times in the LXe active volume (multiple

elastic scatters), the energy deposited is thus the sum of all scatters. There is no need

to consider mixed multiple elastic-inelastic events as the inelastic interaction again would

push the energy deposited outside of the range of interest. The violet dashed histogram is
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Figure 5.30: (left) Simulated LXe nuclear recoil energy spectrum of neutrons interacting
in the active LXe volume and in the EJ301 neutron detector, not including accidental
coincidences, for the 23◦ and 26.5◦ scattering angles, and for the TOF window used in the
analysis; and TOF spectrum (right). The solid black histogram is the total spectrum while
the violet dashed histogram is the spectrum of neutrons that elastically scatter once in the
LXe active volume and maybe elsewhere. The red dotted histogram is the spectrum of
neutrons that elastically scatter multiple times in the active volume. The blue histogram
is the spectrum of neutrons that interact only via a single elastic scatter in the active LXe
volume. Figure from Plante et al. (2011).
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Figure 5.31: (left) Simulated LXe nuclear recoil energy spectrum of neutrons interacting
in the active LXe volume and in the EJ301 neutron detector, not including accidental
coincidences, for the 30◦, 34.5◦, and 39.5◦ scattering angles, and for the TOF window used
in the analysis; and TOF spectrum (right). Colors as in Fig. 5.30. Figure from Plante et al.
(2011).
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Figure 5.32: (left) Simulated LXe nuclear recoil energy spectrum of neutrons interacting
in the active LXe volume and in the EJ301 neutron detector, not including accidental
coincidences, for the 45◦, 53◦, and 120◦ scattering angles, and for the TOF window used in
the analysis; and TOF spectrum (right). Colors as in Fig. 5.30. Figure from Plante et al.
(2011).
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the spectrum of energies deposited in the LXe active volume by neutrons that elastically

scatter only once in the LXe active volume, but possibly scatter somewhere else as well

(materials scatters). The blue histogram is the spectrum of energies deposited in the LXe

active volume by neutrons that elastically scatter only once in the LXe active volume, and

nowhere else, before interacting in the EJ301.

For the smaller angles the nuclear recoil energy spectrum is clearly dominated by pure

single elastic recoils with 61% at 23◦, but the proportion gradually decreases, reaching

49% at 39.5◦ and 17.8% at 120◦. The multiple scatter contribution is negligible at all

angles, from 3.7% at 23◦ up to 7.0% at 120◦, due to the small dimensions of the active

LXe volume compared to the neutron elastic scattering mean free path. These simulation

results demonstrate clearly that the design goal of minimizing the amount of materials in

the vicinity of the active LXe volume has been achieved.

]oCenter-of-Mass Angle [
0 20 40 60 80 100 120 140 160 180

]
-1

D
iff

er
en

tia
l E

la
st

ic
 C

ro
ss

 S
ec

tio
n 

[b
 s

r

-210

-110

1

10

 = 2.5 MeVnE

Figure 5.33: Neutron differential elastic scattering cross section on Xe for 2.5 MeV neutrons
as a function of the center-of-mass scattering angle.

As mentioned earlier, the spread in energies in the pure single elastic scatter spectrum

is (mostly) due to the finite size of the LXe detector and EJ301 neutron detector. The

uncertainty in nuclear recoil energies for each scattering angle measurement is obtained

by fitting a Gaussian to the single elastic recoil peak in the total energy spectrum (black

histogram) – the spectrum which should be measured by the detector – over the energy

range of kinematically allowed single elastic recoils (blue histogram). The only exception is
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for the 120◦ scattering angle measurement (see Fig. 5.32, bottom). In this case the region

near the elastic recoil peak is contaminated heavily and the spread in energies in the total

spectrum is much wider than the kinematically allowed spread. The contamination mostly

comes from scatters outside the LXe active volume. That is, the neutron differential elastic

scattering cross section on Xe is so small near 120◦ (see Fig. 5.33) that it is more likely for

neutrons to scatter multiple times that add up to something close to 120◦ than to do it in a

single scatter. The energy spread in this case is also obtained by fitting a Gaussian to the

total energy spectrum but over a much larger energy range. The values obtained for the

uncertainty are listed in Tab. 5.4 and in Figs. 5.30, 5.31, and 5.32.

The TOF spectra clearly show that the pure single elastic recoils are in a narrow TOF

band, about 5 ns wide, as one would expect. Events where neutrons scatter in other

materials become dominant at later TOF values. Neutrons that scatter in other materials,

in addition to the scatter in the LXe active volume, lose energy and take a longer path and

hence take longer to travel from the LXe detector to the EJ301 neutron detector. A carefully

chosen TOF cut can therefore enhance the single elastic recoil peak over the exponential

background due to materials scatters. The measured TOF distributions (Figs. 5.26, 5.27,

and 5.28) are wider than the simulated distributions due to the finite TOF resolution, an

energy dependent quantity as we saw in Sec. 5.8.2. When applying the TOF cut to the

simulated recoil energy spectra, the simulated TOF values are convoluted with a Gaussian

resolution function with 3 ns standard deviation, the mean of the measured TOF resolutions

for the neutron scattering measurements.

5.12 Extracting Leff

The energy dependence of Leff is obtained by minimizing the χ2 statistic between the mea-

sured recoil distribution and the simulated distribution with respect to two free parameters,

Leff,j ≡ Leff(Enr,j) and Rj ≡ R(Enr,j), respectively the scintillation efficiency and the en-

ergy resolution at the recoil energy measured Enr,j . Explicitly, the χ2 statistic is computed

from

χ2(Leff,j , Rj) =

N
∑

i=0

[hi − gi(Leff,j , Rj)]
2

σ2
h,i + σ2

g,i (Leff,j , Rj)
(5.20)

where hi and gi are the measured and simulated event rates in energy bin i, respectively,

and σh,i and σg,i the uncertainties of the measured and simulated event rates in bin i,
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respectively. The bins over which the χ2 statistic is computed varies depending on the

scattering angle so that the χ2 does not become dominated by effects in the higher energy

tail of the recoil distribution, nor the low trigger efficiency region. The values used are

summarized in Tab. 5.6.

Table 5.6: Scintillation signal range used to extract Leff for each scattering angle measured
as well as the resulting number of degrees of freedom and the minimum χ2 obtained.

θ χ2 Fit Range (pe) d.o.f χ2
min

23◦ [3, 20] 44 63.2
26.5◦ [4, 25] 20 19.2
30◦ [4, 30] 15 14.4
34.5◦ [7, 40] 16 32.1
39.5◦ [10, 50] 19 21.1
45◦ [10, 70] 15 34.5
53◦ [10, 100] 22 20.9
120◦ [20, 500] 23 21.4

The steps involved in transforming the simulated recoil energy distributions of Figs. 5.30,

5.31, and 5.32 into the simulated recoil energy distribution h, in photoelectrons, are detailed

below.

The recoil energy spectrum obtained from the simulation is first multiplied by the Leff
value under test to convert it to a spectrum with energies in keV (electron-equivalent) and

convolved with a Gaussian energy resolution with standard deviation R
√
E, where R is

the resolution parameter under test. Next, the recoil energy spectrum is multiplied by the

measured light yield Ly to obtain a spectrum in photoelectrons. The number of photoelec-

trons Npe is allowed to fluctuate according to a Poisson distribution. The effect of the PMT

gain fluctuations is incorporated by convolving the recoil energy spectrum in photoelectrons

with a Gaussian single photoelectron resolution with standard deviation Rspe

√

Npe, where

Rspe = 0.6 is the measured mean PMT single photoelectron resolution (Sec. 5.4.3). The

measured trigger efficiency function discussed in Sec. 5.4.2 is then applied to the recoil en-

ergy spectrum. As mentioned earlier, the resulting recoil energy spectrum is divided by the

simulation live time, computed from the neutron generator yield at the operating conditions

(Sec. 5.3.2). Since R is left as a free parameter during the χ2 minimization, any additional

contribution to the resolution not accounted for will be absorbed in that parameter.

The last step involves multiplying the simulated recoil energy spectrum by an overall,
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energy independent efficiency ǫ, taken as the same for all scattering angle measurements.

This efficiency loss is mostly due to the EJ301 energy threshold cut and to the uncertainty

in the absolute neutron generator yield. Both are connected since a loss (gain) of efficiency

in neutron detection with the EJ301 liquid scintillator is equivalent to a decrease (increase)

in the true neutron yield. The efficiency ǫ is necessary because the detection efficiency of

the EJ301 detectors has not been calibrated.

ǫEfficiency 
0.35 0.4 0.45 0.5 0.55

ν/2
χ 
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Figure 5.34: Reduced χ2 values as a function of the efficiency ǫ for the individual fits of the
simulated to measured recoil energy spectra for the 34.5◦ (diamonds), 39.5◦ (open circles),
45◦ (open squares), and 53◦ (open triangles) scattering angle measurements, and for the
combined fit (solid squares). Parabola fits to the reduced χ2 values near their minima are
also shown for the 34.5◦ (dash triple dotted line), 39.5◦ (dash dotted line), 45◦ (dotted line),
53◦ (dashed line), and combined (solid line) measurements.

This efficiency is computed during the χ2 minimization as an additional parameter for

the measurement at the recoil energies of 6.5, 8.4, 10.7 and 14.8 keV. We used the mea-

surements where the single elastic recoil peak is clearly visible. The combined best fit value

for ǫ found was 0.41 whereas the individual values were 0.45, 0.42, 0.36, 0.41, respectively.

Fig. 5.34 shows the χ2 between the simulated and measured spectra as a function ǫ. The

combined best fit value for the four measurements is taken as the efficiency for all mea-

surements, while its uncertainty is taken as the maximum deviation in the measurements,

thus ǫ = 0.41+0.04
−0.05. The 10% relative uncertainty on the efficiency reflects the fact that

uncertainties in the neutron yield from the generator are at this level.
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The fits of the simulated to the measured recoil spectra and associated χ2 functions near

their minima are shown in Figs. 5.35, 5.36, and 5.37 for all measured scattering angles. The

Leff,j and Rj parameters for each scattering angle are found by fitting a rotated paraboloid

of the form

χ2(Leff , R) = χ2
min,j +

[

(Leff − Leff,j) cosωj − (R−Rj) sinωj

Aj

]2

+

[

(Leff − Leff,j) sinωj + (R−Rj) cosωj

Bj

]2

(5.21)

to the computed χ2 values in the vicinity of its minimum. The additional parameters

of the fit are the minimum χ2, χ2
min,j , the paraboloid rotation angle ωj , and the scaling

parameters Aj and Bj . The fitting procedure is used to average out the small variations in

the χ2 landscape. The 1-σ and 2-σ confidence contours for Leff,j and Rj are obtained from

the paraboloid fit by setting the left side of Eq. 5.21 to χ2
min,j +∆χ2

1-σ and χ2
min,j +∆χ2

2-σ,

respectively, where ∆χ2
1-σ = 2.30 and ∆χ2

2-σ = 6.18.

In Figs. 5.35, 5.36, and 5.37, the black histograms (left) are the measured nuclear recoil

spectra while the dark blue histograms are the simulated spectra. The vertical green dashed

lines show the range over which the χ2 statistic is computed for each scattering angle and

correspond to the values listed in Tab. 5.6. The light blue shaded region indicates the effect

of 1-σ variations of Leff and R around the minimum. They are obtained by generating

simulated nuclear recoil spectra with Leff and R values taken along the 1-σ ellipses shown

in the χ2 contour plots (right, solid black line) and recording the maximum and minimum

rates in each bin. The χ2 contour plots show the behavior of the χ2 function around its

minimum for each scattering angle. The minimum obtained from the paraboloid fit is

indicated by a black dot while the 1-σ and 2-σ confidence contours for the Leff,j and Rj

parameters are shown as solid and dashed black lines respectively. The χ2 value of each

contour is also shown.

For energies below 6.5 keV there is an anti-correlation between Leff,j and Rj . This can

be understood by the fact that near the roll-off in the trigger efficiency, if Leff is lowered

such that a larger fraction of the recoils produce scintillation signals unlikely to be observed

then the resolution parameter R has to increase to match the rate measured, and vice-versa.

In other words, since the nuclear recoil spectrum consists mostly of only one side of the



211

Scintillation Signal [pe]
0 5 10 15 20 25 30

]
-1

 d
-1

R
at

e 
[e

ve
nt

s 
pe

0

20

40

60

80

100

120

140

160

o = 23.0θ
 0.6 keV±3.0 

 = 63.22χ

effL
0.075 0.080 0.085 0.090 0.095 0.100

R
es

ol
ut

io
n 

P
ar

am
et

er
 R

0.10

0.15

0.20

0.25

0.30

71
82

95
109

125
144

166
191

219

o = 23.0θ
 0.6 keV±3.0 

Scintillation Signal [pe]
0 5 10 15 20 25 30 35 40 45 50

]
-1

 d
-1

R
at

e 
[e

ve
nt

s 
pe

0

20

40

60

80

100

120

140

160

180

200

220

o = 26.5θ
 0.7 keV±3.9 

 = 19.22χ

effL
0.07 0.08 0.09 0.10 0.11 0.12

R
es

ol
ut

io
n 

P
ar

am
et

er
 R

0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

31
41

54
71

94
125

166

219

290

o = 26.5θ
 0.7 keV±3.9 

Figure 5.35: (left) Fits of Monte Carlo generated recoil spectra (solid lines) to the measured
recoil spectra (data points) and contour plots of the χ2 as a function of Leff and R (right),
for the 23◦ and 26.5◦ scattering angles. The range used for each fit is indicated by the
vertical green dashed lines while the light blue shaded region corresponds to 1-σ variations
of Leff,j and Rj around the minimum. The minimum is indicated by a black dot and the
1-σ and 2-σ contours by solid and dashed black lines, respectively. Figure (left) from Plante
et al. (2011).
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Figure 5.36: (left) Fits of Monte Carlo generated recoil spectra (solid lines) to the measured
recoil spectra (data points) and contour plots of the χ2 as a function of Leff and R (right),
for the 30◦, 34.5◦, and 39.5◦ scattering angles. Colors and lines as in Fig. 5.35. Figure (left)
from Plante et al. (2011).
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Figure 5.37: (left) Fits of Monte Carlo generated recoil spectra (solid lines) to the measured
recoil spectra (data points) and contour plots of the χ2 as a function of Leff and R (right),
for the 45◦, 53◦, and 120◦ scattering angles. Colors and lines as in Fig. 5.35. Figure (left)
from Plante et al. (2011).
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distribution, reducing the mean and broadening the simulated spectrum – or increasing

the mean and reducing the spread – can still provide an adequate match. For energies of

6.5 keV and above, when the mean of the elastic recoil peak is clearly above the roll-off,

then a lower Leff and larger R (or vice-versa) cannot provide a good spectral match and the

anti-correlation gradually disappears. Still, the 53◦ scattering angle χ2 contour plot shows

an anti-correlation but this is probably due to the reduced statistics and the increased

exponential background rate in the vicinity of the elastic recoil peak, the largest for all

scattering angles.

5.13 Results

The procedure described in Sec. 5.12 was used to compute the energy dependence of Leff via

the scattering angles measured. The Leff values obtained are listed in Tab. 5.7. Fig. 5.38

shows the results along with those of prior measurements at low energies (Aprile et al.,

2005, 2009; Chepel et al., 2006; Horn et al., 2011; Lebedenko et al., 2009b; Manzur et al.,

2010; Sorensen et al., 2009).

In Sec. 5.13.1 we describe the different terms included in the uncertainty on the measured

Leff values, while in Secs. 5.13.2, 5.13.3, and 5.13.4 we discuss and assess possible additional

systematic effects.

Table 5.7: Values of Leff obtained for each scattering angle measured, together with their
errors as discussed in Sec. 5.13.1. Values obtained for the resolution parameter R are also
given (including statistical error only).

θ Enr (keV) Leff R

23◦ 3.0± 0.6 0.088+0.014
−0.015 0.18± 0.02

26.5◦ 3.9± 0.7 0.095+0.015
−0.016 0.29± 0.04

30◦ 5.0± 0.8 0.098+0.014
−0.015 0.38± 0.05

34.5◦ 6.5± 1.0 0.121± 0.010 0.29± 0.03
39.5◦ 8.4± 1.3 0.139± 0.011 0.32± 0.04
45◦ 10.7± 1.6 0.143± 0.010 0.33± 0.06
53◦ 14.8± 1.3 0.144± 0.009 0.45± 0.09
120◦ 55.2± 8.8 0.268± 0.013 0.50± 0.20
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Figure 5.38: Measured Leff values as a function of nuclear recoil energy, together with
measurements from other groups (Aprile et al., 2005, 2009; Chepel et al., 2006; Horn et al.,
2011; Lebedenko et al., 2009b; Manzur et al., 2010; Sorensen et al., 2009). Figure from
Plante et al. (2011).

5.13.1 Uncertainty

The total uncertainty on Leff is given by a combination of statistical and systematic factors

with the statistical uncertainty taken from the fit to the data. The systematic uncertainties

include contributions from the spread in nuclear recoil energies, σEnr
, and uncertainties

associated with the 57Co light yield, σLy
, the efficiency of the EJ301 energy threshold cut,

σǫ, the positions of the neutron generator, σrg , and of the EJ301 detectors, σrs . Explicitly

σ2
Leff

= σ2
Leff ,fit

+
(

∂Leff

∂Ly

)2
σ2
Ly

+
(

∂Leff

∂Enr

)2
σ2
Enr

+
(

∆Leff

∆ǫ

)2
σ2
ǫ +

(

∆Leff

∆rg

)2
σ2
rg +

(

∆Leff

∆rs

)2
σ2
rs . (5.22)

The statistical uncertainty, σLeff ,fit, is obtained from the 1-σ contours of the paraboloid fits

to the χ2(Leff,j , Rj) functions, as described in Sec. 5.12. Since Leff depends linearly on the

value of Ly its change with respect to Ly, ∂Leff/∂Ly, is computed straightforwardly. This

is not the case for change in Leff with nuclear recoil energy, ∂Leff/∂Enr.

In theory, the systematic uncertainty on Leff due to uncertainties in nuclear recoil en-

ergies has two contributions, one from the uncertainty in the mean recoil energy Enr, and

one from the spread in nuclear recoil energies. However, in practice, the uncertainty on
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the mean recoil energy is much smaller than the spread in recoil energies. The systematic

uncertainty from the spread in recoil energies comes about if Leff varies substantially over

the range of recoil energies of the single elastic recoil peak, that is, if the energies above or

below the mean give rise to much different scintillation signals, then the scintillation spec-

trum will be stretched or compressed differently above and below, thus shifting its mean.

In contrast, if Leff did not vary with energy, the scintillation spectrum would be compressed

by the same amount over the whole energy range and the systematic uncertainty due to the

spread in recoil energies would be null. One would then include only the contribution from

the uncertainty in the mean recoil energy. The change in Leff with nuclear recoil energy,

∂Leff/∂Enr, is computed in closed form from a logarithmic fit to the measured Leff values

versus nuclear recoil energy. Explicitly the expression used is Leff(Enr) = γ log (κEnr), with

γ = 0.061± 0.006 and κ = 1.1± 0.3 keV−1.

The systematic uncertainty introduced by the uncertainty in the neutron generator yield

is taken into account via the EJ301 energy threshold cut efficiency uncertainty, σǫ. That

is, a loss (gain) of efficiency in neutron detection with the liquid scintillator is equivalent

to a decrease (increase) in the true neutron yield. This assumes that there are no large

spectral shape changes incurred by varying the liquid scintillator threshold cut. This is

verified in Sec. 5.13.3 by examining the change in Leff values obtained by varying the EJ301

energy threshold cut. The contribution to the systematic uncertainty on Leff is calculated

by repeating the χ2 minimization at two different values of ǫ, ǫ− = ǫ − σ−
ǫ = 0.36 and

ǫ+ = ǫ+ σ+
ǫ = 0.45, and computing the change in Leff with respect to ǫ with

∆Leff
∆ǫ

=
Leff |ǫ=ǫ+

− Leff |ǫ=ǫ
−

ǫ+ − ǫ−
. (5.23)

The change in the inferred Leff values due to the uncertainties in the positions of the

neutron generator and of the EJ301 detectors, ∆Leff/∆rg, and ∆Leff/∆rs, respectively,

were calculated through a discrete approximation by performing additional GEANT4 sim-

ulations where each parameter is varied by small amounts. In the case of the uncertainty

in the neutron generator position, two additional simulations were performed, one where

the neutron production point was 1 cm higher and one where it was 1 cm lower than the

position in the baseline simulation. The uncertainty in the neutron generator position was

set to σrg = 5mm, the same as the estimated uncertainty in the position of the EJ301
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neutron detectors (Sec. 5.10). Similarly, in the case of the systematic uncertainty in Leff
due to the uncertainty in the EJ301 detector positions, two additional simulations were per-

formed where neutron detectors are displaced by 1 cm in the positive and negative direction

of maximum change in recoil energy, respectively. The systematic uncertainty contribution

can also be computed analytically through the expression

∂Leff
∂rs

=
∂Leff
∂Enr

∂Enr

∂θ

∂θ

∂rs
(5.24)

where the change in position is also chosen along the direction of maximum change in recoil

energy and yields similar results as the discrete approximation.

Table 5.8: Individual contributions to the uncertainty on Leff for each scattering angle
measured.

θ Enr (keV) Leff σLeff
σLeff ,fit

∂Leff

∂Ly
σLy

∂Leff

∂Enr
σEnr

∆Leff

∆ǫ σǫ
∆Leff

∆rg
σrg

∆Leff

∆rs
σrs

23◦ 3.0± 0.6 0.088 +0.0140
−0.0147 0.0025 0.0016 0.0122 +0.0060

−0.0076 0.0002 0.0015

26.5◦ 3.9± 0.7 0.095 +0.0146
−0.0158 0.0045 0.0018 0.0109 +0.0083

−0.0103 0.0008 0.0013

30◦ 5.0± 0.8 0.098 +0.0135
−0.0146 0.0052 0.0018 0.0097 +0.0074

−0.0093 0.0013 0.0011

34.5◦ 6.5± 1.0 0.121 0.0104 0.0033 0.0023 0.0094 +0.0013
−0.0016 0.0011 0.0013

39.5◦ 8.4± 1.3 0.139 0.0108 0.0034 0.0026 0.0094 +0.0011
−0.0013 0.0026 0.0012

45◦ 10.7± 1.6 0.143 0.0103 0.0037 0.0027 0.0091 +0.0007
−0.0008 0.0011 0.0013

53◦ 14.8± 1.3 0.144 0.0086 0.0056 0.0053 0.0053 +0.0021
−0.0026 0.0006 0.0006

120◦ 55.2± 8.8 0.268 0.0131 0.0073 0.0050 0.0097 +0.0000
−0.0000 0.0005 0.0005

Tab. 5.8 lists the individual contributions to the uncertainty on Leff for each scattering

angle measured. The largest contribution to the total uncertainty in Leff comes from the

spread in recoil energy. At energies below 6.5 keV, this is followed by the uncertainty in the

efficiency ǫ. This is expected as Leff varies most with nuclear recoil energy in this region,

and since the mean of the pure single elastic recoil peak is in the roll-off of the trigger

efficiency curve. For energies of 6.5 keV and above, the statistical uncertainty from the fit

is the next-to leading contribution to the total uncertainty. This is likely caused by the

smaller statistics acquired for the higher recoil energy datasets.

5.13.2 Effect of the Trigger Efficiency

The systematic uncertainty in Leff due to the uncertainty in the trigger efficiency roll-off

has been investigated by varying the trigger efficiency function (Fig. 5.17). If, as in the Leff
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analysis presented here, one assumes the measured trigger efficiency as the true efficiency,

then its statistical uncertainty has a negligible effect on the inferred Leff values. However, if

one assumes that a systematic effect is responsible for the discrepancy between the measured

and simulated trigger efficiencies and takes the simulated efficiency as the true efficiency,

then the effect on the Leff values below 6.5 keV is substantial. Tab. 5.9 list the Leff values

obtained when multiplying the simulated recoil energy spectra by the simulated trigger

efficiency instead of the measured efficiency. Fig. 5.39 shows the change in calculated Leff
values in this case.

Table 5.9: Values of Leff obtained for each scattering angle measured in this study, assuming
the simulated trigger efficiency of Fig. 5.17 as the true efficiency.

θ Enr (keV) Leff, sim
23◦ 3.0± 0.6 0.102+0.013

−0.014

26.5◦ 3.9± 0.7 0.110+0.014
−0.015

30◦ 5.0± 0.8 0.111+0.013
−0.014

34.5◦ 6.5± 1.0 0.124± 0.010
39.5◦ 8.4± 1.3 0.140± 0.010
45◦ 10.7± 1.6 0.144± 0.010
53◦ 14.8± 1.3 0.147± 0.008
120◦ 55.2± 8.8 0.269± 0.012
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Figure 5.39: Change in Leff (magenta open squares) from taking the simulated trigger
efficiency for the computation instead of the measured efficiency, with respect to the results
of Tab. 5.7 (solid squares).
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From Fig. 5.39, it is clear which energies are affected mostly by the trigger efficiency

roll-off. For energies of 6.5 keV and above the effect is negligible. As mentioned in Sec. 5.4.3,

we believe that hardware modeling inaccuracies are responsible for the discrepancy between

the measured and simulated trigger efficiency and not a systematic effect in the efficiency

measurement. That is, we expect the true trigger efficiency to be close to the measured

efficiency but, in principle, it could be as good as the simulated efficiency although that is

not very likely.

5.13.3 Effect of the EJ301 Energy Threshold Cut

The EJ301 energy threshold cut serves the purpose of reducing the background coming

from neutrons that additionally scatter in other materials near the LXe detector and thus

have a lower energy when reaching the EJ301 detector. In principle, if the nuclear recoil

spectrum in the LXe detector varied drastically with the neutron energy deposited in the

EJ301 detector the threshold chosen could have a systematic effect on Leff . The effect is

studied by repeating the analysis with two different EJ301 threshold energies, 30 × 106 e−

and 45 × 106 e−, below and above the cut chosen for the main analysis (Sec. 5.7). The

resulting change in Leff values calculated is shown in Fig. 5.40. No significant bias in Leff
results from the variation of this cut.
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Figure 5.40: Change in Leff resulting from varying the EJ301 energy threshold cut from
30×106 e− (blue open circles) to 45×106 e− (red open triangle), with respect to the results
of Tab. 5.7 (solid squares).
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5.13.4 Effect of the Resolution Parameter R

The validity of the approach of extracting Leff via the minimization of χ2(Leff,j , Rj) with

the addition of a second parameter, the energy resolution parameter R, has been ques-

tioned (Collar, 2011). The question raised is not whether or not the simulated energy spec-

tra should be convolved with an energy resolution function to infer the energy dependence

of Leff but rather that this function is predictable and that leaving it as a free parameter

risks “substantially biasing Leff towards artificially large values and reducing uncertainty”.

We disagree that adding the resolution parameter risks reducing uncertainty as adding a

parameter that is correlated to another one will in general increase the uncertainty on the

latter, not reduce it. Nonetheless, it is important to examine at which extent the values of

Leff are biased.

Among the previous low-energy direct measurements of Leff (Aprile et al., 2005, 2009;

Chepel et al., 2006; Manzur et al., 2010) only the analysis of Manzur et al. considered the

effects of the uncertainty in the energy resolution. In the analysis of Manzur et al., the

energy resolution function was determined from the measured recoil spectra at 56 keV and

66 keV and assumed to be of the form σ = a
√
N , where N is the number of photoelectrons.

Energy spectra were convolved with this resolution function, with the geometrical energy

spread subtracted in quadrature, and the systematic effect on Leff was examined by varying

the resolution within its uncertainty. There a few issues with this prescription. First, the

number of energies used that enter the fit to extract the parameter a is very limited and

at high energies compared to the energies at which the function extrapolated. Second, the

recoil spectra used are at energies where the spread in nuclear recoil energies is dominated

by multiple scattering in materials in the vicinity of the LXe detector (see Fig. 9 of Manzur

et al. (2010)) and not by any processes inherent to the production of the scintillation signal

in LXe or its detection by PMTs.

In order to verify if there is a systematic effect on the Leff values calculated, and what is

its size, when the resolution parameter R is left as a free parameter, the Leff χ2 analysis has

been repeated by fixing the energy dependence of the resolution, using a fit to measured

resolutions at higher energies, in a manner analogous to what was done in the analysis

of Manzur et al..

Scattering angles where the elastic single scatter peak is clearly above the trigger effi-



221

ciency roll-off – energies of 6.5 keV and above – were fitted with Gaussian functions over an

exponential background and the resolutions obtained are fitted to two different models for

the energy dependence of the energy resolution, a
√
E and a

√
E + bE. The energy spread

due to the finite size of the detectors is subtracted in quadrature to remove its contribution.

Fig. 5.41 shows the energy resolutions (σ/E) obtained via the Gaussian fits (open triangles)

and the results of the fits to both models of the energy dependence. The values obtained

in the χ2(Leff,j , Rj) minimization described in Sec. 5.12 are also shown as a comparison

(solid triangles). As both models describe the data properly, the model with fewer param-

eters, a
√
E, is used to obtain the energy resolution at a given recoil energy. Explicitly, the

expression used is σ(E) =
(

1.30± 0.08 keV1/2
)√

E.

Fig. 5.42 shows the effect of fixing the energy resolution instead of leaving it as free

parameter on the calculated Leff values. The change in Leff is well within the quoted error

bars.
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Figure 5.41: Measured nuclear recoil energy resolution (σ/E) from Gaussian fits over an
exponential background, for energies of 6.5 keV and above (open triangles), and from the
results of the χ2 analysis described in Sec. 5.12, for all energies (solid triangles). In both
cases the contribution from the spread in nuclear recoil energies due to the finite size of the
detectors is subtracted in quadrature. Fits to two models for the energy dependence of the
resolution, a

√
E and a

√
E + bE, are also shown as dashed and dotted lines respectively.

Both models are fitted only to the energy resolution values inferred from the Gaussian fits
(open triangles).
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Figure 5.42: Change in Leff (open squares) as a result of fixing the energy resolution instead
of leaving it as a free parameter, with respect to the results of Tab. 5.7 (solid squares).

5.14 Discussion

Our results are the most precise measurements of Leff at low energies so far, down to

3 keV. They suggest that Leff slowly decreases with decreasing energy, from 0.144 ± 0.009

at 15 keV to 0.088+0.014
−0.015 at 3 keV. The agreement at 8.4 and 10.7 keV with the points at

8 and 10 keV of Aprile et al. (2009) is excellent. Considering that the two measurements

were performed with different LXe detectors, using different incident neutron energies, and

at different neutron fluxes, reinforces the accuracy of the new measurement. The point at

5.1 keV is at the lower end of the error bar of the measurement of Aprile et al. (2009).

The increased background due to neutron multiple scatters in materials surrounding the

detector in that measurement could be responsible for this shift.

Our results below 10 keV are consistent with those of Manzur et al., within errors. We

point out, however, that the statistical errors quoted in Manzur et al. seem to be much

larger than 1-σ errors, judging by the (reduced) χ2 versus Leff plots of Fig. 11 of Manzur

et al. (2010). In Tab. 1 of Manzur et al. (2010) the statistical and systematic errors are

given separately and the caption of Fig. 11 states that “The points show the different Leff
values tested while the curve is a fit to the points used to find the 1-σ errors on the Leff
value”. From Fig. 11 (a), we can extract that the χ2 distribution for the 6 keV data

point has 35 degrees of freedom, 37 bins minus 1 parameter, Leff , minus 1 for the overall
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scaling left free. The confidence interval (statistical uncertainty only) for Leff quoted is

[0.077− 0.022, 0.077 + 0.028], clearly the reduced χ2 value at which the parabola reaches a

width of 0.022 + 0.028 = 0.05 is much higher than a reduced χ2 of (35+1)/35, what would

be expected for the 1-σ confidence interval of a 1 parameter fit.

The fact that our Leff values are systematically higher than those obtained by Manzur

et al. could be explained by their use of the maximum neutron energy of 2.8 MeV instead

of the mean energy in the calculation of Leff (Manalaysay, 2010). It could also be due

to an underestimation of their true trigger efficiency, whose simulation was not validated

with a measurement. As discussed in Sec. 5.13.2, since there is a discrepancy between our

measurement of the trigger efficiency and the simulated efficiency, our results could also

be systematically biased to lower Leff values. As mentioned earlier, because the trigger

efficiency measurement was performed in a direct way, it can only be biased to lower trigger

efficiency values. In other words, we cannot have less trigger signals than those that were

measured. The size of the bias on Leff , assuming that the simulated efficiency is the true

efficiency, was shown in Tab. 5.9.

At low energies, our results are incompatible with the indirect Leff measurements of

Sorensen et al. (2009) and Lebedenko et al. (2009b) or with considerably smaller Leff values

such as those suggested in Collar (2010). However, they are compatible with the values of

Horn et al. (2011). It is informative to note that the Leff derived from the first science run

(FSR) of Horn et al., higher at low energies than the one derived from the second science

run (SSR), is also for the science run with the higher light detection efficiency (Fig. 2 of

Horn et al.). The point at which both Leff curves start to diverge is also the point at which

both light detection efficiency curves start to substantially differ.

We have not performed any measurement of Leff below 3 keV to avoid the low trigger

efficiency region. If Leff were to decrease below 3 keV with the same logarithmic slope

as observed between 3 and 10.7 keV, one would predict that at 2 keV, for example, Leff
would be reduced to 0.0634. The single elastic recoil peak for such a measurement would

lie at 3 pe, and thus at a trigger efficiency of 45%. In these trigger conditions, the fraction

of the neutron scattering rate which produces measurable signals becomes comparable to

the relative uncertainty on the neutron generator yield. The systematic uncertainty on

Leff from the uncertainty in neutron generator yield would be considerably larger than for

the 3 keV measurement. Fig. 5.43 shows a simulated recoil spectrum (black) that could
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be the result of a measurement at a scattering angle of 19.5◦, corresponding to a recoil

energy of 2.0 ± 0.5 keV. The green histogram shows the simulated recoil energy spectrum

in mean number of photoelectrons, that is, without Poisson fluctuations in the number of

photoelectrons. The gray dashed and solid histograms correspond to the expected recoil

energy spectra in measured photoelectrons, with Poisson fluctuations and after the single

photoelectron resolution have been taken into account. The gray solid histogram has an

additional contribution to its spread in measured photoelectrons such that its resolution

would be consistent with what could be expected at 2 keV from Fig. 5.41. Finally, the

black histogram includes the effect of the trigger efficiency roll-off near threshold.
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Figure 5.43: Expected recoil energy spectrum (black) for a scattering angle of 19.5◦, assum-
ing Leff(2 keV) = 0.0634, along with the recoil energy spectrum without Poisson fluctuations
(green), with Poisson fluctuations and finite single photoelectron resolution (dashed gray),
with Poisson fluctuations, finite single photoelectron resolution and additional spread (gray
solid, see text), and finally additionally including the effect of the trigger efficiency (black).

In the case where the effect of the trigger efficiency roll-off is neglected, the single elastic

recoil peak is shifted to considerably lower values of the scintillation signal due to the low

number of photoelectrons expected. In addition, once the effect of the trigger efficiency

roll-off is taken into account, most of the rate at these low number of photoelectrons is lost.

In contrast, the 3 keV measurement does not yet enter this regime where the position of the

single elastic recoil peak is heavily biased by Poisson fluctuations in the number of detected

photoelectrons.
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5.15 Conclusions on Measurements of Leff

In this chapter we have described in detail the LXe detector, experimental setup, and anal-

ysis technique used to perform a new measurement of Leff at low energies. The result is

the most precise measurement of Leff at low energies, to date. Several checks have been

performed to demonstrate the robustness of the result. The measurement of Leff at low

energies is a surprisingly difficult measurement, where threshold effects and efficiencies can

bias results. Bringing this project to fruition gave us some insights into which improve-

ments could lead to a more precise measurement or to the elimination of certain systematic

uncertainties. This section discusses these ideas.

At low energies, the largest contribution to the uncertainty on Leff , as mentioned earlier,

comes from the uncertainty in recoil energies, through the variation of Leff with energy.

Obviously nothing can be done about the energy dependence of Leff but the uncertainties

in recoil energies can be reduced. Since most of the spread comes from the geometrical

acceptance of the LXe detector and the liquid scintillators, one obvious solution is to place

the neutron generator and the liquid scintillators further away from the LXe detector.

Equivalently, one could reduce the size of the LXe detector instead of moving the generator

away from it. The contributions to the spread from the neutron generator and liquid

scintillator distances have to be taken into account simultaneously since the final elastic

recoil energy distribution corresponds to the convolution of the allowed angular range from

the generator to the LXe detector with the allowed angular range from the LXe detector

to the liquid scintillator. Since the LXe detector and liquid scintillator coincidence rate

will diminish rapidly as the neutron generator and the liquid scintillators are taken further

away from the LXe detector the easiest solution is probably the use of an array of liquid

scintillators. The only limitation in the number of liquid scintillators that could be used,

besides the cost of the units, is the available space.

The next most important contribution to the uncertainty on Leff is due to the uncertainty

in the neutron generator flux. This could be improved by using an independent liquid scin-

tillator detector, perhaps placed in the forward neutron production direction, which would

be used to monitor the neutron flux. This would allow the verification of the constancy of

the neutron flux over each measurement and reduce dramatically the uncertainty on the

flux. A related improvement would be to perform a detection efficiency calibration of the
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liquid scintillator, probably only at the neutron energy used for the scattering experiment.

A more in-depth characterization of the energy-angle flux of the neutron generator

would also benefit a future measurement. The angular straggling of deuterons in the target

would be the next effect to incorporate into the neutron generator model. Additionally, by

exploiting the correlation between the neutron emission angle and its energy it would also

be possible to vary the neutron energy and the neutron flux within the same experimental

setup. At deuteron energies of 80 keV, for example, one could vary the neutron energy

from ∼2.8 to ∼2.2 MeV, in the forward and backward direction, respectively. Although

the value of Leff at higher recoil energies is not as crucial for the interpretation of dark

matter searches with LXe detectors, a measurement at energies above 20 keV would also

be welcomed to clarify the behavior of the quantity. Such measurements should probably

be performed with higher energy neutrons from the 3H(d, n)4He or 3H(p, n)3He reactions

to avoid the region of low differential elastic scattering cross section of neutrons on Xe at

angles larger than 60◦ (Fig. 5.33).

We find that our liquid scintillator positioning procedure with the aluminium rules and

the laser tripod was adequate. The position uncertainty of the neutron generator is the

smallest contribution to the systematic uncertainty on Leff , followed by the contribution

from the uncertainty in the EJ301 neutron detector positions. If the positioning accuracy

can be maintained as the liquid scintillators are moved further away from the detector then

its contribution to the systematic uncertainty on Leff would decrease as the inverse of the

distance.

For measurements of Leff at low energies, where the efficiency roll-off near threshold can-

not be avoided, a comprehensive analysis of the energy dependence of the trigger efficiency

is required. In our case we have tried to improve the situation by measuring as directly as

possible the efficiency but have faced a disagreement between the expected efficiency and

the measured one. Needless to say that one area of improvement could be to try to resolve

this discrepancy. More details on the PMT single photoelectron distributions could be used

to refine the trigger efficiency simulation. Similarly, additional effects could be added to

the modeling of the hardware components, the finite bandwidth of the discriminator for

example. In parallel however, some investigation should go in the search for systematic

effects in any trigger efficiency measurement performed. For example, in a measurement

similar to ours one could think of collimating the 22Na beam such that one would probe
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only portions of the active LXe volume.

The light detection efficiency will obviously remain one of the parameters with the most

influence, almost directly determining the lowest recoil energy measurable. Considering

that this LXe detector has the highest light detection efficiency achieved in a LXe detector,

precise measurements of Leff in the near future at lower energies are probably impractical.
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Chapter 6

Dark Matter Results from 100 Live

Days of XENON100 Data

The response of the XENON100 detector to electronic recoils and to nuclear recoils was

obtained during the during the commission run (run 07), which ended on January 12th,

2011. A very low background level of < 6× 10−3 events keV−1 kg−1 d−1 was also confirmed

with data taken during the commissioning run, 11.2 days of which were used to obtain the

first dark matter results of XENON100 (Sec. 4.6). All the elements were in place for the

start of a science run. A dark matter search (run 08) was thus started on January 13th,

2010, 3 weeks after the neutron calibration, and ended on June 8th, 2010. After a neutron

calibration one must wait a few weeks for the metastable Xe states produced during the

calibration to decay (8.88 d and 11.84 d half-lives), although at 164 keV and 236 keV the

γ rays produced do not have a large impact on the background in the energy range for a

WIMP search. The summary of the data accumulated during this period (run 08) and the

calibration and science data acquired in run 07 is shown in Fig. 6.1.

The total data taking period of the dark matter search is 100.9 live days, after the

removal of 18 days in April with the presence of increased electronic noise, and the rejection

of ∼2% of the exposure due to variations in the operating parameters of the detector.

Events with their largest S1 signal below 160 pe and below the 90% electronic recoil band

quantile, in terms of log10 (S2/S1), were blinded during the data taking. This left most

of the electronic recoil events accessible to verify the quality of the data acquired. The

calibration data acquired amounted to ∼2.9 live days for 241AmBe and 5.8 live days for
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60Co. The rate at low energies from a 60Co calibration is such that one day is equivalent to

approximately 200 days of background data in the fiducial volume chosen (Sec. 6.1.1).
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Figure 6.1: Summary of the accumulated science and calibration data from run 07 and
run 08. A period of data taking in April was rejected due to an increased electronic noise
level. An additional ∼2% of the exposure was rejected (not taken into account here) due to
variations in detector operating conditions.

The electronic recoil background for this period is higher than the background inferred

from the science data of the commissioning run (run 07). The value measured is < 22 ×
10−3 events keV−1 kg−1 d−1 compared to < 6× 10−3 events keV−1 kg−1 d−1 for the previous

measurement. The additional background is due to 85Kr, introduced into the detector via

an air leak during the replacement of the Xe recirculation pump, which took place before

the beginning of the dark matter search. The natKr concentration inferred was 700±100 ppt
compared to 143+130

−90 ppt previously. This implies an increased uniform background in the

TPC from the β decays of 85Kr.

6.1 Analysis

The different components of the analysis chain are very similar to those used for the results

presented in Sec. 4.6. The raw data was processed with the event processing software

described in Sec. 3.4.3. The neural network based position reconstruction algorithm was

used while the positions calculated from the other algorithms were used for consistency

checks. The event positions measured were transformed into physical event positions in

the TPC with the position correction function described in Sec. 4.3.1, and the S1 and S2
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signals were corrected for their spatial dependence (Secs. 4.3.2, 4.3.3, and 4.3.4). The S2 (z)

correction was smaller than for the previous results with the electron lifetime increasing

from 230µs to 380µs during the data taking period. Lastly, the discrimination parameter

was modified to the logarithm of the ratio of the S2 signal from the bottom PMT array,

S2b, to the S1. The more uniform response of the signal of the bottom array as a function of

position in the xy plane (Fig. 4.11), and hence smaller relative correction, was the motivation

for this choice.

6.1.1 Data Selection

The energy window for the dark matter analysis was chosen between 4 and 30 pe which,

from the Leff parametrization used (Sec. 6.1.4), corresponds to 8.4− 44.6 keVnr. The lower

threshold was set at 4 pe for the same reason as the previous dark matter analysis (Sec. 4.6),

mostly because the acceptance of the S1 twofold coincidence cut is high and because it allows

to differentiate between true low energy S1 signals from spurious electronic noise and other

S1-like features. The higher bound was chosen because most of the WIMP-induced nuclear

recoils are expected below this energy.

The data selection cuts used can be separated in the same categories as described earlier,

basic quality cuts, single scatter cuts, fiducial volume cuts, and consistency cuts. We detail

the cuts used in each category.

Basic Quality Cuts

In the category of basic quality cuts, the cuts used are: a signal to noise cut, a S1 coincidence

cut, a S2 lower threshold cut, and specific cuts designed to remove infrequent pathological

events not compatible with true low energy interactions in the LXe volume. The signal

to noise cut requires that the largest S1 and S2 signals comprise at least half of the total

signal present in the waveform. The rest of the signal is often due to delayed single electron

electron extraction S2 signals (Sec. 4.2.4). The S1 coincidence cut requires, as explained

before, that at least two PMT register a signal above 0.35 pe within a ±20 ns window

centered on the highest digitizer sample of the S1 signal. Finally, the lower S2 threshold cut

requires events to have at least 300 pe in their largest S2 signal. This is chosen in relation

to the > 99% S2 trigger efficiency above 300 pe.
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Single Scatter Cuts

Since WIMPs are expected to scatter only once in the detector, cuts are applied to select

events where only one interaction is present in the waveform, that is, in the best of circum-

stances, a single S1 peak and a single S2 peak. However there are several other factors that

can produce additional S1-like or true S1 features, as is the case for S2 peaks. Specifically,

additional S1-like features can be caused by PMT dark counts, very low yield single elec-

tron S2 signals, or by accidental coincidences between two genuine interactions for example.

Additional S2-like signals are most often the result of delayed extraction of single electrons.

There are three single scatter cuts applied: a single S1 cut, a single S2 cut, and a

veto coincidence cut. The single S1 cut requires that any other S1 peak present in the

waveform, besides the one with the largest PMT coincidence, either be consistent with

electronic noise or PMT dark counts, that is, with a coincidence level below 2, or that it

be unrelated to the S2 signal, that is, with a drift time beyond the maximal value or with

an uncharacteristically large S2/S1 ratio. This cut is defined in this manner to keep a high

acceptance on low energy events even in the presence of spurious electronic noise and large

PMT dark count rates, which can artificially increase the coincidence level above threshold.

The single S2 cut requires that any other S2 peaks present in the waveform be small enough

to be consistent with delayed single electron emission. Finally, the veto coincidence cut,

which is the same as the one used for the previous analysis (Sec. 4.6.1), rejects events with

a S1 signal in the veto volume larger than 0.35 pe which are in coincidence with the S1

peak selected in the target volume.

Fiducial Volume Cut

The fiducial volume is increased to a 48 kg super-ellipsoidal volume, instead of the cylindrical

40 kg used in the previous dark matter results. In general, one would chose the optimal

fiducial volume by maximizing the sensitivity given all known backgrounds. Specifically,

one would construct the expected three dimensional position distribution of each source of

background, statistical leakage from electronic recoils, anomalous leakage from electronic

recoils or any other source, neutron-induced nuclear recoils, etc, add all the contributions,

find three dimensional contours of equal background rate, and calculate the sensitivity for

each contour.
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Due to the uniform 85Kr background present for this run, the fiducial volume was

optimized on the expected statistical leakage from electronic recoils, from both detector

materials and 85Kr. The probability of an event leaking was considered to be independent

of position, the event rate itself of course is not independent of position. The fiducial

volume functional description chosen that could follow contours of equal rate is that of

generalized super-ellipses in the r2z plane,
∣

∣r2/a
∣

∣

m
+ |(z − z0) /a|n = 1, with m,n > 0.

The volume was chosen as large as possible but limited to regions of the TPC where the

response of the detector is well understood, that is, away from surfaces since the volume

itself is homogeneous. The final choice is shown in Fig. 6.6.

Consistency Cuts

The last category of cuts is consistency cuts, by which is meant cuts that require the S1

and S2 signals, and some of the derived parameters, to be consistent with single scatter

interactions within the target. Three such cuts were applied in the analysis, a S2 width cut,

a S1 pattern cut, and a position reconstruction cut.

The S2 width cut rejects events whose S2 signal width is inconsistent with that expected

from the proportional scintillation signal of an electron cloud created at the z position

calculated and drifted to the liquid surface. First, the width of a single electron S2 signal is

on the order of 0.4µs, which corresponds to the time an electron takes to travel across the

2.5 mm proportional amplification region with a drift velocity of 6.86mm/µs at 12 kV cm−1

and 2.25 atm. Since the electron cloud diffuses as it drifts from the interaction point to the

surface, then we expect the width of the total S2 signal, the sum of all the amplified electron

signals, to increase with the depth of the interaction. The S1 pattern cut rejects events

whose S1 signal distribution on PMTs is inconsistent with the distribution expected for an

event at the position reconstructed. The expected distribution of the S1 signal as a function

of position within the TPC is obtained from 137Cs calibration data taken at a low anode

voltage to ensure no bias in the reconstructed positions. The expected distribution is simply

the probability of a photon emitted at a position (x, y, z) to be detected by PMT i. This cut

is designed to remove events with additional energy deposits in charge insensitive regions of

the target volume, below the cathode for example. Finally, the position reconstruction cut

has two requirements: that the S2 distribution on PMTs of the event be consistent with

the expected distribution at the position calculated, and that the position calculated from
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all three position reconstruction algorithm be consistent. In practice the only true energy

deposit events which do not satisfy the position reconstruction cut are events where two

interactions occurred in the same z slice, within the double S2 peak resolution of the event

processing software (∼3mm).

Cumulative Cut Acceptance

The acceptance was estimated for all cuts except the fiducial volume cut whose acceptance

is taken into account by assigning an uncertainty on the fiducial mass. The cut acceptances

are estimated using a variety of datasets: Monte Carlo simulations, 241AmBe and 60Co

calibration data, and background data outside the blinded region of the dark matter search.

Many of the cuts, such as the S2 width cut and the S1 pattern cut are constructed to have

a high acceptance on single scatter nuclear recoil events by cutting at fixed quantiles (95%

for example) in the distributions. Almost all cuts used have a mild energy dependence, with

less than 5% variations over the energy range considered, and a high acceptance: signal to

noise ∼97%, S2 width ∼90%, single S1 ∼99%, single S2 ∼95%, S1 pattern ∼97%. The only

exceptions are the S1 coincidence cut and the S2 threshold cut, the latter being responsible

for most of the acceptance loss at low energies. The reason for this is easy to understand

by looking at the nuclear recoil band calibration (Fig. 4.13). At low energies, the variance

of the nuclear recoil band is large and the S2 threshold removes an increasing fraction of

nuclear recoils with decreasing energy. To be accurate, those events are not actually all

removed by the cut but rather that a trigger is not generated on their S2 signals with high

efficiency. This is also exacerbated by the fact that events at longer drift times are more

likely to fail to generate a trigger, due to electron attachment to impurities. The efficiency

of the cut is thus estimated from a comparison of the measured S1 versus S2 distribution

for nuclear recoils and a Monte Carlo simulation. The resulting cumulative cut acceptance

for different WIMP masses is shown in Fig. 6.2.

The reason why the cumulative cut acceptance depends on the WIMP mass is not

intuitive and deserves some explanation. The first element to the explanation is that for a

detector with an energy threshold Q<, and assuming a WIMP galactic escape velocity vesc,

there is a WIMP mass below which no recoils will have an energy higher than Q<, given



234

Energy [keVnr]
10 20 30 40 50

 A
cc

ep
ta

nc
e

0

0.2

0.4

0.6

0.8

1

S1 [PE]
5 10 15 20 25 30 35

Figure 6.2: Cumulative cut acceptance for single scatter nuclear recoils within the fiducial
volume for WIMP masses mχ ≥ 50GeV/c2 (solid red line), mχ = 10GeV/c2 (dotted green
line), mχ = 7GeV/c2 (dash-dotted black line). The cumulative cut acceptance for the
optimum interval parallel analysis (see text), which uses a fixed log10 (S2b/S1) discrimination
cut is also shown (dashed blue line). Figure from Aprile et al. (2011a).
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For a Xe target and the 8.4 keVnr threshold chosen, using vesc = 544 km/s, this corresponds

to ∼14GeV/c2. The sensitivity below this mass comes from the expectation that the mea-

sured scintillation signal of nuclear recoils can fluctuate above the S1 value that corresponds

to the energy threshold, due to a finite energy resolution near threshold. Given the low scin-

tillation light detection efficiency, ∼0.035 pe/photon, fluctuations of the measured S1 signal

near threshold are well approximated by Poisson statistics. However, even if the measured

S1 signal can fluctuate above threshold, the S2 signal associated with the event in general

does not fluctuate above the S2 trigger threshold. Consequently, the increase in sensitiv-

ity from upwards fluctuations of measured scintillation signals is also accompanied by an

acceptance loss, via the S2 threshold cut. Even if the S1 signal of nuclear recoils induced

by low mass WIMPs can fluctuate above threshold, the probability that the S2 signal be

above the trigger threshold (and the S2 threshold cut) decreases for lower WIMP masses.

6.1.2 Profile Likelihood

Usually, the technique employed to calculate limits depends on the expected background

in the signal region and on the uncertainty of the prediction. When no background is
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expected, one typically calculates the 90% confidence upper limit for the WIMP-nucleon

cross section using a Poisson distribution with a mean of the observed number of events.

In cases where the background is known beforehand and its rate predictable to reasonable

accuracy, one normally uses the Feldman-Cousins approach (Feldman and Cousins, 1998)

for the calculation of the 90% confidence upper limit for the cross section. Obviously, the

resulting limit will be better if this background subtraction approach is used. However,

this will result in a penalty if the prediction of the background is not accurate. For cases

where there is a potential for the presence of an unexpected background, Yellin’s optimum

interval method (Yellin, 2002), or its two-dimensional generalization, is often employed.

Both of these methods make use of the expected signal distribution in the energy range of

the search. However, they are designed to result in upper limits only and do not have a

natural extension to a detection claim, in contrast to the Feldman-Cousins method. All of

these methods also do not allow to calculate a limit at a given confidence level including

systematic uncertainties, which have to be treated separately (as was done for the results

of Sec. 4.6.3 with Leff for example).

The decision was made beforehand to use a new approach (Aprile et al., 2011c) based

on the profile likelihood ratio test to derive the results from the dark matter search. This

approach allows the use of the full discrimination parameter space, and hence does not

need the definition a priori of a signal region. The testing of both the background-only

and the signal plus background hypotheses, regardless of the events observed, provides

an objective criteria for a detection claim and does not result in undercoverage of the

calculated limit from the so called “flip-flop” problem. It also allows the treatment of

systematic uncertainties in a unified manner. A benchmark signal region was nevertheless

defined to perform an optimal interval analysis in parallel and also because it allows a direct

comparison of the expected background with the observed events.

6.1.3 Background Prediction

The upper bound of the benchmark signal region was defined at a fixed electronic recoil

rejection of 99.75%, to provide maximum rejection of the uniform 85Kr background. The

lower bound was chosen as the 3-σ contour below the nuclear recoil band. The benchmark

signal region is shown in Fig. 6.3, along with a subset of the nuclear recoil band calibration

data (gray dots). The band and the signal region are shown on the discrimination axis with
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the electronic recoil band mean subtracted. The other boundaries are the energy range

(8.4− 44.6 keVnr) and the S2 = 300 pe software threshold.
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Figure 6.3: Benchmark signal region defined for the parallel optimum interval analysis
bounded above at fixed electronic recoil rejection of 99.75% and below by the 3-σ contour
of the nuclear recoil band.

The background in the signal region has a contribution from the statistical leakage from

the electronic recoil background, anomalous leakage, and neutron-induced nuclear recoils.

The statistical leakage, dominated by the 85Kr background, was estimated from the non-

blinded portion of the electronic recoil band. The total number of events expected from

statistical leakage in the benchmark region for the 100.9 live days exposure is 1.14 ± 0.48.

The anomalous leakage contribution to the background can in principle have many sources.

As mentioned earlier, the electronic recoil band is empirically measured to be Gaussian

distributed in log10 (S2/S1) at the ∼99.5% level, and this is also the case here in terms

of log10 (S2b/S1) when only the bottom PMT array signal is used. Non-Gaussian events

are observed however in electronic recoil calibration data. One event topology, initially

identified in the XENON10 detector (Angle et al., 2008a), and which can produce a non-

Gaussian contribution is that of events with an additional scatter in a charge insensitive

region of the target volume. The S2b/S1 ratio is then artificially reduced due to the missing

charge signal of the additional interaction. The expected rate of such event topologies and

their spatial distribution was estimated via Monte Carlo simulations and is consistent with

the rate observed in 60Co calibration data when such events are selected by their S1 PMT
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distribution. The observed anomalous leakage event rate in 60Co calibration data appears

higher than from that contribution alone however. The total anomalous leakage contribution

is thus estimated by making the following assumptions. The first two assumptions are that

this rate is uniformly distributed in energy and that 60Co data is representative of the

background in the energy range of the dark matter search. The last assumption is that the

fraction of the electronic recoil background rate from 85Kr do not contribute any anomalous

leakage. Since 85Kr undergoes β decay this is a reasonable assumption, at least for any

contribution through a process similar as described earlier with additional interactions in a

charge insensitive region. The total number of anomalous leakage events predicted in the

fiducial volume and energy range for the 100.9 live days exposure is 0.56+0.21
−0.27.

The neutron-induced nuclear recoil background contribution is composed of muon-

induced neutrons and neutrons produced by (α, n) and spontaneous fission reactions in

the detector materials and the passive shield. The muon-induced neutron background dom-

inates the nuclear recoil background with 70% of the expected rate, estimated from a simu-

lation of the experimental site of the XENON100 experiment where muons are propagated

according to the measured muon flux. The neutron energy spectrum and neutron yield

from (α, n) and spontaneous fission reactions in detector materials are calculated from the

measured radioactive contaminations (Aprile et al., 2011d). These results are then used as

input to a simulation that propagates the produced neutrons in the XENON100 detector

geometry and determines the number of neutron-induced nuclear recoils in the fiducial vol-

ume and energy range that should be produced. The total number of single scatter nuclear

recoils inside the fiducial volume and within the energy range chosen for the 100.9 live days

of exposure is 0.31+0.22
−0.11. This corresponds to a number of single scatter nuclear recoil events

in the benchmark signal region of 0.11+0.08
−0.04.

The total prediction in the benchmark signal region for the 48 kg fiducial volume and

for the 100.9 days exposure is thus 1.8± 0.6 events.

6.1.4 Nuclear Recoil Equivalent Energy

The new measurement of Leff at low energies discussed in Chap. 5 is the most precise

measurement of this quantity at low energies, to date. The trend observed is of a slowly de-

creasing Leff towards low energies. This new measurement has been taken into account for

the parametrization of the energy dependence of Leff . As was the case for the parametriza-
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tion used for the dark matter results described in Sec. 4.6, all published direct measurements

of Leff are used in the procedure to derive the parametrization. The parametrization, to-

gether with its uncertainty, are obtained from a recoil energy dependent Gaussian fit to all

measurements of Leff . Below 3 keVnr, the Leff parametrization is logarithmically extrapo-

lated to zero scintillation at 1 keVnr. The resulting parametrization and its uncertainty is

shown in Fig. 6.4 along with the data from direct measurements of Leff .
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Figure 6.4: Parametrization used (blue line) for the energy dependence of Leff . Below
3 keVnr, the parametrization is logarithmically extrapolated to zero scintillation at 1 keVnr.
The dark blue and light blue shaded regions correspond to the 1-σ and 2-σ contours of
the parametrization. The parametrization used is strongly supported by the recent Leff
measurement described in Chap. 5. Figure from Aprile et al. (2011a).

6.2 Results

The data was unblinded on April 3rd 2011 and the analysis machinery was unleashed on

the 100.9 days of exposure. After unblinding, a total of six events were observed in the

predefined benchmark signal region. Inspection revealed, however, that three out of six

events had a S1 peak candidate clearly part of an electronic noise contamination in the

waveform. One such event is shown in Fig. 6.7. The S1 peak candidate is selected from

part of a periodic structure present in the waveform. The S1 coincidence is marginally

fulfilled because the electronic noise is correlated on several PMT channels. The electronic

noise structure even appears in channels where the associated PMT is not biased to high
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voltage. The events from the noise population mostly lie below the S1 analysis threshold

of 4 pe but three of them leaked in the signal region. Events with their largest S1 peak

candidate part of this noise population can be identified and rejected with a cut on the

PMT coincidence level that considers the fact that the noise is correlated on other channels

and by cutting on the S1 width. The combined acceptance of those post-unblinding cuts

on single scatter nuclear recoils is essentially 100%.
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Figure 6.5: Cumulative cut acceptance (top, same as Fig. 6.2) and observed event distri-
bution (bottom, black dots) in log10 (S2b/S1) as function of energy for the 100.9 live days
exposure and passing all cuts (including post-unblinding cuts). Three candidate events
remain (red circles) while 1.8 ± 0.6 events were expected as background. A subset of the
241AmBe calibration data is also shown (gray dots). The dark matter search region was
chosen between 4 and 30 pe (8.4 − 44.6 keVnr) (vertical dashed blue lines) and above the
S2 software threshold (curved dashed blue line). The optimum interval additionally uses a
fixed 99.75% electronic recoil rejection cut (horizontal dashed green line) and the lower 3-σ
contour of the nuclear recoil band (curved dashed green line). Figures from Aprile et al.
(2011a).

After the application of the post-unblinding cuts to remove the noise population, three

events are left in the benchmark signal region. Fig. 6.5 shows the observed event distri-
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bution (black dots) in log10 (S2b/S1) as function of energy for the 100.9 live days exposure

(black dots) and the three candidate events (red circles). These events occurred on Jan-

uary 3rd, February 2nd, and June 3rd 2010, and have energies of 30.2 keVnr, 34.6 keVnr,

and 12.1 keVnr, respectively. The waveforms of the three candidate events are shown in

Figs. 6.8, 6.9, and 6.10.
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Figure 6.6: Spatial distribution of all events (small dots) within the energy range
8.4 − 44.6 keVnr and passing all cuts (including post-unblinding cuts), not considering the
fiducial volume cut, for the 100.9 live days, along with events below the 99.75% electronic
recoil rejection line (large black dots). The three events remaining in the signal region are
highlighted with red circles. The 48 kg fiducial volume cut chosen is also shown (dashed
blue line). Only events within the fiducial volume shown here are in Fig. 6.5. Figure from
Aprile et al. (2011a).

The spatial distribution of all events within the energy range 8.4−44.6 keVnr and passing

all cuts (including post-unblinding cuts), not considering the fiducial volume cut, are shown

in Fig. 6.6. The three candidate events are not close to any of the boundaries of the fiducial

volume hence the result would be the same under moderate variations of the fiducial volume

cut. This figure is a beautiful and striking visual representation of the power of self-shielding

as a background reduction technique. All events below the 99.75% electronic rejection line

near the edges are efficiently removed by limiting the analysis to the homogeneous LXe

volume. The origin of those low charge yield events (low S2b/S1) is likely ionization electron

losses near the walls of the chamber where the electric field lines bend near the field shaping

wires and do not all lead to the liquid surface. An inhomogeneous detector response near
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its boundaries is practically impossible to avoid.
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Figure 6.7: Summed waveform (gray line) and individual TPC PMT channel waveforms
(color lines) of an event with an increased noise level where a S1 peak candidate (blue
triangle) is selected from the periodic noise structure. The S2 peak candidate is indicated
by a red triangle. No signal is registered in the veto (waveform not shown).

When considering the expectation from background of 1.8± 0.6 events, the observation

of three events does not constitute evidence for the presence of a dark matter scattering

signal in the data. In fact, the Poisson probability that a background process with an

expectation of 1.8 ± 0.6 events yields an observation of 3 or more events is 28%. The p-

value of the background-only hypothesis in the statistical analysis using the profile likelihood

is 31%, not providing any evidence for a signal excess either. A limit on the WIMP-nucleon

spin-independent elastic scattering cross section was calculated where it was assumed that

WIMPs are distributed in an isothermal halo characterized by v0 = 220 km/s, galactic

escape velocity vesc = 544+64
−46 km/s, and a density ρ0 = 0.3GeV c−2 cm−3. As was done in

the previous dark matter analysis (Sec. 4.6.3), the S1 signal fluctuations near threshold are
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Figure 6.8: Summed waveform (gray line) and individual TPC PMT channel waveforms
(color lines) of candidate event no. 1 (top). The position of the S1 (blue triangle) and S2
(red triangle) peak candidates is also indicated. No signal is registered in the veto (waveform
not shown). The S2 signal PMT distribution is also shown (bottom).
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Figure 6.9: Summed waveform (gray line) and individual TPC PMT channel waveforms
(color lines) of candidate event no. 2 (top). The position of the S1 (blue triangle) and S2
(red triangle) peak candidates is also indicated. No signal is registered in the veto (waveform
not shown). The S2 signal PMT distribution is also shown (bottom).



244

s]µDrift Time [
0 10 20 30 40 50 60 70 80

A
m

pl
itu

de
 [V

]

0.0

0.1

0.2

0.3
TPC

s]µDrift Time [
-100 -50 0 50 100 150 200 250

A
m

pl
itu

de
 [V

]

0.0

0.1

0.2

0.3 TPC

-0.3 -0.2 -0.1 0.0 0.1 0.2 0.3

0.00

0.02

0.04

0.06
S1: 5.5 pe

cS1: 6.4 pe

71 72 73 74 75 76 77

0.0

0.1

0.2

0.3 S2: 871.3 pe
cS2: 1044.3 pe

1

2

3

4

5

6
7 8 9 10

11

12

13

14

15

16

17

18

19

20

21
22232425

26

27

28

29

30

31

32

33

34

35
36 37 38

39

40

41

42

43

44

45

46

47
484950

51

52

53

54

55

56

57

58
59 60 61

62

63

64

65

66

67

68
697071

72

73

74

75

76

77
78 79

80

81

82

83

84
8586

87

88

89

90
91

92

93

94
95

96

97 98179

180

181

182

183

184

185
186 187 188

189

190

191

192

193

194

195

196

197

198

199

200

201
202203204

205

206

207

208

209

210

99 100 101 102

103 104 105 106 107 108 109

110 111 112 113 114 115 116 117 118

119 120 121 122 123 124 125 126 127 128

129 130 131 132 133 134 135 136 137 138

139 140 141 142 143 144 145 146 147 148

149 150 151 152 153 154 155 156 157 158

159 160 161 162 163 164 165 166 167

168 169 170 171 172 173 174

175 176 177 178

211

212

213

214

215

216

217
218 219 220

221

222

223

224

225

226

227

228

229

230

231

232

233
234235236

237

238

239

240

241

242

 [p
e]

P
M

T
i

S
2

0

20

40

60

80

100

120

140

160

180

200

220

Figure 6.10: Summed waveform (gray line) and individual TPC PMT channel waveforms
(color lines) of candidate event no. 3 (top). The position of the S1 (blue triangle) and S2
(red triangle) peak candidates is also indicated. No signal is registered in the veto (waveform
not shown). The S2 signal PMT distribution is also shown (bottom).
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assumed to be described by Poisson statistics, due to the small PMT S1 scintillation light

detection probability. The uncertainties in the energy scale from the Leff parameterization

(Fig. 6.4) and in the galactic escape velocity are profiled out and incorporated into the

limit. The resulting 90% confidence upper limit on the WIMP-nucleon spin-independent

elastic scattering cross section is shown in Fig. 6.11 (blue line).
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Figure 6.11: 90% confidence upper limit on the spin-independent WIMP-nucleon elastic
scattering cross section as a function of WIMP mass from the 100.9 live days of XENON100
data acquired in 2010 (run 08) (blue line). The expected sensitivity (1-σ and 2-σ) of the
100.9 days exposure is also shown (green and yellow bands), along with the exclusion limit
from the XENON100 first dark matter results (Aprile et al., 2010), and from other direct de-
tection experiments, EDELWEISS (Armengaud et al., 2011), CDMS (2009) (Ahmed et al.,
2010), CDMS (2011) (Ahmed et al., 2011), and XENON10 (2011) (Angle et al., 2011). The
expectations from theoretical models (Buchmueller et al., 2011; Trotta et al., 2008), and the
90% confidence areas favored by the CoGeNT (Aalseth et al., 2011a) and DAMA (Savage
et al., 2009) are also shown. Figure from Aprile et al. (2011a).

The limit has a minimum of 7.0 × 10−45 cm2 at a WIMP mass of 50GeV/c2. As men-

tioned before, the limit already includes the uncertainties associated with the energy depen-

dence of Leff , as parametrized in Fig. 6.4, and the galactic escape velocity. The robustness

was tested further by assuming no extrapolation of Leff to energies below 3 keVnr and the

impact is negligible at mχ = 10GeV/c2. The sensitivity of the 100.9 days exposure (green

and yellow bands) is computed by generating a large number of possible outcomes from

hypothetical XENON100 dark matter searches with no signal with this exposure. The limit

obtained is worst than the expected sensitivity at higher WIMP masses due to the presence
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of the two candidate events at higher recoil energy. This new limit excludes a large fraction

of previously unexplored parameter space and constitutes an improvement of a factor ∼4-5

over the previous XENON100 dark matter result. This new limit makes the interpretation

of the CoGeNT (Aalseth et al., 2011a) and DAMA (Savage et al., 2009) signals as being

due to light mass WIMPs even harder to reconcile with our results. In more general terms,

the result shows the potential of low-background liquid noble gas detectors to detect WIMP

dark matter in the near future.

6.3 Concluding Remarks

In this thesis we have described the research conducted in the context of the XENON100

dark matter search experiment: the initial simulation results and ideas that influenced the

design, the construction and assembly steps, the detector and its subsystems (Chap. 3), a

subset of the calibration results of the detector (Chap. 4), details on a new measurement of

the scintillation efficiency of low-energy nuclear recoils in LXe (Chap. 5), and finally dark

matter exclusion limits (Chap. 6).

The rapid scale up in target mass of liquid noble gas detectors (Alner et al., 2007;

Angle et al., 2008a; Aprile et al., 2010; Lebedenko et al., 2009a; Minamino, 2010) and

the simultaneous reduction in backgrounds show the potential of this technology to detect

WIMP dark matter in the near future. Among the challenges that will need to be met

as these detectors continue to increase in size, the purity of the detection medium, both

impurities that attenuate the charge signal and radioactive impurities, the electronic recoil

calibration, and the understanding of the response of the medium to low-energy nuclear

recoils seem to require the most attention. Large purification speeds will certainly help in

achieving the desired levels of electronegative impurities but measures will need to be taken

to prevent the introduction of even extremely minute amounts of radioactive contaminants.

As the electronic recoil background levels are reduced, so does the ability of the detection

medium to be probed with external sources, especially since a simple increase of the source

activity is not a viable solution due to the inherent dead time of large TPCs. The most

promising approach is probably that of uniform calibration of the volume with isotopes that

can be subsequently removed (through cryogenic distillation or the use of high temperature

getters). In order to claim a discovery, it is clear that future experiments will need a robust
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understanding of the electronic and nuclear recoil background. The exponential dependence

of the sensitivity to WIMPs with energy threshold also makes clear the need to continue to

further our understanding of the low-energy response of the detector medium.

Whatever the outcome, the path surely is one that will be filled with interesting ques-

tions, rewarding challenges, and unexpected discoveries that ultimately broaden our under-

standing of the universe.
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