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ABSTRACT
The Use of Explicit User Models in
Text Generation:
Tailoring to a User’s Level of Expertise

Cécile Laurence Paris

A question answering program that provides access to a large amount of data will be
most useful if it can tailor its answers to each individual user. In particular, a user’s
level of knowledge about the domain of discourse is an important factor in this tailoring
if the answer provided is to be both informative and understandable to the user. In this
research, we address the issue of how the user’s domain knowledge, or the level of
expertise, might affect an answer. By studying texts we found that the user’s level of
domain knowledge affected the kind of information provided and not just the amount of
information, as was previously assumed. Depending on the user’s assumed domain
knowledge, a description of a complex physical objects can be either parts-oriented or
process-oriented. Thus the user’s level of expertise in a domain can guide a system in
choosing the appropriate facts from the knowledge base to include in an answer. We
propose two distinct descriptive strategies that can be used to generate texts aimed at
naive and expert users. Users are not necessarily truly expert or fully naive however,
but can be anywhere along a knowledge spectrum whose extremes are naive and expert.
In this work, we show how our generation system, TAILOR, can use information about
a user’s level of expertise to combine several discourse strategies in a single text,
choosing the most appropriate at each point in the generaton process, in order to
generate texts for users anywhere along the knowledge spectrum. TAILOR's ability to
combine discourse strategies based on a user model allows for the generation of a wider

variety of texts and the most appropriate one for the user.
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1. Introduction

A question answering system that provides access to a large amount of data will be
most useful if it can tailor its answers to each user. In particular, a user’s level of
knowledge about the domain of discourse should be an important factor in this
tailoring, if the answer provided is to be both informative and understandable to the
user. The answer should not contain information already known or easily inferred by
the user, and should not include facts the user cannot understand. This thesis
demonstrates the feasibility of incorporating the user’s domain knowledge, or user’'s
expertise, into a generation system and addresses the issue of how this factor might
affect an answer. My results are embodied in TAILOR, a computer system that takes
into account this knowledge level to provide an answer that is appropriate for users

falling anywhere along the knowledge spectrum, from naive to expert.

1.1 Language generation and question answering

One of the aims of natural language processing is to facilitate the use of computers
by allowing the users to communicate with the computer in natural language. There
are two important aspects to man/machine communication: understanding a query
from a user and answering it. Generation is concerned with the latter. It is
recognized that providing an answer is a complex problem. In order to be effective,

an answer must be:

e informadve: it must contain information the user does not already know
e coherent: it must be organized in some coherent manner

¢ understandable: it must be stated in terms the user understands and
contain information that the user will be able to grasp

e relevant: it must provide information that will help users achieve their
goals.

A generation system needs to determine both what 1o include in an answer, and how

to organize the information into a coherent text.




It

In a domain containing a great deal of information, deciding what to include in an
answer is an especially important task as a system cannot simply state all the facts
contained in the knowledge base about an entity, but rather must select the most
appropriate ones. Organizing the selected facts is also a problem, since they cannot
all be output at the same time. The problem of text organization has been referred to
as ‘‘linearization,’’ for it involves placing the selected facts into a sequence. One
way to organize facts in a coherent manner is to employ a discourse strategy to dictate
the overall organization of a text. TAILOR uses two such discourse strategies to
guide its generation process. Once the content and organization of the response has
been decided upon, a generaton system must translate the answer into natural
language, deciding what lexical items should be used for the different concepts
represented and what syntactic structures are required to express them. I am mainly
concerned with the first two aspects of generaton: determining the content and

organization of a response in the context of a question answering system.

1.2 User modelling in generation

An answer appropriate for one user may not be adequate for another. People make
use of their knowledge about other participants in a conversation in order to
communicate effectively. Users who are allowed to pose questions to a system in
natural language will tend to attribute human-like features to the system, expecting it
to respond in the same way a person would [Hayes and Reddy 79]. If not too costly,
it would clearly be desirable for a computer system to have knowledge about the user
to approximate more closely human queston answering behavior. This knowledge,
contained in a user model, would aid a system in making various decisions required

in the course of generating an answer.

A user model can contain a variety of facts about a user, including:




* The user's domain knowledge. This refers to what and how much
background knowledge the user already has about the domain under
consideration. To construct an answer that is not obvious to the user and
does not assume knowledge the user does not have, a system needs to
know about a user’s domain knowledge.

* The user’s goal in asking a question. The goal can modify the meaning
of the question and its response. An appropriate answer is one that
addresses the goal of the user [Hobbs-Robinson78).

o Specific beliefs the user has about the domain. These are the facts that
currently happen to be true in the ““world.”’ This differs from the user’s
domain knowledge as it refers to facts the user knows about that are true
now as opposed to facts the user knows about that are always true in the
domain. Mutual beliefs of the speaker and the hearer can be used to plan
the production of a referring expression that can be unambiguously
understood by the hearer.

* Past history of interactions. Recording past interactions can help a
system leamn about the user.

In this work, I am mainly concerned with the user’s domain knowledge.

The tailoring of answers according to domain knowledge is used extensively by
humans. An explanation of how a car engine works aimed at a child will be different
than one aimed at an adult, and an explanaton adequate for a music student is
probably too superficial for a student of mechanical engineering. There is further
evidence of this phenomenon in naturally occurring texts, where the type of
information presented to readers varies with their probable level of domain
knowledge. (I present such evidence in a later chapter.) To approximate human
question answering, a question answering program would need to take into

consideration the user’'s domain knowledge.

The need for a model of the user's domain knowledge in question answering
systems has been noted by various researchers [Lehnert 77; McKeown 82]. The
programs that have modeled the user’s domain knowledge, however, did so only in
order to generate more or less detailed texts (e.g., [Wallis and Shortliffe 82; Sleeman

85]), assuming the level of detail was the only parameter to vary. They did not




address the issue of whether or not this assumption was valid. I do address this
problem, identifying the role played by the user’s level of knowledge in determining

an answer. My primary domain in investigating this problem concerns the

description of complex devices.

1.3 Research method and main contributions

To determine how people describe complex devices and see whether these
descriptions differ with the readers’ assumed level of knowledge about the domain, I
analyzed various naturally occurring texts. I looked at texts aimed at readers on the
two ends of the knowledge spectrum: naive and expert. The text analysis indicated
that the user’s level of expertise affects the kind of information and not just the
amount of detail presented. This result is significant as it demonstrates that level of

detail is not the only factor in tailoring a response to a user’s level of knowledge.

I characterized these results in terms of discourse strategies used to present texts to
readers with different knowledge levels. One of these strategies!, the constituency
schema, is composed of linguistically defined predicates and was identified in
previous work on generation by [McKeown 85]). This strategy is a declarative
strategy, i.e., it is based on an abstract characterization of patterns occurring in many
texts and is independent on the structure of the underlying knowledge base. Rather, it
imposes a structure on the knowledge base. The other strategy, the process trace, is a
new type of strategy that I term a procedural strategy. 1 have developed a precise
formalization of the process trace. This strategy consists of directives, or directions
on how to trace the knowledge base. The structure of a text generated using this
strategy mirrors the structure of the underlying knowledge base in ways dictated by

the strategy. In contrast, texts produced by declaratve strategies (such as the

'Discourse stralegies will be presented at length in Chapter 4.




constituency schema) mirror the abstract patterns represented in the strategies. These

two strategies will be presented in detail in Chapter 5.

I show how these strategies can be combined to provide answers to users whose
domain knowledge falls anywhere along the knowledge spectrum, from naive to
expert. I have implemented them in TAILOR, a program that generates device

descriptions with differing content for users with varying expertise.

In summary, the main contributions of this research have been to:

¢ identify and formalize a new type of strategy consisting of directives
rather than linguistically defined predicates

» show the feasibility of incorporating the user’s domain knowledge into a
generation system

e add a new dimension in tailoring by varying the kind of information
included in the text as opposed to the amount of detail

e be able to combine the strategies in a systematic way in order to tailor
descriptions to a whole range of users without requiring an a priori set of
user stereotypes. This ability also gives rise to a greater variety of
possible texts.

e implement a computer system that generates descriptions of complex
devices. (These descriptions can be lengthy.)

1.4 The domain

My domain is that of RESEARCHER, a program developed at Columbia
University to read, remember and generalize from patent abstracts. The abstracts
describe complex devices in which spatial and functional relations are important
[Lebowitz 83a; Lebowitz 85]. An example of a patent abstract is shown in Figure
1-1. The knowledge base constructed from reading patents is large and detailed.
This domain is a challenging one for language generation as there are several
different kinds of information and many details from which to select facts to present
o the user, rendering the decision process a complicated one. TAILOR, the

generation system introduced in this thesis, produces natural language descriptions of




Patent: US # 3899794, 12 Aug 1975

Tite: Front Loading Disc Drive Apparatus
Inventor: Brown Leon Henry, Sylmar, CA, United States
Wangco Incorporated (US Corporation)

Apparatus for receiving and driving magnetic disc cartridges as peripheral computer
memory units. Particular mechanisms are included which render the apparatus more
effective and more compact than previously known corresponding devices of a
comparable nature. These mechanisms cooperate to provide means for inserting the
disc cartridge in a horizontal attitude, permitting the apparatus to be completely
contained within a reduced vertical dimension and thus saving substantial space.
These mechanisms are operatively coupled to the loading door so that, as the loading
door is rotated through approximately 60 degrees to its open position, a pair of
actuators coupled thereto are rotated through approximately 90 degrees to first lift
and then translate the disc cartridge receiver forward to its fully extended position.
During this motion, various door opener levers which are associated with the receiver
for the purpose of opening the head entry door of the disc cartridge to the extent
necessary to permit entry of the heads therein when the cartridge and receiver are in
the retracted position for operation within the disc drive apparatus are withdrawn so
that the head entry door may be closed when the cartridge is withdrawn from the
receiver. When the cartridge is inserted within the receiver, the head entry door is
opened to a first extent by a pivoted bail member and the reverse of the above-
described operations occurs as the loading door is closed so as to retract the receiver
with the disc cartridge therein to the operating position.

Figure 1-1: Example of a patent abstract

devices from RESEARCHER's knowledge base.2 Figure 1-2 presents a block
diagram of the system. Upon receiving a request for a description, TAILOR uses
discourse strategies to guide its decision process and examines both the knowledge
base and the user model to determine the content and organization of the text to be

generated.

2As the research for building the parser for RESEARCHER is being done at the same time as this
research, the knowledge base has been coded by hand in some cases.
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Figure 1-2: RESEARCHER and the TAILOR System




The ability to generate descriptions is a good first step towards developing a
question answering system for a knowledge base of complex devices for two reasons.
First, users are likely to request object descriptions. Second, descriptions can also be
used to answer other types of questions. For example, to compare two objects, it may

be necessary to describe each of them as part of the text.

Generating descriptions is a difficult generation task in TAILOR’s domain because
a request for the description of an object cannot be answered by straightforward
retrieval from the knowledge base. There are no clear constraints on what
information should be included in the answer. This type of question is termed a
high-level question [Tennant 78; McKeown 85]. To produce a description, a program
cannot just state all the facts contained in the knowledge base about the object as
there will typically be too many. A generation system will require guidance to select
the appropnate facts to present to the user. Previous research efforts have developed
discourse strategies to guide a system in choosing facts from a knowledge base in
order to generate coherent texts (e.g., [McKeown 85]). In this domain, users will
probably have different amounts of knowledge about the domain, so that coherence
alone does not ensure that the text is the most appropriate one for a given user.
Consider for example the two descriptions presented in Figure 1-3. These

descriptions of a microphone were generated by TAILOR-87.

Both these descriptions present the information in a coherent manner but differ in
content. Either may be appropriate for some user: the first one for a user who does
not yet know how the microphone works, and the second for a user who is already
familiar with the mechanism of the microphone. The second description would
probably not be very informative to a user who did not know anything about
microphones. A user model representing what the user presumably knows about the

domain can thus help the system in choosing facts that the user understands and does




A microphone is a device that changes soundwaves into a
current. Because a person speaks into the microphone the
soundwaves hit the diaphragm of the microphone. This
causes the diaphragm to vibrate. The diaphragm is made
of metal and disc-shaped. When the intensity of the
soundwaves increases the diaphragm springs forward. This
causes granules of the button to be compressed. The
compression of the granules causes the resistance of the
granules to decrease. This causes the current to
increase. Then, when the intensity decreases the
diaphragm springs backward. This causes the granules to
be decompressed. The decompression of the granules
causes the resistance to increase. This causes the
current to decrease. The vibration of the diaphragm
causes the current to vary. The current varies, like the
soundwaves vary.

A microphone is a device that changes soundwaves into a
current. The microphone has a system to broaden the
response and a metal disc-shaped diaphragm. The diaphragm
is clamped at its edges. The system has a cavity and a
button.

Figure 1-3: Two descriptions of a microphone

not already know (and cannot easily infer), thereby improving the resulting answer.
The domain of complex devices is thus a domain very well suited to study of how a

user’s knowledge affects a description.

1.5 System overview

A block diagram of TAILOR is shown in Figure 1-4. TAILOR receives as input a
request for a description and a set of parameters that describe a user’s knowledge
about the domain. This request is passed to the textual component. This component,
the main concern in this work, determines the content and organization of the
description to be generated. Itis guided in its decision process by the user model and
two discourse strategies. The two discourse strategies used in TAILOR are strategies

that have been identified from text analyses. The strategies guide the system in
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choosing and organizing appropriate facts to include in a description. The strategy

choice depends on the content of the user model.

The output of the textual component, a description in internal representation, is
passed to the factical component. The tactical component consists of a dictionary
interface and a surface generator. The interface chooses the lexical items and
syntactic structures. The surface generator produces English sentences using a

functional unification grammar [Kay 79].

1.6 Examples from TAILOR

Sample texts generated by TAILOR are presented in the figures 1-5 through 1-9
below. Each one is preceded by a description of the user model for which the text
was generated (i.e., a list of objects and concepts the user knows) and the name of the
object being described. (More examples will be given throughout the thesis, as well
as in the Appendix.)

1.7 Limitations

I do not examine the problem of determining how much the user knows about the
domain, but take the user model as given. I will briefly discuss how it might be
inferred in Section 3.2.

In order to focus on the role of a user’s level of expertise in generation, other
problems had to be ignored. I have not considered user characteristics other than
domain knowledge, even though this is not the only factor which can influence an
answer. In particular, I have not studied the influence of users’ goals. Inferring the
user’s goal is another very hard problem. There has been much research on the
subject [Allen and Perrault 80: Carberry 83; McKeown et al. 85]. It would, however,
be interesting to study the interaction of the users’ goals and domain knowledge in

dctcrmining the content of an answer.




User Model:

Obiects known?: nil
Concepts known?: nil

Describe telephone; (short description)

TAILOR-87 output:

A telephone is a device that transmit soundwaves.
Because a person speaks into the transmitter of a
telephone a varying current is produced. Then, the
current flows through the receiver. This causes
soundwaves to be reproduced.

Figure 1-5: Short description of a telephone

In this work, requests for descriptions are the only type of questions studied. I
believe that descriptions are a good starting point as they are required to answer other
types of questions, but I feel that a user’s domain knowledge will affect other types of

questions as well.

[ have made no attempt to parse questions from English input. (I will briefly
discuss in Section 3 how a query posed to the system might also suggest the
appropriate response level.) Moreover, while TAILOR does generate English
sentences, I have studied neither the influence of a user’s domain knowledge on
lexical choice nor the complexity and subtleties of surface generation. My emphasis

has been on deep generation.
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User Model:

Objects known?: loudspeaker, microphone
Concepts known?: nil

Describe telephone;

TAILOR-87 output:

A telephone is a device that transmit soundwaves. The
telephone has a housing that has various shapes and
various colors, a transmitter that changes soundwaves
into current, a curly-shaped cord, a line, a receiver to
change current into soundwaves and a dialing mechanism,
The transmitter is a microphone with a small disc-shaped
metal thin diaphragm. The receiver is a loudspeaker with
a small aluminium diaphragm. The housing contains the
transmitter and it contains the receiver. The housing is
connected to the dialing mechanism by the cord. The line
connects the dialing mechanism to the wall.

Figure 1-6: Description of a telephone

1.8 A guide to remaining chapters

In Chapter 2, I present an overview of related work in generation and user
modelling. Even though I will not be addressing the problem of how to determine
how much the user knows about the domain, I still have to know what kinds of
knowledge a user possesses about a domain that can affect generation and be
explicitly represented in a user model. This is described in Chapter 3. Instances of
these kinds of knowledge will be the information contained in TAILOR’s user model.
Having identified what needs to be in the user model, I will take the user model as

given, and study how a system can use the information contained in the user model to

tailor the answer,
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User Model:

Obiects known?: loudspeaker
Concepts known?: nil

Describe telephone receiver

TAILOR-87 output:

A receiver is a loudspeaker with a small metal disc-
shaped diaphragm. A receiver has a permendur ring-shaped
armature, a coil, a ring-shaped permanent magnet, a gap
and a small metal disc-shaped diaphragm. The diaphragm
is mounted on the poles of the magnet. The gap contains
air and it is between the diaphragm and the poles. The
coil is mounted around the magnet.

Figure 1-7: Descripton of a receiver

In Chapter 4, I present the text analysis, showing how texts aimed at two distinct
audiences (expert and naive) are organized differently and present different types of
information to their readers. I also introduce the two distinct discourse strategies that
TAILOR uses to describe complex devices. Each of these strategies is discussed in
detail in Chapter S. TAILOR can combine the two strategies to describe objects to
users with intermediate levels of expertise, and, because of the explicit representation
employed for the user model, TAILOR can generate descriptions tailored to a whole
range of users, without requiring an a priori set of user types. This is explained in
Chapter 6. TAILOR’s implementation is presented in Chapter 7, and, finally,
Chapter 8 presents a discussion of the feasibility of this approach, directions for

future work as well as a conclusion.
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User Model:

QObijects known?: nil
Concepts known?: electricity, voltage

Describe a vacuum-tube

TAILOR output:

A vacuum-tube is a device that produces a strong
current from a power-source across the anode and the
cathode. Because a heat source heats the cathode
electrons accumulate on the cathode. The cathode is made
of metal. Electrons accumulating on the cathode enables
electrons to flow towards the anode. Because the power-
source produces voltage across the anode and the cathode
electrons flow towards the anocde. This causes strong
current across the anode and the cathode to be produced.

Figure 1-8: Description of a vacuum-tube
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User Model:

Obijects known?: microphone, loudspeaker
Concepts known?: electricity

Describe a pulse telephone

TAILOR output:

A pulse-telephone is a telephone with a pulse dialer.
The pulse-telephone has a pulse-dialer that produces
current pulses, when a person dials, a housing that has
various shapes and various colors, a receiver to change a
current into soundwaves, a curly-shaped cord, a line and
a transmitter that changes soundwaves into a current.

The pulse dialer is a dialing mechanism. Because a
person dials the dial assembly of the pulse dialer turns
clockwise. This causes the spring of the pulse dialer to
be compressed. The spring is circular. The compression
of the spring enables the spring to be decompressed.
Because the person dials, the person releases the dial of
the dial-assembly. This cause the spring to be
decompressed. The decompression of the spring causes the
dial assembly to turn counterclockwise. This causes the
gear of the pulse-dialer to turn. The gear is small.

The dial-assembly turns counterclockwise proportionally
to the way the gear turns. Because the gear turns the
protrusion of the gear hits the lever of the switch.

This causes the lever to close the switch. Because the
lever closes the switch current pulses are produced. The
receiver is a loudspeaker with a small metal thin disk-
shaped diaphragm. The dialing-mechanism is connected to
a wall by the line. The housing is connected to the
dialing mechanism by the cord. The housing contains the
transmitter and it contains the receiver. The
transmitter is a microphone with a thin disk-shaped small
diaphragm.

Figure 1-9: Description of a pulse-telephone
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2. Related Research

This work involves both generation and user modelling. This chapter presents
other research in these areas, some of which have more emphasis on the user model,
others on generating answers taking a user model into consideration. As user
modelling is a new but growing field, I will present an overview of the work in this
area. Although many researchers are working on generation, I will only discuss
generation work that is closely related to this thesis, either in the text analysis
employed to derive discourse strategies or because the decision process utilizes both a
user model and discourse strategies. Research in reading comprehension and
psychology is also of interest, as it provides insight into what might make an answer

more understandable to users with different knowledge levels.

2.1 Related work in user modelling and generation

User modelling problems include the task of constructing and organizing a model.
Constructing a user model can be done either by collecting information from a user,
inferring facts from a dialog, or a combination of both. User modelling also includes
issues of exploiting the user model to improve the system’s answering abilities. All
these aspects are important, and an ideal system would incorporate all of them. In
this section, I present some of the major research that addresses these issues, starting

with Rich’s work, as it has been the basis for many other systems.

2.1.1 Superposing stereotypes
Rich [79] showed how a model of the user can be built by refining and intersecting
various stereotypes and how a system can use such a model to tailor its answers to a

user. GRUNDY, a system simulating a librarian, utilized this method to suggest

books to its users.

GRUNDY had a generalization hierarchy of stereotypes, each containing a set of
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characteristics. ~ Associated with a stereotype were triggers that signalled the
appropriate use of a stereotype. Stereotypes were activated through these triggers
when users were asked to describe themselves by typing a few words. Because of the
generalization hierarchy, one stereotype could also activate another. The user model
was built up by combining the characteristics of the active stereotypes. The user
model thus contained a set of characteristics, taken from the active stereotypes. A
Jjustification, indicating from which stereotype the facet was borrowed, was
associated with each characteristic, in case the system needed to remember how the

information was derived.

Once the model was built, GRUNDY used it to select a book to present to the user.
The most salient characteristics of the user were selected, and one was chosen at
random to serve as a basis for selection. As the objects in the knowledge base
(books) also had attributes that corresponded to the facets of the users’ stereotypes, a
set of books matching the chosen characteristic was selected. Each book of the set
was then evaluated against the other salient characteristics of the user, and the best

match was presented to the user.

GRUNDY also examined the user model to decide which aspects of the book to
mention when presenting the book to the user. If the book was refused, GRUNDY
would attempt to understand why by asking the user which characteristic of the book
was disliked. Based on the answer, GRUNDY would try to alter the user model by

changing the inappropriate characteristic.

In building GRUNDY, Rich was mainly interested in building the user model. My
emphasis in this work differs from hers, as I am not interested in building a user
model, but in determining an answer based on a user model. The user model

employed in TAILOR is very different from the one used in GRUNDY, as it contains
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explicit information about the user’s domain knowledge instead of various facets
borrowed from stereotypes. (This will be presented in detail in Chapter 3.)
Stereotypes have the disadvantages of being rigid and arbitrary. The ones set by the
system implementer cannot easily be redefined. Stereotypes, however, might be
useful as initial approximations of the user model which can be used until more

detailed and explicit knowledge about the user can be gathered.

The way TAILOR decides what to present to the user differs from GRUNDY’s
since it is not based on attributes attached to items in the knowledge base. TAILOR
relies on no specific information in the database to tell it what is appropriate for a
given type of user. Rather, it uses a more complex set of criteria to choose relevant
facts to present to the user, based on a characterization of what type of knowledge is

appropriate in light of the user’s domain knowledge.

2.1.2 Modelling and using the user’s domain knowledge

Wallis and Shortliffe have used the naive/expert distinction in their work on
providing explanations in the domain of medical expert systems [Wallis and
Shortliffe 82]. The inference rules employed by the expert system were given a
complexity factor, and users were assigned expertise levels. To generate
explanations, the causal chain corresponding to the system’s behavior was passed to
the generator. The complexity measure of each rule in the chain was matched against
the user’s level of expertise to determine whether the rule should be included in the
explanation or not. This procedure resulted in giving more or less detail depending

on the user's domain knowledge.

Sleeman developed UMFE, a user modelling front end to be used to tailor expert
systems’ explanations (Sleeman 85). As in [Wallis and Shortliffe 82], UMFE

receives from an expert system the causal chain of inference rules which were
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activated in deriving a conclusion. The rules are assigned complexity and importance
factors. UMFE determines which rules to present to the user based on these factors
and the expertise level of the user. The emphasis in UMFE is on determining the
level of sophistication of the user. This is done both by questioning the user and by
employing inference rules. These rules relate concepts to each other based on their
complexity factors to suggest additional concepts the user might know. These rules

allow UMFE to ask the user a minimal number of questions.

The chains of inference rules employed by these expert systems are similar to the
links used in TAILOR to generate a process trace. In both the program developed by
Wallis and Shortliffe and UMFE, however, unlike in TAILOR, the content of the
answer has already been decided upon by the time the user model is examined. The
user model is utilized mainly to decide on the amount of detail to include in the
explanation. The issue of whether the level of detail is the only important parameter

to vary is not addressed. This is precisely the issue I confront in this work.

The CADHELP system, which serves as an interface to a computer aided design
system, is also sensitive to some extent to the user’s level of expertise as it is verbose
with a new user and omits information as the user gains experience with the system
(Cullingford et al 82). CADHELP does not keep a user model per se, but only
remembers the previous discourse. There is no characterization about what kind of

information should be included for which type of user.

The HAM-ANS system has a model of the user’s knowledge which is mainly used
for resolution and production of anaphora [Jameson and Wahlster 82; Hoeppner ez al.
84]. When asked a question, the system attempts to produce the smallest
unambiguous answer possible. By using the system’s ellipsis and anaphora

resolution component (with a feedback loop) and the user model, the system checks
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whether a potential ellipsis or anaphora will be understood by the user, given the
user’s knowledge about the discourse. If the system determines that the answer can
be understood in the current context, the answer is produced. Otherwise, the system
tries to elaborate on its answer. TAILOR differs from HAM-ANS in that it uses its

user model to decide on the content of an answer and rather than phrasing.

Chin is concerned with modelling and obtaining the user’s domain knowledge
about the UNIX system [Chin 86]. His system, KNOME, is part of UC, the UNIX
Consultant [Wilensky et al. 84]. KNOME uses stereotypes for both the users and the
knowledge base, which is a set of UNIX commands. Stereotypes for the commands
in the knowledge base include simple, mundane and complex, while users are divided
into four groups: novice, beginner, intermediate and expert. Each user category is
expected (with some certainty factor) to know about some class(es) of commands.
Unlike UMFE, KNOME does not ask the user any questions but tries to deduce the
user’s domain knowledge from what the user includes (or does not include) in a
question posed to UC. To do this, KNOME relies on both the stereotype system and
a few inferencing rules about what the user is likely to know.* KNOME infers the
user’s level of expertise by combining all the evidence it has about which facts the
user knows or does not know. UC employs KNOME to decide how to answer a
question, typically by omitting from the answer what it assumes the user already
knows. For instance, UC does not include the example associated with a command
when explaining the command, unless the user has been determined to be novice.
While KNOME's double stereotype system seems to be successful in the UC domain,
it is not as applicable in the domain of complex devices, where it is hard to partition

the knowledge base into a few categories and decide that knowing about one type of

D;I:mn [86] describes a system similar to KNOME, but in which the user model is continuously
Updated,
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objects implies more expertise than knowing about another set of objects. For
example, there is no reason to believe that knowing about microphones indicates
more expertise about the domain of complex devices than knowing about telescopes.
Another approach is thus required. Furthermore, I wanted to be able to tailor answers
to users whose domain knowledge level falls anywhere along a knowledge spectrum
without having to classify users into a few discrete stereotypes. Finally, in this work,
I am more concemned with exploiting the user model whereas Chin is concerned with

building it.

2.1.3 Using knowledge about the user’s plans and goals to generate
responses

A great deal of research is being conducted on determining users’ plans and goals
and using them to understand incomplete or incorrect sentences and generate helpful
responses. Although I do not address this issue here, the user’s goals can also play an
important part in deciding what to include in an answer. Indeed, an answer for a user
whose goal is to buy an object should include different kinds of information than an
answer for a user who wants to repair this object. The ability to detect and address
users’ goals and plans is important and would need to be included in a full question
answering system. I will therefore give a brief summary of the research done in this
area of user modelling and generation, beginning with that of Allen and Perrault.

Allen and Perrault [80] examined the problems of generating appropriate responses
to questions by inferring the questioner’s goal. They showed that, by keeping a
model of the questioners’ beliefs and by being able to infer their plans and goals, a
system can provide helpful and cooperative answers, as it can detect obstacles in the
users’ plans and provide information that will help accomplishing the desired goal.
They developed a method that enables a system to derive the user’s beliefs and goals.

Using this method, a question answering system can build a user model containing
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the user’s goals and beliefs and use it to answer questons in a cooperative fashion.
The types of cooperative answers a system would be able to generate using this
model include direct and indirect answers, as well as answers containing more

informc on than requested in the question.

To detect the user’s goals and plans, a system needs domain knowledge that
includes plans and goals users may have in the domain of discourse, a formulation of
actions, which have preconditions, substeps and effects, and beliefs and wants
(intentions). In their systein, Allen and Perrault used a standard planning formalism
to represent plans and goals [Fikes and Nilsson 71], in which given an initial state of
the world W and a goal G, a plan is a sequence of actions that transform W into G.
Plans were domain specific and were used to derive the goal of a questioner. Because
this knowledge was represented explicitly, the system was able to reason about what
the user needed to know in order to achieve a goal. This fact is important since a
system appears to be cooperative when it is able to provide information that will help

the user achieve a goal.

Research on plans and goals and their use in cooperative discourse has continued
since Allen and Perrault’s work. Further plan inferencing models have been
developed to allow for more complex sets of goals and plans [Carberry 83; Sidner 85;
Litman 86; Carberry 87]. Morik has been looking at a similar problem, that of
modelling a user’s wants in order to produce cooperative responses [Morik 85; Morik
86). With more emphasis on how to use the goal to select relevant information to
present to the users, McKeown [85] and van Beek [87] generate explanations tailored
to the users' goals, plans and intentions in a student advisory domain. Finally, many
researchers are examining the problem of recognizing that a user’s plan is incorrect

and correcting it [Sidner and Israel 81; Pollack 86; Carberry 87; Quilici 87].
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2.1.4 Using reasoning about mutual beliefs to plan an utterance

Appelt’s generation system, KAMP, embodies a formal representation of the
speaker’s and hearer’s mutual beliefs and uses a formal planning system to plan and
produce utterances. KAMP was developed in a task domain where an expert is
helping a novice assemble some piece of equipment. One of Appelt’s emphases was
on producing referring expressions that could be understood by the hearer. KAMP
reasons about the knowledge of the speaker and hearer to make sure that, when
producing an utterance, the speaker believes it will be understood by the hearer given
both their beliefs. Axioms are used to prove that a generation plan formed by KAMP
is correct, in that it will satisfy the speaker’s goals, which must include being
understood by the hearer. KAMP uses knowledge about the goals to be achieved and
linguistic rules about English to produce sentences that satisfy multiple goals. KAMP
relies on its planning system not only to plan the utterance, but also to generate

English.

Although KAMP tailors an utterance according to the hearer’s knowledge, the
flavor of this work is different from TAILOR’s. KAMP is very goal-oriented, and
utterances are produced to satisfy the speaker’s goals. The limited task domain
provides a constrained framework for the utterance. The point during the assembly at
which the dialog is taking place provides a constraint on the utterance, as there is
usually one step to be accomplished at that time. The speaker, or program, need only
produce one or two sentences corresponding to the next step in KAMP’s plan. In
TAILOR, there are no such constraints. Since the generator needs to select facts from
the knowledge base to present to the user, the user model provides the framework that

delineates a subset of the knowledge base to include in the text.

Hovy’s generation system, PAULINE, incorporates the speaker’s interpersonal

goals towards the hearer to produce utterances with different content depending on
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various pragmatic situations. PAULINE mixes sentence planning and realization,
allowing these goals to influence both the content and the phrasing on the sentence
[Hovy 85; Hovy 87]. Unlike TAILOR, PAULINE does not take into consideration

the user's domain knowledge in planning an utterance.

2.1.5 Dealing with misconceptions about the domain

Another important aspect of user modelling is to detect and correct users’
misconceptions about a domain. Kaplan, Mays and McCoy address these issues for
different classes of misconceptions and with different emphasis. Kaplan’s system,
CO-OP, deals with misconceptions that depend on the conrent of the database
[Kaplan 79], while Mays designed a model aimed at recognizing misconceptions
depending on the structure of the database [Mays 80a]. While the thrust of both
Kaplan’s and Mays’ work was in detecting misconceptions, McCoy [86, 87]
examined the problem of correcting misconceptions . She characterized in a domain
independent manner the influences on the choice of additional information to include
in answers. She also identified discourse strategies a system can use to produce
answers correcting the misconceptions. McCoy’s work is the most similar to mine, as
she is concerned with exploiting user models and her generator employs discourse

strategies.

Instead of relying on an a priori list of possible misconceptions, as do some
Computer Assisted Instruction systems [Stevens er al. 79; Brown and Burton 78;
Sleeman 82], McCoy classified object related misconceptions based on the
knowledge base feature they involve. A feature of the knowledge base could be a
Superordinate reladon or an attribute. Through studies of transcripts, she has
identified what types of additional information should be contained in the answer
corresponding to each type of object related misconception. A correction schema that

dictates what kind of information to include in the answer is associated with each
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type of misconception. To vary answers depending on the context of the
misconceptions, McCoy also allows for different ‘‘object perspectives.” The
strategy chosen to correct a misconception is therefore dependent both on the

misconception type and the active object perspective.

The present research differs from this body of work because I am not addressing
the issue of detecting and correcting incorrect users’ views of the domain, but am
interested in providing an answer that is optimally informative given how much the

user knows about the domain.

2.2 Related work in decomposing texts

To study the discourse strategies used in describing complex devices, I analyzed
naturally occurring texts, decomposing them into rhetorical structures and identfying
patterns that occurred across the texts. These patterns can be used to guide a
generation system in choosing and organizing facts to construct a text. The main
method for such text analysis is to decompose a text in terms of its rhetorical
structure, identifying common combinations of predicates: the text is decomposed
into different propositions (or clauses), and each proposition is classified as a type of
rhetorical predicate. Rhetorical predicates are the means available to a speaker to

present information. They characterize the structural purpose of individual clauses.

2.2.1 Decomposing a text using linguistic rhetorical predicates

[n her work on generation, McKeown [85] used rhetorical predicates as defined by
linguists [Shepherd 26; Grimes 75]. McKeown studied the problems of what to say
when there are many facts to choose from and how to organize a text coherently
[(McKeown 85]. She examined texts and transcripts in order to determine whether
there were standard patterns of discourse structure used in naturally occurring texts.

Where patterns of discourse structure could be identified for various discourse goals,
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they were used to guide a generation system in choosing and organizing facts to
construct a text. By decomposing the texts into their rhetorical structure, she found
that some combinations of predicates were more likely to occur than others.
Moreover, for each discourse situation (such as providing a definition), some
combination was the most frequent. McKeown encoded these standard combinations
as schemata that are associated with a particular discourse situation. The schemata
may contain alternatives. Yet, they constrain the order in which the predicates
appear. I have used McKeown’s approach in my text analysis, and, in fact, TAILOR
uses one of the schemata she posited. This approach will be presented at length in
Chapter 5.

2.2.2 Decomposing a text using coherence relations

Another way to decompose a text that might give rise to a useful organizing
structure is in terms of the coherence relations identified in [Hobbs 78]. In attempting
to formalize the notion of coherence in a discourse and decide what makes a
discourse coherent, Hobbs identified relations that relate the current utterance to the
previous discourse. In constructing a text (or discourse), a speaker must decide in
which way to expand the previous discourse segment. This decision is reflected in
the coherence relation that connects the new sentence to the previous utterances.

Hobbs defined four kinds of coherence relations:

e a temporal relation relates a sequence of events temporally, or causally.

e an evaluation relation provides a relation between two other segments of
discourse.

* a linkage relation links a presumably unknown fact to what is already
known to the hearer. Linkage relatdons include background and
explanation.

* an expansion relarion allows the speaker to go from the general to the
specific, the specific to the general, or move from one specific instance
to another one (either to elaborate or to contrast).
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These relations are useful to point out the relationships among the sentences in the
text. This top-down approach is very goal-oriented, as coherence relations reflect a
communicative goal the speaker is trying to achieve. Many different coherence
relations can be chosen at any point during the discourse construction, depending on
the speaker’s goals. As we will see in Chapter 5, it is hard to use these coherence
relationships for text generation without constraints on how the relations should be

arranged.

2.2.3 Decomposing a text with rhetorical structure theory

It is also possible to obtain a text decomposition using the nucleus/satellite
schemata defined by Mann [84a]. Using these schemata, a text is decomposed into
segments (or text spans), including a nucleus and one or more satellites. The nucleus
segment serves to accomplish a goal the writer/speaker has in mind, while a satellite
usually supports the claim given in the nucleus segment. The nucleus and satellites
are connected with relations, such as background or elaboration. The schemata are
recursive, so that each text span can be further decomposed into other schemata.
Unlike McKeown’s schemata, Mann’s schemata do not restrict the textual order of
the relations, and any schema can be expanded into any other at any point. To use
these schemata for generation, one needs a way to dictate which relation to include
when in order to provide a clear text. A control strategy must also determine which
schema to expand, in which way to expand it, which satellite to choose, etc.
Therefore, these schemata are mainly descriptive at this point, as are coherence

relations.
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2.3 Related work in psychology and reading comprehension

Much research has been conducted in psychology about aspects of man-machine
interaction and the distinction between novices and experts. In studying the
differences between novices and experts, researchers have mainly looked at the
differences in learning style between these two groups, how memory is (re)organized
as people acquire knowledge and how one goes from being a novice to becoming an
expert. While not directly addressing the issue of how to tailor answers to users
having different amounis of domain knowledge, this body of research is of interest as

it confirms the validity of the method proposed here.

Of particular interest for this work is a study done by Egan and Gomez [82, 83]
where they analyzed how individual differences affect difficulty in learning a text
editor and showed how the amount of difficulty experienced by users is strongly
correlated with user characteristics. Their study suggests that individual differences
are very important and should be taken into consideration in designing systems,
where it might be appropriate to display information differently depending on the
users’ characteristics. In particular, a user’s level of expertise should be taken into

consideration, which is exactly what this work proposes.

More directly connected with user’s level of expertise are studies by Chi ez a/ and
Lancaster and Kolodner. In a study of categorization and representation of physics
problems by experts and novices, Chi and her colleagues found that these two classes
of students used very different ways of classifying physics problems [Chi er al 81].
Experts tended to use abstract physics principles, while novices used the problem’s
literal features, possibly indicating that novices lacked knowledge about physics
principles. In a study in which problem solving capabilities were explored for users
with different levels of expertise about the domain, Lancaster and Kolodner found

that expert users have more knowledge not only about individual parts of complex



30

devices but also about the causal models involved and the interconnections among
parts [Lancaster and Kolodner 87]. Both these studies suggest that varying only the
amount of information might not be enough to tailor an answer to a user’s domain
knowledge. In this work, another dimension along which to vary an answer is

provided, namely the kind of information included in