# On 3-Pushdown Graphs With Large Separators 

Zvi Galil, Ravi Kannan, Endre Szemeredi

## Technical Report CUCS-303-87

# On 3-pushdown graphs with large separators 

Zvi Galii*<br>Columbia University<br>and Tel-Aviv University

Ravi Kannan**<br>Carnegie Mellon University

Endre Szemerédi<br>University of Chicago<br>and the Hungarian Academy of Sciences

[^0]Abstract: For an integer $s$ let $l^{s}(n)$, the $s$-iterated logarithm function, be defined inductively: $l^{0}(n)=n, l^{s+1}(n)=\log _{2}\left(l^{s}(n)\right)$ for $s \geq 0$. We show that for every fixed $s$ and all $n$ large enough, there is an $n$-vertex 3 -pushdown graph whose smallest separator contains at least $\Omega\left(n / l^{s}(n)\right)$ vertices.

## 1. Introduction

Let $S: N \rightarrow N$ be a monotone function. An $n$-vertex graph $G=(V, E)$ (directed or undirected) has an S-separator $C$ if there is a partition $V=A \cup B \cup C,|A|,|B| \geq n / 3$, $|C| \leq S(n)$ and $E \cap(A \times B)=\emptyset$. A family of graphs is S-separable if every graph in the family has an S-separator. A family is separable if it is S-separable for some $S(n)=o(n)$.

For convenience, we restrict attention to nice functions $S$. A function $S$ is nice if for every $a, 0<a<1$, there is $b, a<b<1$, such that $a S(n)<S(a n)<b S(n)$.

Remark 1. The planar separator theorem [10] can be restated as follows: the family of planar graphs is $O(\sqrt{n})$-separable.

Remark 2. The nonexistence of separators is closely related to expansion property in graphs. For a graph $G=(V, E)$ and $A \subseteq V, \Gamma_{G}(A)$ is the set of neighbors of $A$. A family of graphs is expanding (with expansion constant $d$ ) if for every n-vertex graph $G=(V, E)$ in the family and every $A \subseteq V$ we have $\left|\Gamma_{G}(A)-A\right| \geq d|A||V-A| / n$. It follows that every family of expanding graphs is nonseparable. Since expanding graphs "expand" also small sets (that contain less than one third of the vertices), the converse is not necessarily true.

Outerplanar graphs are graphs that can be embedded on the plane so that all vertices lie on the outer face; equivalently, such a graph can be embedded on the plane so that all vertices lie on one straight line and all edges can be embedded on one of the half planes defined by the line. Formally, an outerplanar graph is a graph $G=(V, E)$ where $V$ is the ordered set $\{1,2, \ldots, n\}$ for some $n$ and $E=S \cup R$, where the spine $S \subseteq\{(i, i+1) \mid i=$
$1, \ldots, n-1\}$ and in $R$ edges do not cross; specifically for each pair of edges $\left(i_{1}, j_{1}\right),\left(i_{2}, j_{2}\right)$ in $R$ with $i_{1}<i_{2}<j_{1}$ we have $j_{2} \leq j_{1}$. A $k$-page graph is a graph which consists of $k$ outerplanar graphs sharing the same ordered vertex set $V . k$-page graphs can be considered as undirected graphs or as directed graphs where an edge always goes from a small numbered to a large numbered vertex. If every vertex has at most one incident edge in each page of a $k$-page graph, the graph is called a $k$-pushdown graph (or $k$-pd graph in short).

Obviously, a 2-page graph is planar. Conversely, it was shown in [4] that every planar graph can be embedded in nine pages. The number has been improved to seven [7] and very recently Yannakakis [16] improved it to four and showed that four pages are necessary. Computation graphs of Turing machines are $k$-pd graphs, where $k$ depends on the number of tapes of the Turing machine. This has been the reason for substantial interest in such graphs. In [12] it was shown that $k$-pd graphs (considered as directed graphs) contain nontrival segregators. This graph property was used to show that nondeterministic multitape Turing machines are strictly more powerful than their deterministic counterparts, settling a longstanding open problem. A family of directed graphs contains a non-trivial segregator if every $n$-vertex graph $G=(V, E)$ in the family contains an $o(n)$ set of vertices $S$ (the segregator) such that if we delete $S$ and the edges incident with $S$ from $G$ each vertex in $V-S$ has at most $o(n)$ (not necessarily immediate) predecessors in the remaining graph. It is quite easy to show that if a family of directed graphs that is closed under containment (i.e. if $G$ is in the family then all the subgraphs of $G$ are) has a nontrivial separator then it has a nontrivial segregator.
$k$-page graphs also arise in connection with embedding of VLSI circuits [5] and fault tolerant arrays of processors [13]. Intuitively, $k$-page graphs can be drawn on a "book" with $k$ "pages" with all vertices placed on the "binding", all edges placed on the pages, and no two edges on a page crossing. For this reason, the minimum $k$ for which a graph is $k$-page embeddable is called the page number of the graph [3]. See also [1],[14] for a
discussion of outerplanar graphs.
The following problems are open:
Problem 1. Is the family of 3 -pd graphs separable?
Problem 1*. Is the family of $k$-page graphs separable for any $k \geq 3$ ?

In [9], the second author showed that for any fixed $k \geq 3$, the family of $k$-page graphs is separable if and only if the family of 3-page graphs is. The equivalence of problems 1 and 1* (derived below) is slightly stronger since in Problem 1 we have 3-pd graphs, which are special 3-page graphs.

Remark 3. One can similarly ask if there is an expanding family of 3-pd graphs (or $k$-page graphs).

We relate these problems to an open problem from an entirely different domain. Consider a real-time nondeterministic Turing machine with two working tapes and a separate input tape. By "real time" we mean that the machine reads a new symbol each step. We want to simulate it by an on-line one-tape nondeterministic Turing machine. By "on line" we mean that the additional input tape is one way. We refer to this as the simulation. It is well known that the simulation can be done in time $O\left(n^{2}\right)$. But the following problem in still open:

Problem 2. Can the simulation be done in subquadratic $\left(o\left(n^{2}\right)\right)$ time?

In [6] we showed that if 3-pd graphs have small separators then one can derive a fast simulation:

Theorem A. If the family of 3 -pd graphs is $S$-separable, then there is a simulation of time $t(n)=O(S(n / \log n) n \log n)$.

Corollary 1. If $S(n)=o(n)$ then $t(n)=o\left(n^{2}\right)$.
Corollary 1 states that if the answer to Problem 1 is positive, then so is the answer to Problem 2.

In [6] we introduced families $F_{k}$ of graphs. Informally, an $n$-vertex graph $G$ in $F_{k}$ is defined by a string $x_{G}$ of length at most $k n . x_{G}$ is a sequence of instructions for a 3pushdown machine $M . M$ manipulates the symbols $1, \ldots, n$ (the vertices of $G$ ). Initially, the three pushdown stores of $M$ contain $1, \ldots, n$. Each symbol in $x_{G}$ is a triple which indicates from which pd to pop, on which pd's to push and whether the popped symbol is queried or not. If $i_{1}, i_{2}, i_{3}, i_{4}, \ldots$ is the sequence of vertices queried during the execution of $x_{G}$, the edges of $G$ are $\left(i_{1}, i_{2}\right),\left(i_{3}, i_{4}\right), \ldots$ One can easily show that every $k$-page graph is in $F_{6 k}$. In [6] we defined a language $L$ which consists of strings associated with graphs in $U_{k} F_{k}$. $L$ is recognizable by a real-time nondeterministic Turing machine with two working tapes and a separate input tape. We then showed:

Theorem B. Assume $M^{\prime}$ is an on-line one-tape nondeterministic Turing machine that accepts $L$ in time $t(n)$ and $k>0$. Then there is a constant $c=c\left(M^{\prime}\right)$ such that if $t(n) \leq c n^{2} / k$, then $F_{k}$ is $S_{k}$-separable, where $S_{k}(n)=O\left(k^{2} t(n) \log \left(n^{2} / k t(n)\right) / n\right)$.

Corollary 2. If $t(n)=o\left(n^{2}\right)$ then $S_{k}(n)=o(n)$ for all $k$.
In particular $(k=3)$ if the answer to Problem 1 is negative so is the answer to Problem 2. Hence,

Corollary 3. Problems 1 and 2 are equivalent.
Corollary 4. If the answer to Problem 1 is negative, then $L$ requires time $\Omega\left(n^{2}\right)$.
In the case that $S$ in Theorem A ( $S_{k}$ in Theorem B) is not nice, the theorem should be slightly modified (the corresponding expressions are uglier). But Corollaries $1-4$ still hold.

Several examples where a graph property implies a theorem concerning computation are known. One example of such a property is the existence of nontrivial segregators mentioned above. Another well known example is from [8], where it was first shown how to pebble an $n$-vertex directed acyclic graph of constant indegree with $O(n / \log n)$ pebbles; this then was used to prove that "space is better than time". In both examples an upper
bound on a graph property implied an upper bound on time or space complexity. In both cases it is unlikely that the converse theorem holds. (The difference between space and time, and between nondeterminism and determinism is believed to be exponential.) On the other hand, there are examples where lower bounds on the sizes of graphs satisfying certain connectivity properties imply a lower bound on time for certain types of computations [15]. However, our results may constitute the first example where a graph problem is shown to be equivalent to a problem in computational complexity.

The following corollaries are easily obtained by using Theorems A and B. They state properties of graphs and they are proved via a detour through Turing machines. All of them probably have direct proofs.

Corollary 5. For every $k, F_{k}$ is separable if and only if the family of $k$-page graphs is separable if and only if the family of 3-pd graphs is separable.

The next corollary deals with different definitions of a separator and separability. For $0<\alpha<1$, let us define an $(\alpha, S)$-separator as we defined an $S$-separator except that we require $|A|,|B| \leq \alpha n$. Thus, an S-separator is a ( $\frac{1}{3}, S$ )-separator.

Corollary 6. The results above hold if we replace $S$-separators by $(\alpha, S)$-separators. In particular, $k$-page graphs are $S$-separable if and only if they are $(\alpha, S)$-separable for some $0<\alpha<1$.

The bandwidth of a graph $G=(V, E)$ with respect to the naming $V=\{1, \ldots, n\}$ is $\sum_{(i, j) \in E}|i-j|$. The bandwidth of a graph is the minimum bandwidth with respect to all possible namings. The proof of Theorem A uses only the fact that the existence of an $o(n)$ separator implies that the bandwidth is $o\left(n^{2}\right)$. The latter is used to derive a fast simulation. Consequently,

Corollary 7. $k$-page graphs have nontrivial scparators if and only if they have a subquadratic bandwidth.

Let $l^{s}(n)$, the $s$-iterated logarithm function, be defined inductively: $l^{0}(n)=n$, and $l^{s+1}(n)=\log _{2}\left(l^{s}(n)\right)$ for $s \geq 0$. In this paper we define $n$-vertex graphs $G_{k}^{n}$ in $F_{6(k+2)}$ and derive a lower bound on the sizes of their separators:

Theorem 1. $\left.S_{6(k+2)}(n)=\Omega\left(n / k 10^{2 k(k+1)} l^{k}(n)\right)\right)$.

Theorem 1 is proved by induction on $k$. Towards this end, let $\left\{G_{k}^{n}\right\}_{n=1}^{\infty}$ be a family of graphs in $F_{6(k+2)}$ that establish the lower bound for $k . G_{k+1}^{n}$ is constructed as follows: We choose the largest prime number $p$ smaller than $n / \log ^{2} n$ and let $m=\left\lceil\log ^{2} p\right\rceil$. We arrange $p m$ of the $n$ vertices in a rectangular array with $p$ rows and $m$ columns. The remaining vertices never enter the picture - they are left as isolated vertices. In each row, we connect up the graph to be a copy of $G_{k}^{m}$. Each pair of adjacent columns of vertices is connected by a shifting graph, i.e., there are numbers $t_{1}, t_{2}, \ldots t_{m-1}$ so that the $i$-th vertex of column $j$ is adjacent to the $i+t_{j}(\bmod p)$-th vertex of column $j+1$. We show by a counting argument that the shifts $t_{j}$ can be chosen to be integers modulo $p$ so that they satisfy a number theoretic property. We then show that this property of the shifts together with the fact that in each row there is a copy of $G_{k}^{m}$ implies the required lower bound on the separator size. Establishing membership in $F_{6(k+3)}$ is easy. Since the doubling graphs provide the basis of the induction $(k=1)$, this completes the proof.

By using Theorem 1 together with Theorem B we derive the following corollary:

Corollary 8. For any positive integer $s$, the time of the simulation is at least $\Omega\left(n^{2} / l^{s}(n)\right)$.

It is possible to let $s$ grow as a function of $n$ and derive slightly stronger versions of Theorem 1 and Corollary 8. These results yield the currently best lower bound for the simulation. The graphs $G_{k}^{n}$ are not $k$-page graphs. But one can modify them to get $k$-pd graphs that have large separators.

Corollary 9. There are $n$-vertex $k$-pd graphs whose smallest separators have at least
$\Omega\left(n /\left(2^{k} k 10^{2 k(k+1)} l^{k}(n)\right)\right)$ vertices.

A stronger version of Corollary 9 can be proved by combining Theorems A, B and Theorem 1.

Corollary 10. For every fixed positive integer $s$ and all $n$ large enough, there is an $n$-vertex 3 -pd graph whose smallest separator contains at least $\Omega\left(n / l^{s}(n)\right)$ vertices.

Proof. Fix $k>0$. All the statements in this proof are valid for sufficiently large $n$. By Theorem $1, S_{6(k+2)}(n) \geq c(k) n / l^{k}(n)$ and by Theorem B, $S_{6(k+2)}(n) \leq d(k) \frac{t(n)}{n} \log \frac{n^{2}}{t(n)}$. Combining the two we get $\frac{n^{2}}{t(n)} \leq f(k) l^{k-1}(n)$. By Theorem A, $\frac{n}{S(n)} \leq \frac{n^{2} \log ^{2} n}{t(n \log n)} \leq g(k) l^{k-1}(n)$ from which the corollary follows.

In Section 2 we define the family $F_{k}$, in Section 3 we define the graphs $G_{k}^{n}$ and in Section 4 we prove Theorem 1. In Section 5 we list some open problems.

## 2. The family $F_{k}$

We define a graph $G_{x}$ of $n$ vertices by the operation of a 3 -pd machine $M$ defined by a "program" $x$. Initially the three pd's contain $1, \ldots, n$. Let $I=\{1,2,3\}$ be the index set of the pd's and let $\Gamma=\left\{(\right.$ pop, push, query $) \mid$ pop $\in I$, push $\in 2^{I}$, query $\left.\in\{T, F\}\right\}$. A symbol $\gamma=\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right) \in \Gamma$ can be interpreted as follows: pop a symbol from pd number $\gamma_{1}$, push it on top of the pd's listed in $\gamma_{2}$, and if $\gamma_{3}=T$, then $\gamma$ is a query symbol.

Consider a string $x \in \Gamma^{*} . x$ is executable by a machine $M$ that pushes and pops the symbols $1, \ldots, n$ in its pd's. Let $i_{1}, i_{2}, i_{3}, \ldots$ be the sequence of symbols popped by a query symbol $\gamma \in \Gamma$. The graph $G_{x}=(V, E)$ is defined as follows. $V=\{1, \ldots, n\}$ and $E=\left\{\left(i_{1}, i_{2}\right),\left(i_{3}, i_{4}\right), \ldots\right\}$. We denote the set $\left\{G_{x}: x \in \Gamma^{*},|x| \leq k n\right\}$ by $F_{k}$.

In the proofs below we consider "restricted programs" $x \in \Gamma^{*}$ in which (i) whenever a symbol is pushed on a pd it is not the pd it was popped from; (ii) a query symbol pops
without pushing; and (iii) in $x$ query symbols appear in pairs (corresponding to edges) popping different pd's. Formally, if $\gamma=\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right)$ appears in $x$, then (i) $\gamma_{1} \notin \gamma_{2}$; (ii) if $\gamma_{3}=T$, then $\gamma_{2}=\emptyset$; and (iii) if $\gamma$ is the ( $2 i-1$ )-th query symbol in $x$ for some $i \geq 1$, then the next symbol in $x, \gamma^{\prime}=\left(\gamma_{1}^{\prime}, \gamma_{2}^{\prime}, \gamma_{3}^{\prime}\right)$ satisfies $\gamma_{3}^{\prime}=T$ and $\gamma_{1}^{\prime} \neq \gamma_{1}$. Moreover, we assume that (iv) at the end of the "execution" of $x$ the three pd's are empty. We need the following definition for stating the last restriction. Consider a query symbol $\gamma$ in $x$. It pops some pd symbol which was pushed $\ell$ times before. We define the parity of $\gamma$ to be the parity of $\ell$ and assume that (v) the parities of two query symbols that correspond to an edge are the same. We denote by $F_{k}^{\prime}$ the corresponding family of graphs. Obviously $F_{k}^{\prime} \subseteq F_{k}$.

We will need the following graphs: A doubling graph is $G_{n}=\left(V_{n}, E_{n}\right), n$ is a power of $2, V_{n}=\{0, \ldots, n-1\}, E_{n}=\left\{(i, 2 i(\bmod n)),(i,(2 i+1)(\bmod n)) \mid i \in V_{n}\right\}$. A shifting graph is $G_{n}^{t}=\left(V_{n}, E_{n}^{t}\right), V_{n}$ as before and $E_{n}^{t}=\left\{(i,(i+t)(\bmod n)) \mid i \in V_{n}\right\}$, where $t$ is called the shift of the graph. The following proposition follows from the definitions:

Proposition 1. $k$ page-graphs are in $F_{6 k}$, doubling graphs are in $F_{9}^{\prime}$, and shifting graphs are in $F_{3}^{\prime}$.

Remark. As can be seen by a simple counting argument, for $c k<n$, most $k$ degree graphs are not in $F_{c k}$. Hence in some sense $F_{2 k}$ contains graphs with average degree at most $k$ that have some simple structure.

## 3. The Graphs $G_{k}^{n}$

In this section we construct, for every $k$ and all large enough $n$, the graph $G_{k}^{n}$ of $n$ vertices and maximum degree $2 k+7$. The graphs $G_{k}^{n}$ are constructed inductively in $k$.

Base $(k=1)$ : The graphs $G_{1}^{n}=\left(V_{n}, E_{n}^{1} \cup E_{n}^{2} \cup E_{n}^{3}\right)$ are obtained from the doubling graphs of Section 3. $V_{n}$ is as before. Let $n^{\prime}$ be the largest power of 2 not larger than $n$,
and let $V_{n}^{1}\left(V_{n}^{2}\right)$ be the first (last) $n^{\prime}$ vertices of $V_{n}$. For $i=1,2$ we choose $E_{i}^{n}$ so that the graph $\left(V_{n}^{i}, E_{n}^{i}\right)$ is a doubling graph and $E_{n}^{3}=\left\{\left(i, n^{\prime}+i\right) \mid i=1,2, \ldots, n^{\prime}-n\right\} .\left(E_{n}^{3}\right.$ connects the corresponding vertices in $V_{n}^{1}-V_{n}^{2}$ and $V_{n}^{2}-V_{n}^{1}$.)

Inductive step: To construct $G_{k+1}^{n}$ we need the following number theoretic lemma.
Lemma 1. Let $p$ be a prime number, and let $m=\left\lceil\log ^{2} p\right\rceil$. There is a set of $m-1$ integers $T \subset\{1, \ldots, p\}$ such that for every set $A \subset\{1, \ldots, p\}$ with $|A|=c p$ (c may depend on $p$ ), the number of triples $\left(a, t, a^{*}\right), a \in A, t \in T$ and $a^{*} \in \bar{A}=\{1, \ldots, p\}-A$ with $a+t \equiv a^{*}(\bmod p)$ is at least $c(1-c) p m-O\left(\sqrt{c(1-c)} p m /(\log \log p)^{2}\right)$. (The constant in the $O$ notation does not depend on $c$ or $p$.)

We now define $G_{k+1}^{n}$. Let $p$ be the largest prime smaller than $n / \log ^{2} n$ and let $m=$ $\left\lceil\log ^{2} p\right\rceil$. Since for sufficiently large $n, p \geq n / \log ^{2} n-\frac{1}{10} n^{2 / 3}$ (cf. [2]), $p m \geq\left(n / \log ^{2} n-\right.$ $\left.\frac{1}{10} n^{2 / 3}\right) \log ^{2}\left(n / \log ^{2} n-\frac{1}{10} n^{2 / 3}\right)=n(1-o(n))$. We arrange the $p(m+1)$ vertices in a ( $p \times(m+1)$ )-rectangle. The remaining $o(n)$ vertices are isolated vertices. In each of the $p$ rows of the rectangle we connect the vertices by a copy of $G_{k}^{m}$. Each pair of consecutive columns are connected by a shifting graph. The $m$ different shifts are the elements of the set $T$ of Lemma 1.

Lemma 2. $G_{k}^{n} \in F_{6(k+2)}^{\prime}$.
Proof Sketch: We use induction on $k . G_{1}^{n} \in F_{18}^{\prime}$ since doubling graphs are in $F_{9}^{\prime}$ (Proposition 1). We now describe the restricted program $x$ that "generates" $G_{k+1}^{n}$. We number the vertices of $G_{k+1}^{n}$ by numbering vertices in each column consecutively. The first $3 n$ symbols of $x$ copy the three pd's. The top copies are used to generate the column connections and the bottom copies the row connections. By Proposition 1 each shifting graph is in $F_{3}^{\prime}$ and so is the union of the $m-1$ shifting graphs. So the next substring of $x$ of length $3 n$ generates the column connections. Now, by the induction assumption each copy of $G_{k}^{m}$ is in $F_{6(k+2)}^{\prime}$. But so is the union of $p$ copies of $G_{k}^{m}$ because in the latter each vertex (each edge) is replaced by $p$ consecutive vertices (by $p$ edges). The program handles
each such $p$ vertices as blocks. Each non query symbol in the program that generates $G_{k}^{m}$ is replicated $p$ times. Consequently, the $p$ copies in each block are popped and pushed successively. Each pair of query symbols corresponding to an edge is also replicated $p$ times. As a result $x$ pops alternatively from each block. Finally, restriction (v) guarantees that the two blocks are popped (and queried) in the same order (from the first to the last or vice versa). It is easy to see that $x$ is a restricted program that generates $G_{k+1}^{n}$. Since the row connections are generated by a string of length at most $6(k+2) n$, it follows that $|x| \leq 6(k+3) n$ and $G_{k+1}^{n} \in F_{6(k+3)}^{\prime}$.

Proof of Lemma 1. For two given sets $T, A \subset\{1, \ldots, p\}$, we define the following values for $k=1, \ldots, p: f\left(\frac{k}{p}\right)=\sum_{t \in T} e^{2 \pi i t k / p}, g\left(\frac{k}{p}\right)=\sum_{a \in A} e^{2 \pi i a k / p}, g^{*}\left(\frac{k}{p}\right)=$ $\sum_{a \cdot \in \tilde{A}} e^{2 \pi i a^{*} k / p}$.

Claim 1. The number of triples ( $a, t, a^{*}$ ), $a \in A, t \in T$ and $a^{*} \in \bar{A}$ with $a+t \equiv$ $a^{*}(\bmod p)$ is $\frac{1}{p} \sum_{k=1}^{p} f\left(\frac{k}{p}\right) g\left(\frac{k}{p}\right) \bar{g}^{*}\left(\frac{k}{p}\right)$.

Proof: Each triple $\left(a, t, a^{*}\right), a \in A, t \in T$ and $a^{*} \in \bar{A}$ contributes $p$ to the sum if $a+t \equiv a^{*}(\bmod p)$ and 0 otherwise. $\quad \square$

Hence, we have to estimate the sum of Claim 1. In this sum, the term for $k=p$ gives $\frac{1}{p}|A||T||\bar{A}|=c(1-c) p m$. The other terms are estimated by $\left|\frac{1}{p} \sum_{k=1}^{p-1} f\left(\frac{k}{p}\right) g\left(\frac{k}{p}\right) \bar{g}^{*}\left(\frac{k}{p}\right)\right| \leq$ $\frac{1}{p} \sum_{k=1}^{p-1}\left|f\left(\frac{k}{p}\right)\right|\left|g\left(\frac{k}{p}\right)\right|\left|g^{*}\left(\frac{k}{p}\right)\right| \leq \max _{1 \leq k<p}\left|f\left(\frac{k}{p}\right)\right| \frac{1}{p} \sum_{k=1}^{p}\left|g\left(\frac{k}{p}\right) \| g^{*}\left(\frac{k}{p}\right)\right| \leq$ (by the CauchySchwartz inequality) $\max _{1 \leq k<p}\left|f\left(\frac{k}{p}\right)\right| \frac{1}{p}\left[\sum_{k=1}^{p}\left|g\left(\frac{k}{p}\right)\right|^{2}\right]^{1 / 2}\left[\sum_{k=1}^{p}\left|g^{*}\left(\frac{k}{p}\right)\right|^{2}\right]^{1 / 2}$.

Note that $\sum_{k=1}^{p}\left|g\left(\frac{k}{p}\right)\right|^{2}=c p^{2}$ and $\sum_{k=1}^{p}\left|g^{*}\left(\frac{k}{p}\right)\right|^{2}=(1-c) p^{2} . \quad\left(\sum_{k=0}^{p}\left|g\left(\frac{k}{p}\right)\right|^{2}=\right.$ $\sum_{k=1}^{p} g\left(\frac{k}{p}\right) \bar{g}\left(\frac{k}{p}\right)=\sum_{a, b \in A} \sum_{k=0}^{p} e^{2 \pi i(a-b) k / p}=p|A|$ because the inner sum is $p$ if $a=b$ and 0 otherwise. Similarly $\sum_{k=0}^{p}\left|g^{*}\left(\frac{k}{p}\right)\right|^{2}=p|\bar{A}|$.) It follows that the contribution of the other terms is $\leq \sqrt{c(1-c)} p \max _{1 \leq k<p}\left|f\left(\frac{k}{p}\right)\right|$.

We show that if we choose the elements of $T$ uniformly at random, then with probability greater than $0, \max _{1 \leq k<p}\left|f\left(\frac{k}{p}\right)\right|=O\left(m /(\log \log p)^{2}\right)$, which completes the proof of Lemma 1.

Let $m^{\prime}=m-1, T=\left\{t_{1}, \ldots, t_{m^{\prime}}\right\}$ and $x_{j}^{k}=e^{2 \pi i t_{j} k / p}$. Take $q=\left\lceil(\log \log p)^{2}\right\rceil$, and divide the unit circle into $q$ arcs $S_{1}, \ldots, S_{q}$. ( $S_{r}$ goes from $e^{2 \pi i(r-1) / q}$ to $e^{2 \pi i r / q}$.) Let $\lambda=\log p /(\log \log p)^{4}$, and fix $k, 1 \leq k<p$. For $1 \leq r \leq q$, let $A_{r}^{k}$ be the event $|\mid\{j:$ $\left.x_{j}^{k} \in S_{r}\right\}\left|-\frac{m^{\prime}}{q}\right| \leq \lambda \sqrt{\frac{m^{\prime}}{q}}$. Since $x_{j}^{k} \in S_{r}$ with probability $\frac{1}{q}$, Probability $\left(\neg A_{r}^{k}\right) \leq e^{-\lambda^{2} / 2}$ by Chernoff's bound on the tail of the binomial distribution (cf. [3] Corollary 4). (For given $k$ and $r$ denote by $X_{j}^{k, r}$ the random variable which takes the value 1 if $x_{j}^{k} \in S_{r}$ and 0 otherwise. Then $\neg A_{r}^{k}$ is the event that the sum (over $j$ ) of $X_{j}^{k, r}$ differs from its mean ( $\frac{m^{\prime}}{q}$ ) by at least $\lambda$ standard deviations $\left(\sqrt{\frac{m^{\prime}}{q}\left(1-\frac{1}{q}\right)}\right)$, and $\lambda$ is not too large $\left(\lambda<\sqrt{\frac{m^{\prime}}{q}\left(1-\frac{1}{q}\right)}\right.$. )

Claim 2. For $1 \leq k<p$, if $A_{r}^{k}$ holds for all $1 \leq r \leq q$, then $\left|f\left(\frac{k}{p}\right)\right|=\left|\sum_{j=1}^{m} x_{j}^{k}\right| \leq$ $O\left(m /(\log \log p)^{2}\right)$.

Proof: Let $n_{r}^{k}=\left|\left\{j: x_{j}^{k} \in S_{r}\right\}\right|$. By our assumption $\left|n_{r}^{k}-\frac{m^{\prime}}{q}\right| \leq \lambda \sqrt{\frac{m^{\prime}}{q}}$. Also, for $x_{j}^{k} \in S_{r},\left|x_{j}^{k}-e^{2 \pi i r / q}\right|=O\left(\frac{1}{q}\right)$. Now, $\left|\sum_{j=1}^{m^{\prime}} x_{j}^{k}\right| \leq\left|\sum_{r=1}^{q} n_{r}^{k} e^{2 \pi i r / q}\right|+O\left(\frac{m}{q}\right) \leq$ $\frac{m^{\prime}}{q}\left|\sum_{r=1}^{q} e^{2 \pi i r / q}\right|+q \lambda \sqrt{\frac{m^{\prime}}{q}}+O\left(\frac{m}{q}\right) \leq O\left(m /(\log \log p)^{2}\right)$.

But the probability that $A_{r}^{k}$ does not hold for some $1 \leq r \leq q$ and $1 \leq k<p$ is at most $q p e^{-\lambda^{2} / 4}=o(1)$. Hence, with probability greater than $0, A_{r}^{k}$ holds for all $1 \leq r \leq q$ and $1 \leq k<p$, and by Claim $2, \max _{1 \leq k<p}\left|f\left(\frac{k}{p}\right)\right|=\left|\sum_{j=1}^{m^{\prime}} x_{j}^{k}\right| \leq O\left(m /(\log \log p)^{2}\right)$.

## 4. The Proof of Theorem 1

We prove that the separators of $G_{k}^{n}$ satisfy the lower bound of Theorem 1 . We will need the following definition: For a set $A$ of vertices in a graph we denote by $\#(A, \bar{A})$ the number of edges $(u, v)$ with $u \in A$ and $v \in \bar{A}$. Theorem 1 follows immediately from the following lemma.

Lemma 3. For $K>k$ and sufficiently large $n$, let $A$ be any set of vertices of $G_{k}^{n}$ such that $10^{k-K} \leq|A| / n \leq 1 / 2$. Then $\#(A, \bar{A}) \geq 10^{-2 k K}|A| / l^{k}(n)$.

Doubling graphs satisfy a property stronger than the one needed in Lemma 3. Lemma 4 below is due to Maass [11].

Lemma 4. Any set $A$ of vertices of an $n$-vertex doubling graph satisfies $\#(A, \bar{A}) \geq$ $|A||\bar{A}| /(n \log n)$.

Proof of Lemma 4. Assume $n=2^{l}$. For all pairs of vertices $e, d, \operatorname{let}\left(d_{0}^{e}=e, \ldots, d_{l}^{e}=\right.$ $d$ ) be the unique path from $e$ to $d$ that changes the bits of the vertex name one at a time. We define $G(e, r)=\left\{b \in A \mid b=d_{r}^{e}\right.$ for some $d$ with $\left.d_{r+1}^{e} \in \bar{A}\right\}$.

Claim 3. $|\bar{A}| \leq \sum_{r=0}^{l-1}|G(e, r)| 2^{l-r}$ for every $e \in A$.
Proof. To each $d$ in $\bar{A}$ associate $\tilde{r}$, the last index r with $d_{r}^{e} \in A$. Since $d$ and $d_{\bar{r}}^{e}$ have the same $\tilde{r}$ bits, at most $2^{I-\bar{r}} d$ 's in $\bar{A}$ have the same $\tilde{r}$ and the same $d_{\tilde{r}}^{e}$.

Claim 4. For every index $r$ and vertex $b$ we have $|\{e \mid b \in G(\epsilon, r)\}| \leq 2^{r}$.
Proof. Each $e$ in this set has $l-r$ bits in common with $b$. $\quad[$
By summing Claim 3 over $A$ and by Claim $4,|A||\bar{A}| \leq \sum_{e \in A} \sum_{r=0}^{l-1}|G(e, r)| 2^{l-r} \leq$ $\sum_{r=0}^{l-1} 2^{l-r} \sum_{e \in A}|G(e, r)| \leq \sum_{r=0}^{l-1} 2^{l-r} 2^{r}\left|\cup_{e \in A} G(e, r)\right|=n \sum_{r=0}^{l-1}\left|\cup_{e \in A} G(e, r)\right|$. Therefore there is an index $r$ such that $\left|\cup_{e \in A} G(e, r)\right| \geq|A||\bar{A}| /(n \log n)$.

This completes the proof of Lemma 3 since each vertex in $\cup_{e \in A} G(e, r)$ corresponds to a unique edge of the doubling graph with one endpoint in $A$ and one in $\bar{A}$.

Proof of Lemma 3. We fix $K$, and use induction for $k<K$.
Base $(k=1)$ : Let $A$ be any subset of vertices of $G_{1}^{n}=\left(V_{n}^{1}, E_{n}^{1} \cup E_{n}^{2} \cup E_{n}^{3}\right)$ such that $10^{1-K} \leq|A| / n \leq 1 / 2$. Let $a_{i}=\left|A \cap V_{n}^{i}\right|, i=1,2$ and $a=|A|$. Without loss of generality $a_{1} \geq a_{2}$.

Claim 5. Either (1) there is $i \in\{1,2\}$ with $\frac{a}{8} \leq a_{i} \leq \frac{7}{8} n^{\prime}$ or (2) $a_{1}-a_{2} \geq \frac{a}{8}$.
Proof. Assume (1) and (2) do not hold. We must have $a_{1}>\frac{7}{8} n^{\prime}$ and thus $\left|\bar{A} \cap V_{n}^{1}\right| \leq$ $\frac{n^{\prime}}{8}$. Now by (2) $a_{2} \geq a_{1}-\frac{a}{8} \geq \frac{7}{8} n^{\prime}-\frac{a}{8} \geq \frac{3}{4} a$ and by (1) $a_{2} \geq \frac{7}{8} n^{\prime}$ and thus $\left|\bar{A} \cap V_{n}^{2}\right| \leq \frac{n^{\prime}}{8}$. It follows that $|\bar{A}| \leq \frac{n^{\prime}}{4}$, which is impossible. $\square$

If (1) holds, then since $\left(V_{n}^{i}, E_{n}^{i}\right)$ is a doubling graph, we have by Lemma 4 and Claim 5: $\#(A, \bar{A}) \geq a_{i}\left(n^{\prime}-a_{i}\right) /\left(n^{\prime} \log n^{\prime}\right) \geq \frac{a}{8} \frac{n^{\prime}}{8} /\left(n^{\prime} \log n^{\prime}\right) \geq|A| /(100 \log n)$.

If (2) holds, then since there are $a_{1}-a_{2}$ edges in $E_{n}^{3}$ which contribute to $\#(A, \bar{A})$, we have $\#(A, \bar{A}) \geq|A| / 10$.

Induction step: We assume the lemma holds for $k$ and prove it for $k+1$. We color the vertices in $A$ black and those in $\bar{A}$ white. A row is called balanced if it has at least $10^{k-K} m$ vertices of each color, and it is called unbalanced otherwise. First assume that at least $\frac{1}{10} 10^{k-K} p$ of the rows are balanced. We apply the induction hypothesis to each of the balanced rows, choosing the set $A$ in each row to be the smaller of the two sets (of the black vertices or the white vertices) so that its size is $\leq m / 2$. It follows that for sufficiently large $n, \#(A, \bar{A}) \geq 10^{k-K-1} p 10^{-2 k K^{K}} 10^{k-K} m / l^{k}(m) \geq 10^{-2(k+1) K} n / l^{k+1}(n)$, which completes the proof in this case.

We now assume that less than $\frac{1}{10} 10^{k-K} p$ of the rows are balanced. Call a row black if it is not balanced and most of its vertices are black, and call a row white otherwise. Let $f_{b}\left(f_{w}\right)$ be the fraction of black (white) rows and let $f_{w}^{\prime}$ be the fraction of white balanced rows.

In a black row, at least $\left(1-10^{k-K}\right) m \geq \frac{9}{10} m$ vertices are black. Hence, since $|A| \leq n / 2$, $\frac{9}{10} f_{b} p m \leq \frac{5}{10} n, f_{b} \leq 0.56$, and $1-f_{b} \geq 0.44$ for $n$ large enough.

In a white unbalanced row, at least $\left(1-10^{k-K}\right) m$ vertices are white. Hence, since $|\bar{A}| / n \leq 1-10^{k+1-K}, f_{w}^{\prime}\left(1-10^{k-K}\right) \leq 1-10^{k+1-K}$. But, since for $0<y<x<1$, $(1-x) /(1-y)<1-(x-y), 1-f_{w}^{\prime}>9 \times 10^{k-K}$ and $f_{b}=1-f_{w}>8.9 \times 10^{k-K}$.

We now consider only edges connecting different columns. Since these connections were chosen according to the set $T$ of Lemma 1 , the number of edges connecting a vertex in a black row to one in a white row is at least $p m\left(f_{b}\left(1-f_{b}\right)-o(1)\right) \geq 3.5 \times 10^{k-K_{n}}$ for $n$ large enough. Subtracting edges connecting vertices in black rows to vertices in balanced (white) rows ( $\leq 0.2 \times 10^{k-K} n$ ), and edges connecting vertices of the wrong color (white
vertices in black rows or black vertices in white unbalanced rows), ( $\leq 2 \times 10^{k-K} n$ ) we get that the number of edges connecting black vertices to white vertices $=\#(A, \bar{A})>$ $10^{k-K} n \geq 10^{-2 k K}|A| / l^{k+1}(n)$.

## 5. Open Problems

The main open problem left is Problem 1 (or equivalently Problem 2). Theorem 1 and Corollary 10 imply that even if the answer to the problems is positive the smallest separator of 3-pd graphs must be almost linear and the fastest simulation must be almost quadratic. Two other problems are the following:

- Can the family of 3-pd graphs be replaced by a simpler family of graphs $F$ such that $F$ is separable if and only if the answers to Problems 1 and 2 is positive?
- Theorems A and B provide upper and lower bounds (for the size of the separators or the time of the simulation) that are tight only if the answer to problems 1 and 2 is negative. Can the gap be closed (even without settling these problems, or if the answer is positive)?
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