# Generating Admissible Heuristics by Criticizing Solutions to Relaxed Models 

Othar Hansson<br>Andrew E. Mayer<br>Mordechai M. Yung ${ }^{1}$

CUCS-219-85

## Department of Computer Science

Columbia University
New York, N.Y. 10027
December, 1985
CUCS-219-85


#### Abstract

This paper examines one paradigm used to develop admissible heuristics: problem relaxation [ $10,11,32]$. This consists of three steps: simplify (or relax) a problem, solve the simplified problem, and use that solution as advice to guide the search for a solution to the original problem. We incroduce an extension th this methodology which exploits the simplicity of relaxed models. By criticizing the feasibility of a relaxed solution, we arrive at a closer approximation of the solution to the original problem. This solution-criticism process recovers some of the information lost by relaxation, and yields more powerful admissible heuristics than by relaxation alone. We apply our methodology to the TravelingSalesman problem and the N Puzzle. For the Traveling-Salesman Problem, it yields the well known, admissible minimum spanning tree heuristic. For the Eight and Fifteen Puzzles (in general the N puzzle), it yields a new heuristic which performs significandy better than all previously known heuristics.
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## 1. Introduction

Domain-specific heuristics enable us to solve certain previously intractable problems by intelligently directing the search for solutions. At this point, we do not fully understand how heuristics are generated, and the development of heuristics is the major botleneck in constructing intelligent systems [23, 24]. Many have attempted to understand the nature of heuristics [13, 22, 23, 24, 27, 28, 29, 30, 32, 35], so as to formulate a general methodology for developing them. The goal is to systematically, and perhaps automatically develop heuristics for arbitrary problems by applying this methodology.

In this paper, we concentrate on the state-space model of problem-solving [29,30], and examine one paradigm [4, 10, 11, 32] for the systematic generation of heuristics (we follow the notation and examples of Pearl [32]). This paradigm offers a method for deriving heuristics by examining optimal solutions to simplified models of a given problem. More specifically, the paradigm outlines a three-step methodology: first, simplify the problem; second, solve the simplified problem (preferably algorithmically); and third, use information gained by solving this simplified problem as advice to guide the search for an optimal solution to the original problem. We introduce an extension to this paradigm which enables us to recover some of the information lost in the relaxation: by more closely investigating those aspects of the original problem which are isolated by the simplification, and those which are overlooked, one can criticize the feasibility of the simplified solution and arrive at a better approximation to the actual solution.

We apply this improved methodology towards developing admissible heuristics for two problems: the N Puzzle (e.g., the Eight and Fifteen Puzzles) $[5,10,16,17,19,26,31,32,40,42]$ and the TravelingSalesman Problem [1, 2, 3, $9,14,15,25,33,34]$. These problems have been used to study and develop heuristic problem-solving techniques for more than twenty years. The $N$ Puzzle has been used by Pearl and others as an example of the use of his aforementioned paradigm: we use his formulation, and apply our improved methodology to develop a new admissible heuristic for the problem. Our new heuristic is more powerful than any previously known admissible heuristic (Manhattan Distance had been the best known): in tests on 1000 random instances of the Eight Puzzle, search using the new heuristic examined fewer than half as many states, on average, as search using Manhattan Distance. In tests on 100 random Fifteen Puzzle instances, search using the new heuristic examined one eighth as many states. We also demonstrate a similar formulation for the Traveling-Salesman Problem. We use Pearl's paradigm to develop admissible heuristics, and then apply solution-criticism to refine them. Interestingly, this leads to Held and Karp's well known minimum spanning tree heuristic [14, 15, 21].

### 1.1. Background

### 1.1.1. Overview of Heuristic Search

The state-space approach to problem-solving considers a problem as a quadruple, $\{\mathrm{S}, \mathrm{O}, \mathrm{I} \in \mathrm{S}, \mathrm{G} \subseteq$ $S\}$. $S$ is the set of possible states of the problem. $O$, is the set of operators, or transitions from state to state. I is the one initial state of a problem instance, and G is the set of goal states. This problem can
be represented as a state-space graph, where the states are nodes, and the operators are directed, weighted arcs between nodes (the weight associated with each operator, $\mathrm{O}_{\mathrm{i}}$ is the cost of applying it, $\mathrm{C}\left(\mathrm{O}_{\mathrm{i}}\right)$ ). The problem consists of determining a sequence of operators, $\mathrm{O}_{1}, \mathrm{O}_{2}, \ldots \mathrm{O}_{\mathrm{n}}$ which, when applied to I , yields a state in $G$. Such a sequence is called a solution path (or solution), with length $n$ and cost $\sum_{i=1}^{n} C\left(O_{i}\right)$. A solution with minimum cost is called optimal.

Solutions to a given problem may be found by brute force search over the state-space. However, as the sizes of the state-spaces of most problems are prohibitively large, the only hope of finding an optimal solution in reasonable time is to use an intelligent method of guiding a search through the state-space. One such method, the celebrated $A^{*}$ algorithm (originally in [12]; also [6,31,32]) orders the search by associating with each state $s$ two values: $g(s)=$ the length of the shortest path from the initial state to $s$, and $h^{\prime}(s)=$ an estimate of the length of the shortest path from $s$ to any goal state (the actual length is $h(s)$ ). In brief, $A^{*}$ is an ordered best-first search algorithm, which always examines the successors of the "most promising" state, based on the evaluation function, $\mathrm{f}^{\prime}(s)=\mathrm{g}(s)+\mathrm{h}^{\prime}(s)$.

To simplify the following discussion, we give the following definitions:
Definition 1: A heuristic function, $h^{\prime}(s)$, is said to be admissible if $\forall s\left(h^{\prime}(s) \leq h(s)\right)$
Definition 2: A heuristic function, $h^{\prime}(s)$, is said to be monotone if $\forall s, s^{\prime}$ such that $s^{\prime}$ is a successor of $s,\left(f^{\prime}(s) \leq f^{\prime}\left(s^{\prime}\right)\right.$ ) (recall that $f^{\prime}(s)$ is determined by $h^{\prime}(s)$ ). Monotonicity implies admissibility [32].

Definition 3: A heuristic function, $h_{1}{ }^{\prime}(s)$, is said to be more informed than another heuristic function, $h_{2}^{\prime}(s)$, if $\forall s\left(h_{2}^{\prime}(s) \leq h_{1}^{\prime}(s)\right)$, and $\exists s\left(h_{2}^{\prime}(s)<h_{1}^{\prime}(s)\right.$, and both are admissible.

Because the real-world cost of applying operators may be prohibitively expensive, it may be wise to to search for optimal solutions, despite possible extra time required to do so. If $A^{*}$ uses an admissible heuristic, it is guaranteed to find optimal solutions [32]. We will consider only admissible heuristics in this paper, and consequently, the word "solution" will henceforth imply "oprimal solution".

The informedness of two heuristics determines their relative performance in a search. If one has two heuristic functions, $\mathrm{h}_{1}{ }^{\prime}(s)$ and $\mathrm{h}_{2}{ }^{\prime}(s)$ (both of which are monotone), such that $\mathrm{h}_{1}{ }^{\prime}(s)$ is more informed than $h_{2}{ }^{\prime}(s)$, then one is guaranteed that $A^{*}$ will examine an equal or fewer number of states if it uses $h_{1}^{\prime}(s)$ instead of $h_{2}{ }^{\prime}(s)$ [32]: $h_{1}{ }^{\prime}(s)$ is said to have more pruning power than $h_{2}{ }^{\prime}(s)$. Therefore, if it is known that $h_{1}^{\prime}(s)$ is never less than $h_{2}^{\prime}(s)$, then the search time (measured in number of states examined) using $h_{1}{ }^{\prime}(s)$ is guaranteed not to exceed the search time using $h_{2}{ }^{\prime}(s)$. However, the actual computation time is only linearly related to the number of states examined, and is, in fact, equal to the number of states multiplied by the computational effort needed to calculate the heuristic estimate [30]. Therefore, in attempting to improve heuristics, one must consider the complexity of the heuristic function as well as its informedness.

Recenty, Korf [20] has examined a depth-first variant of $A^{*}$ : Iterative Deepening $A^{*}$ (IDA*). If the state-space we wish to search is a tree, or a graph which closely approximates a tree, IDA* is asymptotically optimal in terms of both time and space requirements. In order to study heuristic performance in the large state-spaces of the N Puzzles, we use the IDA* algorithm in our experiments (IDA* requires only $O(\log n)$ space to search a tree with $n$ states). To guarantee optimality of solutions, IDA* requires the use of a monotone heuristic.

### 1.1.2. The N Puzzle and the Traveling-Salesman Problem

The Eight (figure 1-1) and Fifteen Puzzles are classic examples of small, well defined, and conceptually simple problems which are sufficiently complex to exhibit interesting phenomena: therefore, they serve as popular testing grounds for heuristic search and problem-solving methods. In particular, these problems are used to demonstrate the development of heuristics in [10,11,32]. The Eight Puzzle consists of a $3 \times 3$ frame containing 8 numbered, sliding tiles (the Fifteen Puzzle is a $4 \times 4$ frame with 15 tiles). One of the positions in the frame does not contain a tile: this space is called the "blank," and is given the number ' 0 ' for notational purposes. A state can then be considered as an ordered 9 -tuple ( $\mathrm{T}_{0} \mathrm{~T}_{1} \mathrm{~T}_{2} \mathrm{~T}_{3} \mathrm{~T}_{4} \mathrm{~T}_{5} \mathrm{~T}_{6} \mathrm{~T}_{7} \mathrm{~T}_{8}$ ), understood to correspond to Figure 1-2. There is one legal operator in this state-space: sliding any one of the tiles which are horizontally or vertically adjacent to the blank into the blank's position. A solution to a problem instance is a sequence of operators which transforms a given initial state into a particular goal state (figure 1-1 shows the goal state used in this paper). The state-space for the Eight Puzzle contains $\frac{9!}{2}$ states, and the state-space for the Fifteen Puzzle contains $\frac{16!}{2}$ states $[40,45]$.


Figure 1-1: Eight Puzzle goal state: (012345678) where 0 is the blank


Figure 1-2: Standard tile positions $\left(T_{0} T_{1} T_{2} T_{3} T_{4} T_{5} T_{6} T_{7} T_{8}\right)$

The NP-Hard Traveling-Salesman Problem [9] has also been used to explore the development of lower bounds (i.e., admissible heuristics) $[1,14,32]$. The problem is that of planning a shorest route for a salesman who must visit a number of cities and then return to his home city. In more mathematical terms, we must find a shorest closed Hamiltonian tour through $n$ vertices. While recent work on this problem has concentrated on methods for finding near-optimal solutions quickly, early work was concerned with branch-and-bound techniques (branch-and-bound may be considered a generalized form of $\mathrm{A}^{*}$ ) for finding optimal solutions by using admissible heuristics.

### 1.1.3. Generating Heuristics through Simplified Problems

We focus our attention on the work of Pearl [32], who proposes that one natural method of developing good heuristics is to "consult simplified models of the problem domain" [10, 11, 32]. He observes four general methods for the generation of these simplified models. The first method does so by deleting constraints on the applicability of operators in the state-space. A second method simplifies a problem by adding constraints to it: this reduces the size of the search space and results in a more directed (therefore faster) search. A third technique transforms the representation of the original problem into an analogous one within the domain of an expert problem-solver. Finally, Pearl mentions a probabilistic model, in which insufficient knowledge about a problem allows us to make only a statistically-based appraisal of the cost of solving it.

In this paper, we examine the first method - constraint relaxation - because it is a systematic method which guarantees the generation of admissible heuristics. When constraints are removed from a problem, new edges and nodes are introduced into the state-space graph. Clearly, the shortest path between any two given states in the relaxed graph cannot be longer than the shortest path between the same two states in the original graph (one can always choose to use the original path). Because it is a lower bound on the cost of an optimal solution to the original problem, one can use the solution length of the relaxed problem as an admissible heuristic for the original problem. Furthermore, because $h^{\prime}(s)$ is derived from an actual path length in the relaxed state-space graph (it is equal to $h(s)$ in this graph), it is easily seen that the resulting evaluation function is monotone.

One can identify two properties of the heuristic information provided by the relaxed models: simplicity refers to the computational effort required to solve the relaxed problem and calculate the heuristic, and proximity refers to how closely the relaxed solution approximates the actual solution. In general, the more relaxed a model is, the less proximity and the more simplicity it has. The challenge is to increase the proximity of the relaxed model without significantly decreasing the simplicity of the heuristic calculation. If we translate this to the vocabulary of theoretical computer science, the challenge is to discover tight lower bounds which are easy to derive and compute.

Our observation is that instead of using the relaxed solution directly to advise us in finding the solution to the original problem, we can first investigate characteristics of the relaxed solution (which can be thought of as a preliminary plan for solution) in companison to those of the original one. If we can admissibly recover any information that was lost in the process of relaxation, we will have created a more informed admissible estimate than the heuristic from the relaxed model alone.

### 1.2. Outline of the Paper

In section 2 we discuss the constraint relaxation model proposed by Pearl and examine its effectiveness on the Eight Puzzle. In section 3 we introduce and discuss our refinement of Pearl's model. We use our method to generate a new heuristic for the N Puzzle (the Linear Conflict heuristic), and we prove its monotonicity. We then show how this process may be iterated: we apply the method again to develop a slighty more powerful monotone heuristic. Based on experimental data, we char the effectiveness of the Linear Conflict heuristic, as compared to known heuristics for this problem. Section 4 we apply our method to the Traveling-Salesman Problem, and by criticizing solutions to relaxed models we derive a well known admissible heuristic for this classic problem. In Section 5, we review the solution-criticism method in light of these two examples. Section 6, the conclusion, summarizes our results.

## 2. Examples of Heuristics from Relaxation: Constraint-Deletion on the $\mathbf{N}$ Puzzle

In this section, we examine Pearl's formulation of the N puzzle domain, in order to better understand the effects of the relaxation process. We discuss three known heuristics - Manhattan Distance [5], Relaxed Adjacency [10], and Misplaced Tiles [5] - which Pearl uses to demonstrate the applicability of
constraint-deletion. Aside from these heuristics, we use the constraint-deletion method to generate two new relaxed models.

### 2.1. Formalization of the Problem

To use the constraint-deletion method, one must formally represent the problem in terms of the states, operators and constraints upon those operators. Pearl uses a set of STRIPS-like [8] predicates to describe the problem state of the Eight Puzzle:

```
ON(x,y) : tile x is on cell y
CLEAR (y) : cell y is clear of tiles
ADJ(y,z) : cell y is horizontally or
    vertically adjacent to cell z
```

The single operator on the state-space is described as follows:

```
MOVE (x,y,z) :
```

```
    precondition list : ON (x,y),CLEAR (z),ADJ (y,z)
    add list : ON (x,z), CLEAR (y)
    delete list : ON (x,y),CLEAR(z)
```

The essence of Pearl's method is that by removing preconditions for this operator one is creating a relaxed model of the problem. This is, of course, only one possible description of the problem. One may either refine the predicates used, or describe the problem using a different set of predicates, as we demonstrate in both of our new relaxed models.

### 2.2. Manhattan Distance

If one chooses to delete $\operatorname{CLEAR}(z)$ from the list of preconditions, one generates a new model of the puzzle, in which the optimal solution length is given by the Manhattan Distance heuristic. In this new puzzle, a tile may be moved into any horizontally or vertically adjacent position, with stacking allowed. Obviously, the optimal solution to this puzzle is found by moving each ile along a shortest path between its initial and goal positions. For any one tile, the length of this shortest path is the grid distance (horizontal plus vertical distance) between its current and goal positions. Therefore, the total solution length is merely the summation of these grid distances for each tile.

### 2.3. Relaxed Adjacency

One may instead choose to delete the $\operatorname{ADJ}(y, z)$ precondition. This results in a new puzzle in which any tile, anywhere, may swap positions with the blank. In this "Relaxed Adjacency" model, optimal solutions are given by the following algorithm, first introduced by Gaschnig [10] but never proven to be optimal (see Appendix I. 1 for the proof of an upper bound for this estimate and a proof of its optimality):

```
While any tile is out of its goal position do
    If the blank is in its own goal,
        then swap with any misplaced tile
        else swap with the tile that
        belongs in the blank's position
```


### 2.4. Misplaced Tiles

Another obvious relaxation is to delete both $\operatorname{ADJ}(y, z)$ and $\operatorname{CLEAR}(z)$. In this model of the puzzle, any tile in any position may be moved into any other position, with stacking allowed. The obvious algorithm for solving this puzzle is simply to move each tile from its current position into its goal position. Thus, the length of the optimal solution is merely the number of iles which are not currently in their goal positions - the "misplaced tiles".

### 2.5. The Checkerboard Relaxed Adjacency Model

In the original problem, the tile positions form a bipartite graph of positions - each move shifts the blank from one side of the bipartite graph to the other. If one colors the puzzle like a checkerboard, the red squares form one side of the bipartite graph, and the black squares the other side (see Figure 2-1.). In the original problem, the blank is constrained to move to only a small subset of the other side of the graph (i.e., the adjacent positions). One may relax this constraint by allowing the blank to move to any of the positions in the other side of the graph.


Figure 2-1: Checkerboard model

This model's proximity can be thought of as being somewhere between the original model and the Relaxed Adjacency model, because one has deleted only a part of the adjacency requirement. In this new model, one can think of any given ile position as being "adjacent" to half of the other positions. To formalize this, we define three new STRIPS-like predicates and change the preconditions for MOVE:

```
RED(y) : y is a red position
BLACK(y) : y is a black position
DIFE-COLOR (x,y) : RED (x) \oplus RED(y)
```

$\operatorname{MOVE}(x, y, z) \quad:$

```
    precondition list : ON (x,y), CLEAR(z),DIFF-COLOR (y,z)
    add list : ON (x,z),CLEAR(y)
    delete list : ON (x,y),CLEAR(z)
```

In short, if a black position is blank (i.e., clear), only tiles in red positions may move into it, and vice versa. Unfortunately, this simplified model is not simple enough - we have yet to find an algorithm that solves it optimally. This points out a limitation of the constraint-deletion method, as well as the simplicity/proximity tradeoff. Of course, one may search to find solutions in any simplified model lacking an algorithm, in the unlikely hope that the search time will be short [44].

### 2.6. The Checkerboard Misplaced Model

One may generate a simplified version of the Checkerboard Relaxed Adjacency Model by deleting $\operatorname{CLEAR}(z)$ from the precondition list, producing the Checkerboard Misplaced Model. This can be solved optimally by the following algorithm:

```
While any tile is out of its goal position do
    If the tile is in the same hals of the puzzle
        as its goal position
            then move the tile into any position
            in the opposite half of the puzzle
        else move the tile into its goal position
```

This heuristic can estimate as high as 16 moves, for the puzzle shown in Figure 2-2 (Relaxed Adjacency estimates only 10 ).


Figure 2-2: Checkerboard Misplaced $=16$
(058127436)

### 2.7. Summary and Remarks on the Relaxed Models

Notice that some of the models presented are, in fact, relaxations of already relaxed models. For example, the Misplaced Tiles model is a relaxation of the Relaxed Adjacency model, since it can be generated by deleting a precondition in that model. Clearly, any relaxation of a given model will have solution lengths no longer than that model. Consequently, the Relaxed Adjacency heuristic is more informed than the Misplaced Tiles heuristic. Figure 2-3 shows the "relaxation space," which is a partial order (ordered by the informedness of the heuristics) of the models described above. This is analogous to hierarchical abstraction spaces (e.g., ABSTRIPS [38]).

The order is a partial one, because some models may be independent of one another, in that they are


Figure 2-3: Partial order of the discussed N-Puzzle relaxation space
generated by relaxing different preconditions (e.g., Manhattan Distance and Relaxed Adjacency). Gaschnig investigated the Relaxed Adjacency heuristic and found that it evaluated only slightly higher than Misplaced Tiles in most, and lower than Manhatan Distance in all of the 875 puzzle instances which he surdied [10]. We noticed, however, that there are exceptions which he overlooked: the Manhattan Distance estimate is lower in $0.2 \%$ of the possible Eight Puzzle instances (see Figure 2-4 for one such instance). Realizing that the evaluations made by these two heuristics are both guaranteed to be underestimates, one can employ the trivial improvement of using MAX(Manhattan Distance, Relaxed Adjacency) as an estimate (this is a general suggestion from Pearl [32], although neither he nor Gaschnig mention Relaxed Adjacency's occasional superiority).


Figure 2-4: Relaxed Adjacency $=12$
Manhattan Distance $=8$
Optimal Solution $=24$
(021438765)

## 3. Refining Relaxed Models by Solution-Criticism

We have seen how constraint relaxation can generate a number of admissible heuristics for the Eight Puzzle. We may consider such a heuristic function as examining certain properties of a problem. But, because of the relaxation, some of the properties are overlooked, and others exaggerated or simplified: therefore the solution proposed is infeasible for the original problem. The different relaxations we have seen are weighted heavily towards certain properties - e.g., shortest path of a tile to its goal position (Manhattan Distance), the bipartite graph of tile positions (Checkerboard Relaxed Adjacency), and the role of the blank in moving the tiles (Relaxed Adjacency). We wish to study the properties which these relaxations stress, and those which they ignore or simplify, and thereby criticize the feasibility of the simplified solution.

Manhattan Distance, on the average, is the best of the heuristics discussed above. We will attempt to improve upon it by contrasting the solution plan which it suggests to that of the original problem.

### 3.1. Analyzing the Shortcomings of the Manhattan Distance Model

Manhattan Distance can be thought of as proposing a solution for the problem. It proposes that the puzzle can be solved by moving each tile along a shortest pach to its goal position. More specifically, the optimal solution in the Manhattan Distance model is a set of subgoal solutions, one for each tile. A subgoal solution is any shortest path for a given tile from its current to its goal position. In many cases, there is a single, unique shorest path: the tile is already in its correct row (column) and need only move within that row (column) (see Figure 3-1). In other cases, the path is not unique (see Figure 3-2).


Figure 3-1: Unique, straight-line shorest path from X to Y


Figure 3-2: Non-unique shortest paths from $X$ to $Y$

We will explore only what happens to the unique shortest paths, because in these cases, the subgoal solution given by the relaxed model is uniquely determined - hopefully it will be simple to analyze and improve the heuristic by recognizing when these suggested subgoal solutions are infeasible. First, we present the following results about paths:

Lemma 4: If there exists one path from position X to position Y in the N Puzzle that is of even (odd) length, then all paths from X to Y are of even (odd) length.

Proof: From the discussion in Section 2.5, one knows that the tile positions form a bipartite graph. Since, in a bipartite graph, all paths of length 1 move between the two sides of the graph, all paths between positions which are on opposite sides of the graph are of odd length, and all paths between positions which are in the same side are of even length. Q.E.D.

## Consequently,

Corollary 5: If there is a unique shortest path, $p$, between position X and position Y in the N Puzzle, then any alternate path will be at least 2 moves longer than $p$.

One notices, when comparing the subgoal solutions to the actual optimal solutions, that the unique shortest paths of two tiles occasionally conflict. In these cases, one tile may be forced to take an altermate path, increasing the solution length by at least two (from Lemma 5). In fact, there are several distinct cases in which this phenomenon occurs (the examples below indicate some of these). In general, these conflicts can only exist in a given line when two or more tiles have both their current and goal positions in that line: in that case, there are at least two unique shortest paths and the possibility of a local subgoal conflict.

The idea of shortest paths is only brought to our attention by studying the optimal solutions to this relaxed problem. We must then attempt to look critically at this concept which influences the heuristic offered by the relaxed model, and attempt to gauge the degree to which it affects the solution to the relaxed model. Once one can recognize and characterize the cases where the unique shortest paths are necessarily violated in the optimal solution to the original problem, one may determine a way to compensate for these oversimplifications. Before describing a precise method for doing so, we examine several examples of this phenomenon.

### 3.1.1. Examples of Conflicting Shortest Paths

Figures 3-3 through 3-6 illustrate four typical examples of conflicts between unique shortest paths.


Figure 3-3: Shorrest paths collide: Add 2 to Manhattan Dist.


Figure 3-5: ' 5 ' must move off-line: Add 2 to Manhattan Dist.


Figure 3-4: '4' acts as an obstacle, although its path length is 0 : Add 2 to Manhattan Dist.


Figure 3-6: 2 tiles must move off-line: Add 4 to Manhattan Dist.

In Figure 3-3, either the ' 5 ' or the ' 3 ' must move outside of the middle row to make room for the other to pass. Therefore, one should add two to the estimate of Manhattan Distance (one for the move out of the line and another for the move retuming to the line).

Figure $3-4$ shows a conflict in which a tile, which had previously been "solved", presents an obstacle to another tile. This conflict contradicts the Means-Ends analysis [28] intuition that solved subgoals will not be disturbed (similar failures occur in planning solutions to problems in the "Blocks World" [7, 46]). To resolve this conflict, either the ' 4 ' or the ' 3 ' will have to follow a non-shortest path, adding at least 2 moves to the Manhattan Distance estimate.

Figure 3-5 shows another typical conflict. In this state, the ' 5 ' tile is in conflict with the ' 3 ' and the ' 4 '. Clearly, either the ' 5 ' has to move out of the way ( 2 extra moves) and allow the others to pass to their goal positions, or the ' 3 ' and ' 4 ' have to move and allow the ' 5 ' to pass ( 4 extra moves). To preserve admissibility, one must assume that the less costly resolution occurs, and add 2 to the Manhattan Distance estimate.

Lastly, Figure 3-6 illustrates the most complex case, where each tile is in conflict with the other two. This can only be resolved by moving two of the tiles off line. One should, therefore, add 4 to the Manhattan Distance estimate when this case is recognized.

If one can devise a method for tabulating the additional moves forced by conflicting subgoals, one can add that total to our Manhattan Distance estimate and create a new admissible heuristic for this problem: one which can easily be generalized to the N Puzzle. Intuitively, one examines the puzzle state, row by row and column by column, and adds to Manhattan Distance the minimum number of additional moves necessary to resolve the conflicts within each row and column: therefore, this estimate is still a lower bound on the actual optimal solution length (a precise algorithm is given below). To give some idea of the relative informedness of this heuristic, we compare its estimates to those of Manhattan Distance, Relaxed Adjacency, and Misplaced Tiles, for the puzzle instances shown in Figures 3-7 to 3-10.


Figure 3-7: Misplaced Tiles $=4$
Relaxed Adjacency $=6$
Manhattan Distance $=6$ Linear Conflict $=8$
Optimal Solution $=22$
(021745638)

```
--------------
| | 2 | 1 |
-------------
| 5 | 4 | 3 |
--------------
| 6 1 7 | 8 |
-------------
```

Figure 3-8: Misplaced Tiles = 4
Relaxed Adjacency $=6$
Manhattan Distance $=6$
Linear Conflict $=12$
Optimal Solution $=20$
(021543678)

| 1 | 4 | 1 | 3 | 1 | 6 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 8 | 1 | 1 | 7 | 1 |  |
| 1 | 5 | 1 | 2 | 1 | 1 | 1 |
|  |  |  |  |  |  |  |

Figure 3-9: Misplaced Tiles $=8$
Relaxed Adjacency = 10
Manhattan Distance $=22$
Linear Conflict $=22$
Optimal Solution $=26$
(436807521)

```
| 2 | 7 |
!-------------
| 5 | 4 | 3 |
--------------
| 8 | 1 | 6 |
```

Figure 3-10: Misplaced Tiles = 7
Relaxed Adjacency $=10$
Manhattan Distance $=14$
Linear Conflict $=24$
Optimal Solution $=26$
(270543816)

While the Linear Conflict heuristic is clearly more informed than the Manhattan Distance heuristic, one notes that, because the relaxation space is a partial order, one cannot presuppose anything about the relative informedness of the Linear Conflict and Relaxed Adjacency heuristic. In fact, there are cases of the Fifteen Puzzle (e.g. (0137452691310118121415)) for which the Relaxed Adjacency estimate is higher than the Linear Conflict heuristic.

We note that the idea of tile conflicts has been mentioned by others: Nilsson, for example, noted that Manhattan Distance "is too coarse, ... in that it does not accurately appraise the difficulty of exchanging the positions of two adjacent tiles" [31]. However, the heuristic he proposes to correct the situation, the Sequence Score (also investigated in $[5,36]$ ), is inadmissible and is applicable only to special goal states of the Eight Puzzle. Furthermore, it is not generalizable to the N . Puzzle.

### 3.1.2. An Iteration of the Process - an Even More Informed Heuristic

One may now consider the differences between the solutions proposed by the Linear Conflict model and those of the original problem. One can iterate the process of heuristic refinement by once again criticizing the differences between these proposed solution paths. We notice that the Linear Conflict model affords no consideration to the effects of diagonally adjacent correct tiles in the puzzle's comers. However, there are several simple cases where the solution length to the actual problem is clearly affected by this occurrence.


Figure 3-11: Corner tile is blocked: Add 2 to Linear Conflict


Figure 3-12: Two correct tiles prevent a swap: Add 4 to Linear Conflict


Figure 3-13: Corner tile blocks its neighbor: Add 2 to Linear Conflict


Figure 3-14: Corner tile blocks a swap: Add 4 to Linear Conflict

The Comer Conflicts are merely a special case of Diagonal Conflicts, which can be found throughout the puzzle. We could have chosen to admissibly add the effects of these Diagonal Conflicts to Manhattan Distance, however, one cannot admissibly add the effects of both Diagonal and Linear Conflicts (the movement of one tile might reduce both of these estimates, and so the heuristic estimate would not be monotone). The Comer Conflicts described above consider tiles which could not be involved in any Linear Conflicts, and therefore their contribution can be added to the Linear Conflict estimate. We note, however, that the relative contribution of the Corner Conflicts decreases as the size of the N Puzzle increases, and so, we will instead concentrate on the Linear Conflict Heuristic.

### 3.2. An Algorithm for Calculating the Linear Conflict Heuristic

The algorithm performs an analog of plan criticism upon the unique shortest paths which exist in any given line. We first define a linear conflict:

Definition 6: Two tiles $t_{j}$ and $t_{k}$ are in a linear conflict if $t_{j}$ and $t_{k}$ are in the same line, the goal positions of $t_{j}$ and $t_{k}$ are both in that line, $t_{j}$ is to the right of $t_{k}$, and the goal position of $t_{j}$ is to the left of the goal position of $t_{k}$

We now define some variables used by the algorithm:
$s$ is the current state.
$C\left(t_{j}, r_{i}\right)$ is the number of tiles in row $r_{i}$ with which $t_{j}$ is in conflict. Similarly for $C\left(t_{j}, c_{i}\right)$
$l c\left(s, r_{j}\right)$ is the number of tiles that must be removed from row $r_{j}$ in order to resolve the linear conflicts. Similarly, $l c\left(s, c_{j}\right)$ is the number of tiles that must be removed from column $c_{j}$ in order to resolve the linear conflicts.
$m d\left(s, t_{i}\right)$ is the Manhatan Distance of tile $t_{i}$.
$L$ is the size of a line (row or column) in the puzzle. $L=\sqrt{N+1}$. $L C(s)$ is the minimum number of additional moves necessary to resolve the linear conflicts in $s$. $M D(s)$ is the sum of the Manhattan Distances of all the tiles in $s$.

## Begin \{Algorithm

For each row $r_{i}$ in the state $s$, one accounts for the conflicts local to that row $l c\left(s, r_{i}\right)$ as follows:

- $l c\left(s, r_{i}\right)=0$.
- For each tile $t_{j}$ in $r_{i}$, determine $C\left(t_{j}, r_{i}\right)$.
- While there is a non-zero $C\left(t_{j}, r_{i}\right)$ value, do
- Find $t_{k}$ such that there is no $C\left(t_{j}, r_{i}\right)$ greater than $C\left(t_{k} r_{i}\right)$. (As $t_{k}$ is the tile with the most conflicts, we choose to move it out of $r_{i}$ ).
- $C\left(t_{k} r_{i}\right)=0$.
- For every tile $t_{j}$ which had been in conflict with $t_{k}, C\left(t_{j}, r_{i}\right)=C\left(t_{j} ; r_{i}\right)-1$.
- $l c\left(s, r_{i}\right)=l c\left(s, r_{i}\right)+1$.

Check similarly for linear conflicts in each column $c_{i}$, computing $l c\left(s, c_{j}\right)$. Then calculate the estimate of the Linear Conflict alone:

$$
L C(s)=2\left[\left\{l c\left(s, r_{1}\right)+\ldots+l c\left(s, r_{L}\right)\right\}+\left\{l c\left(s, c_{1}\right)+\ldots+l c\left(s, c_{L}\right)\right\}\right]
$$

Determine, for each tile $t_{i}$ in state $s$, its Manhattan Distance $m d\left(s, t_{i}\right)$, and sum these to get the overall Manhattan Distance $M D(s)=m d\left(s, t_{1}\right)+\ldots+m d\left(s, t_{N}\right)$. Calculate the overall Linear Conflict heuristic estimate: $h^{\prime}(s)=M D(s)+L C(s)$.

## End \{Algorithm\}

We now prove that this algorithm calculates a lower bound on the minimum path length which needs to be added to the shortest paths in order to resolve conflicts in each line (other conflicts are still possible):

Theorem 7: The above algorithm calculates the minimum path length needed to resolve all linear conflicts.

Proof: First, we concentrate on one line and prove the following claim: for any line, the algorithm calculates the minimum number of tiles which must take nonshortest paths.

Notice that in the line, one may consider each tile as a node in a graph. Conflicts between tiles are arcs in the graph. In resolving conflicts, one wants to remove all arcs by removing a minimum number of nodes. Our algorithm follows a greedy strategy, removing a node with highest degree first, and continues recursively on the remaining graph. Therefore, it determines the minimal number of tiles which must be removed from the line. The algorithm counts 2 moves for each removal, which is the minimal number needed according to Corollary 5.

Since the algorithm calculates each line separately, what remains to be shown is that the number of conflicts in a line is independent of the conflicts in other lines. To do this, we demonstrate that removing a tile from one line (to resolve a conflict) will not affect conflicts in other lines. Consider a line in which one removes $k$ tiles in order to resolve all conflicts. Among these tiles, one removes tile $t_{j}$. If $t_{j}$ is not in its goal position, then it is only involved in conflicts in this line. If $t_{\mathrm{j}}$ is in its goal position, then moving it out of this line will have no effect on the conflicts which may exist in the perpendicular line, because it does not change position relative to the other tiles in that line (it merely moves into the blank position).

Therefore, the algorithm, which calculates the correct number of conflicts in each line independently (counting 2 moves for each removal), and sums these numbers, returns the minimum added path length to remove all linear conflicts. Q.E.D.

### 3.2.1. Computational Complexity of the Linear Conflict Heuristic

The calculation of $\mathrm{MD}(\mathrm{s})$ requires $\mathrm{O}(N)$ operations. To calculate $\mathrm{LC}(\mathrm{s})$ requires, for each line of tiles, $O(N)$ operations in the worst case. Since there are $2 \sqrt{N+1}$ lines, it requires $O\left(N^{1.5}\right)$ operations. However, during a search, one can calculate the heuristic estimate for a given state more efficiently, assuming that one has the estimate for its parent in the search space. Thus in a naive implementation, $\mathrm{MD}(\mathrm{s})$ costs $\mathrm{O}(1)$, and $\mathrm{LC}(\mathrm{s})$ costs $\mathrm{O}(N)$. In our implementation, we reduced both calculations to table lookup. To prepare the Linear Conflict table, we pre-computed the linear conflicts possible in a line. We stored with each tile in the state two numbers indicating whether it is in the goal row and column, and if so, where their goal positions are in their current row and column. Thus, in our implementations, LC(s) merely costs a small number of table lookup operations. In fact, the calculation of LC(s) caused the search program for the Fifteen Puzzle to be, on average, only $5 \%$ slower per node (i.e., nodes examined per second) - this was more than made up for by the dramatic decrease in the number of nodes that needed to be examined when the Linear Conflict heuristic was used (cf. 3.3).

### 3.2.2. Proof of Monotonicity of the Linear Conflict Heuristic

Theorem 8: The Linear Conflict heuristic is monotone (and therefore admissible).
Proof: To establish monotonicity we must show that $\forall s, s^{\prime} f\left(s^{\prime}\right) \geq f(s)$ (where $s^{\prime}$ is a successor of $s$ ). Recall that $f(s)=g(s)+h^{\prime}(s)$, where $g\left(s^{\prime}\right)=g(s)+1$ and $h^{\prime}(s)=M D(s)+L C(s)$.
In the movement from a state to its successor, let us assume that tile $x$ moves from row $r_{i}$ to $r_{j}$, while remaining in column $c_{k}$. We now consider the effects of tile $x^{\prime}$ s movement on $M D\left(s^{\prime}\right)$ and $L C\left(s^{\prime}\right)$, and consequently $h^{\prime}(s)$ :

1. The goal position of $x$ is in neither $r_{i}$ nor $r_{j}$.
$m d\left(s^{\prime}, x\right)=m d(s, x) \pm 1$. LC does not change. Therefore, $h\left(s^{\prime}\right)=h(s) \pm 1$, and $f\left(s^{\prime}\right)=f(s)+1 \pm 1 \geq f(s)$.
2. The goal position of $x$ is in $r_{j}$.

Since $x$ moved into its goal row, $m d\left(s^{\prime}, x\right)=m d(s, x)-1$. Because $r_{i}$ is not $x$ 's goal row, it contributed nothing to $l c\left(s, r_{i}\right)$, and its absence has no effect: $l c\left(s^{\prime}, r_{i}\right)=l c\left(s, r_{i}\right)$. Because $x$ is moving into its goal row, it may or may not contribute to the conflicts in that row, so either $l c\left(s^{\prime}, r_{j}\right)=l c\left(s, r_{j}\right)$ or $l c\left(s^{\prime}, r_{j}\right)=l c\left(s, r_{j}\right)+2$. Therefore, $h\left(s^{\prime}\right)=h(s) \pm 1$, and $f\left(s^{\prime}\right)=f(s)+1 \pm 1 \geq f(s)$.
3. The goal position of $x$ is in $r_{i}$.

Because $x$ moved out of its goal row, $m d\left(s^{\prime}, x\right)=m d(s, x)+1$. Because $r_{i}$ is $x$ 's goal row, it may or may not contribute to the conflicts in that row, so either $l c\left(s^{\prime}, r_{i}\right)=l c\left(s, r_{i}\right)$ or $l c\left(s^{\prime}, r_{i}\right)=l c\left(s, r_{j}\right)-2$. Because $r_{j}$ is not $x^{\prime}$ s goal row, its presence or absence contributes nothing to the conflicts there: $l c\left(s^{\prime}, r_{j}\right)=l c\left(s, r_{j}\right)$. Therefore, $h\left(s^{\prime}\right)=h(s) \pm 1$, and $f\left(s^{\prime}\right)=f(s)+1 \pm 1 \geq f(s)$.

In all cases, $f\left(s^{\prime}\right) \geq f(s)$.
By the symmetry of the puzzle, one can construct a similar argument for movement within a row. Q.E.D.

### 3.3. Empirical Data and Analysis of the Linear Conflict Heuristic

We have developed a new heuristic for the N Puzzle, which is more informed than the Manhattan Distance heuristic (which had been known to be, on average, the most informed heuristic for the problem). A study of its relative informedness and pruning power was conducted. Numerous search and analysis programs were implemented to measure the relative strengths of various heuristics on the Eight and Fifteen Puzzles. The search algorithm used was IDA* [20]. The relevant results are summarized in the tables in Appendix I.2.

To study the informedness of the different heuristic estimates, the entire state-space of the Eight Puzzle was evaluated using the Relaxed Adjacency, Manhattan Distance, and Linear Conflict heuristics. The heuristic evaluations are summarized in Tables 1 to 3. Table 1 shows the distributions of the three heuristic estimates, as well as the actual distribution of optimal solution lengths: in order to illustrate these distributions, the $50 \%$ of the states centered about the mean are marked with asterisks. Comparing the four distributions, one sees that the distribution of Linear Conflict estimates (mean at 15.11, with the middle $50 \%$ ranging from 14 to 17) most closely approximates the actual distribution of solution depths (mean at 21.97 , with the middle $50 \%$ ranging from 19 to 24 ). The distribution of Manhattan Distance estimates has a mean at 14.00 (with the middle $50 \%$ ranging from 12 to 16 ), while the distribution of Relaxed Adjacency estimates has a mean at 8.05 (with the middle $50 \%$ ranging from 8 to 9 ). Table 2 shows how the three heuristics compare on individual puzzles: Relaxed Adjacency rarely estimates higher than Manhattan Distance on a given puzzle, but the Linear Conflict estimate is often much higher. Table 3 shows the best, worst, and average evaluations of the three heuristics for each depth of the search tree: once again, Linear Conflict's comparative power is evidenced. One notices that the Linear Conflict estimate increases as a function of Manhattan Distance: in other words, Linear Conflict's advantage over Manhattan Distance (i.e., the ratio of their estimates) grows faster as it is faced with harder problem instances.

Tables 4 to 6 summarize performance of the new heuristic compared with Manhattan Distance. The pruning power of the two heuristics was examined by solving 1000 randomly generated Eight puzzles and the 100 random Fifteen Puzzles used in the tests of [20], and comparing the number of states examined (this measure is proportional to searcn tume: see 3.2.1). Table 4 shows the number of states examined for the 1000 Eight Puzzles, arranged by the depth of the solution found: overall, the number of states examined using Linear Conflicts is less than half of the number of states examined using Manhattan Distance. The table also suggests that the comparative pruning power of Linear Conflict increases with problem difficulty: this is expected from the discussion of Table 3 above. Moving onto the Fifteen Puzzle, Table 5 (an extension of a similar table in [20]), shows that, for the Fifteen Puzzle, the average number of states examined using Linear Conflict is only one-eighth of the average number of states
examined using Manhattan Distance. For 61 out of 100 puzzle instances, Linear Conflict performed less than $20 \%$ of the search required by Manhattan Distance: in only 7 cases did it perform more than $30 \%$. Manhattan Distance caused the search to examine over 100 million states in 40 puzzle instances, and over 500 million states in 17 puzzle instances, while Linear Conflict caused the search to examine over 100 million states in only 11 puzzle instances, and no state required the examination of 500 million states. The 100 Fifteen Puzzles are sorted by problem difficulty (in number of states examined) into quintiles in Table 6: one sees that the Linear Conflicts heuristic demonstrates comparatively more pruning power on more difficult Fifteen Puzzle problem instances (just as it did for the Eight Puzzle).

One sees that the comparative power of the Linear Conflict heuristic increases with the difficulty of the problem instance. Furthermore, when moving from the Eight to the Fifteen Puzzle, the advantage of Linear Conflict increases (because there is a greater chance for conflicts to occur as the size of the puzzle increases).

## 4. Another Example - the Traveling-Salesman Problem

The Traveling-Salesman Problem [9,34] is one of the most famous NP-Hard problems. This intractable problem is considered a "real-world" problem, and the development of heuristics for its solution has occupied many researchers.

### 4.1. Pearl's analysis of the Traveling-Salesman Problem

Pearl [32] uses this. problem as the very first example of the constraint-deletion method. However, he does not formalize it in terms of the state-space model of problem-solving. Instead, he concentrates on a description of the goal and the constraints upon it. He suggests that we may consider a successful Traveling-Salesman tour as satisfying three constraints:
(1) being a graph
(2) being connected
(3) being of degree 2

Pearl outlines informally how we can develop simplified problems, and thence, admissible heuristics by deleting one or more of these constraints on the goal description. If we delete (2) we arrive at the "optimal assignment" heuristic, and if we delete (3) we arrive at the "minimum spanning tree" heuristic. Pohl [ 33,34 ] describes some heuristics obtained by deleting (1).

However, to be consistent with our previous example and the state-space model that we are examining, we will formulate the problem differently, using a well-defined set of states and operators. We then delete constraints upon the operators to get relaxed models of the problem, find solutions to these relaxed models, and then analyze and criticize these solutions.

### 4.2. Formalization of the Problem

We will consider a search for solutions in a state-space of partial tours. From any given state, the heuristic should be an estimate of the minimum cost completion of the partial tour. In other words, if in a given state we have completed a partial tour from city $y_{y}$ to city $y_{x}$, we want to estimate the length of a minimum partial tour from city ${ }_{x}$ back to city $y_{y}$ which visits all the remaining cities. We may simply forget
all of the cities we have already visited in the partial tour, and delete them (and the edges incident with them) from the graph.

To calculate an exact heuristic, we must construct a tour from city $y_{x}$ to city ${ }_{y}$ (denote this by TOUR (city ${ }_{x}$,city $y$ ). A tour consists of "visiting" all of the remaining cities in the graph (with city $y$ visited last), using the single operator MOVE(city ${ }_{i}$, city ${ }_{j}$ ), defined as:

```
MOVE(cityi, cityj) :
    precondition list : ON(salesman,city i), NOT(VISITED(city j))
    add list : ON(salesman,cityj), VISITED(cityj)
    delete list : ON(salesman,city ()
    cost : DISTANCE(city i,cityj)
```

The goal has been reached when, for every city ${ }_{2}$ that had to be visited, VISITED(city ${ }_{z}$ ) is true. The successful tour consists of the sequence of applications of the MOVE operator by which the goal was reached (a symmetric tour is given by switching city ${ }_{i}$ and city ${ }_{j}$ in every MOVE). Notice that the movement of the salesman resembles the movement of the blank in the N Puzzle, except that in this problem, all positions are adjacent, the cost of the operator is variable, and (of course) the goal is entirely different. As far as we know, this is the first formulation of this problem in a state-space model using STRIPS-like predicates.

### 4.3. Relaxed Models and Solution-Criticism

At any given state, the problem is to construct a TOUR $\left(\right.$ city $_{x}$, city $\left._{y}\right)$ which visits all the remaining cities. We may simplify the problem by deleting either of the preconditions of MOVE.

If we delete the NOT(VISITED(city ${ }_{j}$ )) constraint, we get a simplified problem in which the optimal solution is given by the shorest tour which visits all cities, with multiple visits allowed. There seems to be no efficient algorithm for computing such a shortest relaxed tour. We note, however, that the cost of a minimum spanning tree is a lower bound on the cost of such a relaxed tour.

If we delete the ON (salesman, city ${ }_{\mathrm{i}}$ ) requirement, we allow the salesman to jump (for free) to city ${ }_{\mathrm{i}}$, and then move to city. Because of the add list, the salesman does not actually visit city $y_{i}$ in this move. We get the optimal solution to this problem by traveling the shorest edge incident with each city (if there are $n$ cities to visit, we use $n$ edges, one more than in the minimum spanning tree). The solution to the relaxed model is always a subgraph consisting of connected components, where each component of $m$ nodes is a modified tree of $m$ edges, which either has a cycle containing equal (shortest) length edges, or a duplicated shortest edge which creates a degenerate cycle. Such a solution can be calculated in polynomial time. Notice that, for problem instances with very small numbers of evenly distributed cities, this easily-computed heuristic estimate may be higher than the cost of the minimum spanning tree, because it contains one more edge. As $N$ increases, however, this becomes less likely.

Applying our method of solution-criticism, we see that the solutions to this relaxed model contain cycles and may be unconnected. We may admissibly increase the estimate by breaking these cycles (if
there are $k$ components in the subgraph, there will be $k$ cycles - we break them by deleting $k$ edges), adding the minimum-weight set of $k-1$ edges which connect the components, and then adding another shortest edge (which creates a cycle). We replace $k$ of the edges by $k$ different edges (the shortest edge will be a member of both sets). The total length of the new edges will not be less than the total length of the removed ones. Note that the resulting graph is a minimum spanning tree with an added shortest edge. This estimate is computable in low-order polynomial time [43].

A further criticism may be added. The resulting graph is not connected to city ${ }_{x}$ (because it had been visited already in the partial tour from city $y_{y}$ to city $x_{x}$ : city $y$ was not visited in the partial tour). We may possibly increase the estimate by deleting the added shortest edge mentioned above, and adding instead the shortest edge which connects city to the minimum spanning tree. The resulting graph is merely a minimum spanning tree which includes city ${ }_{x}$, except in the case where city ${ }_{x}$ equals city ${ }_{y}$ (the initial state of the search), in which we get Held and Karp's minimum-weight 1 -tree instead [14, 15]. Interestingly, this heuristic, which we have derived by solution-criticism is one of the most famous admissible heuristics for the Traveling-Salesman problem [14, 15]. Its performance has been thoroughly studied in [15].

Notice that when we move from city ${ }_{i}$ to city ${ }_{j}$, we do not assume that city $y_{i}$ has been visited in the process - this is an artifact of the definition of the operators. In the original description of the problem, we assume that city ${ }_{i}$ has been visited previously: therefore, VISITED (city ${ }_{i}$ ) was not included in the original add-list in the operator's definition. However, if we do add VISITED(city ${ }_{j}$ ) to the add list, and then delete $\mathrm{ON}\left(\right.$ city $\left._{\mathrm{i}}\right)$ from the precondition list, we arrive at a problem where the optimal solution is given by the minimum weight set of edges $E$ such that every city is incident with an edge in $E$. The set of edges $E$ is a solution to the minimum-weight edge cover problem. This problem can be reduced to the minimum weighted-matching problem, and solved in polynomial time.

## 5. Discussion of the Solution-Criticism Method

The process of relaxation makes a problem easy by allowing us to concentrate on certain aspects of the problem while ignoring others. This often makes the problem easier to analyze, and perhaps easier to solve algorithmically. However, these solutions are poor approximations of a feasible solution to the original problem. For example, the Manhattan Distance relaxed model allows us to consider optimal solutions for each tile, without regard to the global conflicts which may result because of the interaction of these subgoal solutions. We may increase the proximity of this relaxed model by accounting for those constraints which it overlooks. One of the relaxed Traveling-Salesman problems allows us to simplify the problem of visiting all the cities in a proper tour into the many subproblems of visiting each city, without regard to the connections between these subtours. By correcting this unconnected solution, we arrive at the celebrated minimum spanning tree heuristic.

The method of solution-cricicism is a first attempt at restoring the global view to these myopic relaxed solutions, by comparing them to actual solutions to gain an understanding of those global considerations that they overlook. In many cases, we may be able to increase the estimate provided by the relaxed solution either by refining them into a more feasible solution, or simply by adding some measure of what
they have overlooked. This may be considered as analogous to a planning process, in particular, the problem of planning in a hierarchy of abstraction spaces [38].

We note, that for more than two decades, the Eight Puzzle has been used as a research example to demonstrate the development of heuristics, and yet, the Manhattan Distance heuristic has not been improved upon in all these years. We believe that our improvement, the Linear Conflict heuristic, is difficult to find directly without following the methodology suggested here.

Pearl's method of constraint-deletion seems suitable for automation. Constraint-deletion is a straightforward procedure, given a representation of the problem. However, there is one major difficulty: choosing, from among the vast array of problem representations, one which yields useful relaxed models for which we can find algorithms. Therefore, a robust problem-solving system must be capable of changing the representation of a problem [18].

Adding our refinement will add another aspect to the automation, because discovering differences between the solutions to the relaxed model and the original problem demands the addition of learning components to the system. The system will have to learn, by examining problem instances, which characteristics of the relaxed model's solution are not found in the actual solution to the problem. Notice that this approach to learning heuristics is related to learning in the planning domain [38,41], as opposed to approaches which attempt to leam heuristics by statistical analysis [37, 39].

## 6. Conclusion

The process of criticizing the solutions to relaxed models is suggested as a valuable addition to the constraint-deletion method. The preceding analysis and empirical data show that one can develop a very powerful heuristic by attempting to understand the infeasibility of a proposed relaxed solution, and recovering some of the information that was lost in the relaxation.

We have demonstrated how such criticism has been used to derive powerful admissible heuristics for the N Puzzle and the Traveling-Salesman Problem.

The process of generating admissible heuristics suggested here is analogous to the procedures used in developing lower bounds for problems. First, one simplifies the problem so that its solution is a lowerbound and is easily attainable, and then one attempts to tighten that bound by reconsidering factors ignored by the simplification. We believe that the process of relaxation and subsequent tightening caprures one of the methods used by humans in coping with hard problems.
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## I. Appendices

## I.1. Proof of Upper Bound for Relaxed Adjacency Heuristic

Theorem 9: For any given N Puzzle, P, Relaxed-Adjacency(P) $\leq \frac{3}{2}$ Misplaced-Tiles(P).
Proof: One may represent the abstract solution plan to any N Puzzle as the permutation necessary to transform the given puzzle into the goal state. This permutation may be represented as:

$$
\left(\begin{array}{cccc}
t_{0} & t_{1} & \ldots & t_{N} \\
0 & 1 & \ldots & N
\end{array}\right)
$$

Altemately, this permutation can be given as a sequence of cycles (cyclic permutations):

$$
\left(t_{0,1} \cdots t_{0, k_{0}}\right) \cdots\left(t_{j, 1} \cdots t_{j, k}\right) \text { where } \sum_{i=0}^{j} k_{i}=N+1 \text { and } k_{i} \text { is the length of the } i^{\text {th }} \text { cycle. }
$$

For example, the abstract solution to the puzzle shown in Figure 3-9 is
(138)(2657)(40)

In other words, tile 1 moves to tile 3 's position, tile 3 moves to tile 8 's position, tile 8 moves to tile 1's position, tile 2 moves to tile 6's position, etc. Solving the entire permutation by solving each cycle individually is the optimal strategy for solving a puzzle in the Relaxed Adjacency model.

Of course, the individual operators in the Relaxed Adjacency model are not cycles, but permutations of two tiles (i.e., transpositions) of the form ( $0 t$ ), where $t$ is the tile to be swapped with the blank (call these operations "blank-swaps"). The problem of finding an optimal solution, then, is to show how the sequence of cycles which represents an abstract N Puzzle solution may be transformed into an optimal (i.e., shortest possible) sequence of blank-swaps. For example, the puzzle shown in Figure 3-9 may be solved by

$$
(01)(03)(08)(01)(02)(06)(05)(07)(02)(04)
$$

This sequence of blank-swaps corresponds directly to the sequence of moves in the optimal solution.

We present the following facts about such blank-swaps: they are elementary results of permutation group theory.

Fact A: A cycle of the form $\left(t_{1} \cdots t_{k}\right)$, where $\forall t_{i}, 1 \leq i \leq k \quad\left(t_{i} \neq 0\right)$, may be optimally represented as a sequence (of length $k+1$ ) of blank-swaps as follows:

$$
\left(0 t_{k}\right)\left(0 t_{k-1}\right) \cdots\left(0 t_{2}\right)\left(0 t_{1}\right)\left(0 t_{k}\right)
$$

Note that this can be thought of as an initial move which brings the blank into the cycle, creating a new cycle, and then a solution of the new cycle as in Fact $B$.
Fact B: A cycle of the form $\left(t_{1} \cdots t_{k}\right)$, where $\exists t_{i}, 1 \leq i \leq k \quad\left(t_{i}=0\right)$, may be optimally represented as a sequence (of length $k-1$ ) of blank-swaps as follows:

$$
\left(0 \quad t_{i-1}\right) \cdots\left(\begin{array}{ll}
1 & t_{1}
\end{array}\right)\left(0 \quad t_{k}\right) \cdots\left(0 t_{i+1}\right)
$$

Fact C: A singleton cycle of the form $(t)$ can be represented as a null sequence of blank-swaps.
Obviously, in any N Puzzle, one can only have one cycle which contains the 0 (there is only
one blank, after all). Call the length of that cyclic permutation $L E N_{b}$. To solve this cycle will require $L E N_{b}-1$ blank-swaps.

One may have up to $\frac{N}{2}$ cycles of length $>1$ which do not contain the blank. Call the number of such cycles $N U M_{n b}$, and the sum of their lengths $L E N_{n b}$. To solve such a cycle of length $l$ will require $l+1$ blank-swaps. So, to solve all of them will require $L E N_{n b}+N U M_{n b}$ blankswaps.

One may have up to $N$ cycles of length $=1$ excluding the cycle ( 0 ). These cycles represent single non-blank tiles which are in their goal positions. Call the number of such singleton cycles $N U M_{s}$. These cycles are already solved.

We will note that $\left(L E N_{b}-1\right)+L E N_{n b}$ is equal to the number of misplaced tiles in the puzzle, MT.

Clearly, $L E N_{n b}+\left(L E N_{b}-1\right)+N U M_{s}=N$ and by the above discussion, the collective length of the optimal blank-swap sequences for all the cyclic permutations is $\left(L E N_{b}-1\right)+\left(L E N_{n b}+N U M_{n b}\right)$, or $M T+N U M_{n b}$. Since there are at least two misplaced tiles in each non-singleton cycle which does not contain the blank, we can see that $N U M_{n b}$ can never exceed $\frac{1}{2} M T$, and so $M T+N U M_{n b} \leq \frac{3}{2} M T$.

From the discussion in the above proof, the following is evident:
Corollary 10: Gaschnig's algorithm for calculating the Relaxed Adjacency heuristic divides the puzzle into these cyclic permutations and solves them optimally, by applying the following step until the puzzle is solved:

```
If the blank is in its.own goal,
    then swap with any misplaced tile
    else swap with the tile that
        belongs in the blank's position
```

It is easily seen that the iteration of this step will produce a solution in which the $l$-length cycle which contains the blank is solved first (if such a cycle exists), in $l-1$ moves (cf. Fact $A$, above). Then cycles which do not contain the blank are solved, one at a time. For a cycle of length $k$, this is done by first moving any misplaced tile T into the blank's position, creating a new cycle which contains the blank (the new cycle has length $k+1$ ) - this is solved in ( $k+1-1$ ) moves. Together with the first move of T, such a cycle takes $k+1$ moves to solve (cf. Fact B), and leaves the blank in its goal position.

Thus, all cycles are seen to be solved optimally (cf. Facts A and B above) by Gaschnig's algorithm.

Table 1

## Heuristic Estimates of the Entire State-Space of the Eight Puzzle arranged by Estimated Depth



Table 2

## Number of Deviations of Relaxed Adjacency and Linear Conflict Estimates from Manhattan Distance Estimate

| ESTIMATE | RA | MD | LC |  |
| :---: | :---: | :---: | :---: | :---: |
| MD - 16 | 0 | 0 | 0 |  |
| MD - 14 | 130 | 0 | 0 |  |
| MD - 12 | 3058 | 0 | 0 |  |
| MD - 10 | 16525 | 0 | 0 | - |
| MD - 8 | 41349 | 0 | 0 |  |
| MD - 6 | 56661 | 0 | 0 |  |
| $M D-4$ | 42674 | 0 | 0 |  |
| MD - 2 | 17194 | 0 | 0 |  |
| MD | 3545 | 181440 | 101400 |  |
| $M D+2$ | 300 | 0 | 61260 |  |
| $M D+4$ | 4 | 0 | 16282 |  |
| $\mathrm{MD}+6$ | 0 | 0 | 2304 |  |
| $\mathrm{MD}+8$ | 0 | 0 | 186 |  |
| $M D+10$ | 0 | 0 | 8 |  |
| $M D+12$ | 0 | 0 | 0 |  |

Table 3

# Minimum, Average, and Maximum Values of each Heuristic Estimate for the Entire Eight Puzzle - arranged by Actual Depth 



Table 4

## Comparative Performance: <br> IDA* Search on 1000 Random Eight Puzzle Instances

Average number of states examined for each of the three heuristics - arranged by Depth of Optimal Solution


Table 5

# Comparative Performance: IDA* Search on 100 Random Fifteen Puzzle Instances (cf. [20]) page 1 (1-50) 

|  |  |  |  |  | MD |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | IT |  |  |  | States |  |  | PCT |
|  | 141315711129560214810 | 41 | 43 | 57 | 276,361,933 |  | 12,205,623 | 4.4 |
|  | 1135410912814237101511 | 43 | 43 | 55 | 15,300,442 |  | 4,556,067 | 29.8 |
|  | 14 8 1311 4 9 5 0 6 15 | 41 | 41 | 59 | 565,994,203 |  | 156,590,306 | 27.6 |
|  | 5121071511140821133496 | 42 | 42 | 56 | 62,643.179 |  | 9,052,179 | 14.5 |
|  | 47141310391211561512 | 42 | 44 | 56 | 11,020,325 |  | 2,677,666 | 24.5 |
|  |  | 36 | 40 | 52 | 32,201,660 |  | 4,151,682 | 12.9 |
|  | 1211155134671281019314 | 30 | 30 | 52 | 387,138,094 |  | 97.264,710 | 25.1 |
|  | 1121115380426139514110 | 32 | 36 | 50 | 39,118,937 |  | 3,769,804 | 6 |
|  |  | 32 | 36 | 46 | 1,650,696 |  | 88,588 | 5.4 |
|  | 13118901571043614512 | 43 | 45 | 59 | 198,758,703 |  | 48,531,591 | 24.4 |
|  |  | 43 | 45 | 57 | 150,346,072 |  | 25,537,948 | 17.0 |
| 12 | 114196448125723010111315 | 35 | 35 | 45 | 546,344 |  | 179,628 | 32.9 |
| 13 | 13365210015141413129811 | 36 | 38 | 46 | ,861,705 |  | 1,051,213 | 9 |
| 14 |  | 41 | 43 | 59 | 1,369,596,778 |  | 53,050,799 | 9 |
| 15 | 1311412189915651427310 | 44 | 46 | 62 | 543,598,067 |  | 130,071,656 | 24.0 |
|  |  | 24 | 26 | 44 | 17,984,051 |  | 2,421,878 | 13.5 |
|  |  | 46 | 46 | 66 | 609,399,560 |  | 100,843,886 | 16.6 |
| 18 |  | 43 | 43 | 55 | 23,711,067 |  | 5,224,645 | 22.0 |
|  |  | 36 | 38 | 46 | 1, 280,495 |  | 38 | 30.1 |
|  |  | 36 | 36 | 52 | 17.954.870 |  | ,642 | 20.2 |
|  | $\begin{array}{lllllllllllllllllll}12 & 8 & 14 & 6 & 11 & 4 & 7 & 0 & 5 & 1 & 10 & 15 & 3 & 13\end{array}$ | 34 | 36 | 54 | 257,064,810 |  | 43,980,448 | 17 |
|  |  | 41 | 45 | 59 | 750,746,755 |  | 79,549.136 | 10.6 |
|  |  | 33 | 37 | 49 | 15,971,319 |  | 770,088 | 4.8 |
|  |  | 34 | 38 | 54 | 42,693,209 |  | 15,062,608 | 35.2 |
| 25 |  | 32 |  |  | 100,734,844 |  | 13.453.743 | 13.4 |
|  |  | 40 |  | 58 | 226,668,645 |  | 50,000,803 | 22.1 |
|  |  | 33 | 35 | 53 | 306,123,421 |  | 31,152,542 | 10 |
|  |  | 36 | 36 | 52 | 5,934,442 |  | 1,584,197 |  |
|  |  | 38 | 40 | 54 | 117,076,111 |  | 10,085,238 | 8.6 |
| 30 |  | 35 | 35 | 47 | 2,196,593 |  | 680,254 | 31.0 |
| 31 |  | 38 | 40 | 50 | 2,351,811 |  | 538,886 |  |
| 32 | 114109413658212701131115 | 43 | 45 | 59 | 661,041,936 |  | 183,341,087 | 27.7 |
| 33 | 11435151161390102124178 | 42 | 42 | 60 | 480,637,867 |  | 28,644,837 | . 0 |
|  |  | 36 | 42 | 52 | 20,671,552 |  | 1,174,414 | 5.7 |
| 35 |  | 39 | 39 | 55 | 47,506.056 |  | 9,214,047 | 19.4 |
| 36 |  | 36 |  | 52 | 59,802,602 |  | 4,657,636 |  |
| 37 |  | 40 | 42 | 58 | 280,078,791 |  | 21,274,607 | . 6 |
| 38 |  | 41 | 43 | 53 | 24,492,852 |  | 4,946,981 | 20.1 |
| 39 |  | 35 | 35 | 49 | 19,355,806 |  | 3.911,623 | 20.2 |
| 40 |  | 36 | 38 | 54 | 63,276,188 |  | 13.107.557 | 20.7 |
|  |  | 36 | 40 | 54 | 51,501,544 |  | 12,388,516 | 24.1 |
| 42 | 4572914121303511811510 | 30 | 32 | 42 | 877,823 |  | 217,288 | 24.8 |
| 43 |  | 48 | 54 | 64 | 41,124,767 |  | 7,034,879 | 17.1 |
| 44 |  | 32 | 38 | 50 | 95,733,125 |  | 3, 319, 541 | . |
|  |  | 39 | 39 | 51 | 6,158,733 |  | 764,473 | 12.4 |
|  | 18846111412215131095037011 | 35 | 41 | 49 | 22,119, 320 |  | 1,510,387 | 6.8 |
|  | \| 61011415835130274981112 | 35 | 35 | 47 | 1.411,294 |  | 221,531 | 15.7 |
| 48 |  | 39 | 39 | 49 | 1.905,023 |  | 255,047 | 13.4 |
| 49 | 100245161211139715314 | 33 | 37 | 59 | 1,809, 933,698 |  | 203,873,877 | 11.3 |
|  | 1251311210 |  |  |  |  |  |  |  |

Legend

| GOAL STATE | MD INIT | Initial Heuristic Estimate Eor Manhatcan Distance |  |
| :--- | ---: | ---: | :--- |
| $j$ | 1 | 2 | LC INIT |

# Comparative Performance: IDA* Search on 100 Random Fifteen Puzzle Instances page $2(51-100)$ 



| GOAL STATE |  |  |  | MD INIT | Initial Heuristic Estimate for Manhattan Distance |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | LC InIT | Initial Heuristic Estimate for Linear Conflict |
| 0 | 1 | 2 | 3 | LEN | Length of Optimal Solution |
| 4 | 5 | 6 | 7 | MD STATES | Total number of states examined using Manhattan Distance |
| 8 | 9 | 10 | 11 | LC States | Total nurber of staves examined using Linear Conflict |
| 12 | 13 | 14 | 15 | PCT | 100* ( $L$ (LC STATES) / (MD STATES) ) |

## Table 6

## Comparative Performance: The 100 Random Fifteen Puzzle Instances Sorted into Quintiles by Number of States Examined



LEGEND

| MD STATES | Total number of states examined using Manhatian Distance |
| ---: | :--- |
| LC STATES | Tocal number of states examined using Linear Conflict |
| PCT | $100 *($ (IC STATES) $/(M D$ STATES) $)$ |
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