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Abstract

In order for an expert system to provide the
most elfective explanations, 1t shouid be able to taiior
1ts responses to the concerns of the user One way in
which " explanations may be taiored 1s by 1ot of
view A method 13 dpresemed for representing the
knowledge to support different points of view 1o the
current demain In addition, we present a method for
determining the point of view to take by inferring the
users goal within a brie]l discourse segment The
advising system’s response to the derived goal depeands
on the strength of its behief 1n the inference for which
a method of determination 1s provided.  This
information enables the system to decide what answer
to give to a question, which kind of justification 1s
relevant, and when to provide it Some detuls of the
current 1mplementation are 1acluded.

1 Introduction

While research on explanation for expert systems
has addressed some important issyes in 1dentifying the
kind of knowledge npeeded to provide acceptable
explanations (e g. Swartout 81, Clancey 79), one main
problem with existing systems 1s their 1nability to
tatlor an explanation adequately to the needs or
erspective of a particylar yser [3 this paper, we show
ow nformation about the curreat wuser can and
should influence the type of explanation provided

In past artificial intelhigence research, there have
been two main approacles to user modelling
classifying users accordxngRLo 8 prmort Lypes often by
direct interrogation (e g. Rich 79, Swartout 81 Wallis
82) or deniving information about the current state of
the users goals beliefs and desires from the ongoing
discourse itsell (eg. Allen and Perrault 80, Carterry
83) Our work draws [rom the second of these two
main. approaches but while previous research has
smphasized the derivation of a user’'s goal in order to
interpret an utterance correctly, we are interested In
making use of derived goals generate appropriate
explanations This difference 10 emphasis has required
the development of techniques for haandling four
specific tasks representing dilfereat points of view in
3 knowledge base to support different explanations
idenufyving which of several possible goals underlying
the current discourse should be addressed, determining
when the derived goal should be taken into account
and specifying how s generation system can relate the
derived gecal to dilferent points of view to determine
explanation content This extends Allen and Perrauit's
g ) approach by showing how a goal can be derived

represent a sequence of utterances as opposed to a
single utterance, and goes beyond Carberry's (83)
approach by showing bow 3 system can decade w
respond to such goals

lTbo' work descrided 13 tis paper was partially supported by ONR
graat NOOO14-82-K-0258 aad by ATRT Bell Laboratonies.

This work is being done within the context of an
ongoing project to deveiop a dialogue faaility for
computer-aided problem solviag A studeat advising
system w8 being developed  which can  provide
information about courses and advice about whether 2
student can or should take a particular course The
system 1s curreatly structured as a question-answering
system which invokes an underlylné exqen system on
receiving ‘‘can’’ questions (eg, “Caa [ take patural
language this semester?”’) and “should’’ questions (e g,
*Shoul take data structures?) This production
system uses its rule base to determine the advice
provided (1e, yes or no} and the trace of rule
1ovocations 13 used to provide s supporting explanation
of the advice.

The Advisor S{‘nem consists of an_ ATIN parser
(Woods 70), a KL-ONE knowledge base (Brachman 79)
with access functions, a goal inferencer, an underlying
production system, and a surface generator ta, produce
responses and explanations i1n satural language (Derr
and McKeown 84} Currently the system can produce
responses to information questions by accessing the
knowledge base and to “can” questicas by invokin
the underlying production system Certain "aspects o
response generation and inflerencing for “should”
questions have been implemented

In the following sections, we first show the
different types of explanations required and then
describe 1n some detail the techniques w=z have
developed

2 Different Explanations

In this paper. we focus on how the content of an
explanation must vary according to the perspective or
poiat of _view taken on the wunderlying problem
domain  For example. 1n the student advisor demain
there are a number of points of view the student can
adopt for selecting courses [t can be viewed among
others, as a process of meeting requirements {1 & how
do courses lte in wilth requiremenl! sequencing?’) as a
state model process (1 e “what should be completed at
each slale in (he processV’) as a semester :checuhns
process (1e. “how ean courses fit inlo schedule slots:
). or as a procsss of maximizing personal interssts ;a.s
in “‘how unil courses help me learn more abdoul AS7 )

Given these different potnts of view  aiternstive
explanations of the same piece of advice i1e yest can
be genarated 1n response to the question. “Should [

take both discrete malA and dala structures this
semester?’

1 Requirements  Yes data structures s
a requirement for all later Computer
Science courses and discrete math 1s 2 co-
requisite [or data structures

2 Stata Model: Yes, you usually take
them both [irst semester sophomore year

3 Semester Schedullng: Yes. theyre
olfered next semester, but not 1n the spring



and ycu tceed to get them out of the way
a3 5000 as possible

4 Personal Interests (e.g.,, Al) Yes if
you take dala structures this semester you
can take Introduction to Al pext semester,
and you must take discrate math at the
same time as data stryctures

One of these explanations may be mors
appropriate than others depending upon the user's goal
1n pursumr; the dialogue For example, we might
supply explanation (1) above if the users goal were to
complete requiremeats as  soon a3 possible and
expianation (2) if the user's goal wers to keep ipace
with the aormal rate of progress Thus o address the
problem of selecting a fers ective to use n an
explanation, we must develop tachaiques that allow a
system to inler a user goal from a discourse segment
as well as techniques at can adicate 1nformation
that 1s relevant for any given perspective

3 Knowledge Representation

In order to ideatify information that is relevant
to a user's goal, we are usmng intersecting multiple
hierarchies to refre:ent differsnt” points of view in the
underlying knowledge base The hierarchies are cross
linked by entities or processes (often courses in the
stydeat advisor domain) which can be viewed from
different perspectives (and thus occur 1a more than
one bxeruchy‘j Heace to construct the content for
explanation (1] above the system would extract
information  about the relafion  between data
structures and discrete math from the requirements
hierarchy, and for explacation (2) extracts information
[rom the atate model hierarchy A diagram of a
ortion of these two hierarchies containing information
or the two points of view s shown in Figure 1 below
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4 Deriving the User Goal
The system must aiso be able to reasca aZay:
the appropriateness of one perspestive versue sunars
Since the parspective taken 13 related to the users
goal 1o pursuing the dialogue, the large body of worx
on goal inference Lecbuxgues (Adlea and Perrazit 80
Carberry 83, Litman aad Allen 843 18 applicatie fer
deriving the user’s goal We bave drawn iezvxlv from
Allea 3ad Perrault’s (80) work. making use of theu
plausible inference rules, represestation of demann
lans. and representation of speech acts as plans
hile their work has been extremely useful 1t falis
short for our purposes i1n several ways For exampie
their 1nferencing procedure derives 3 plausibis goal fcr
a user based on a smingle utterance, while we ar:
interested 1n denving, a goal based on the current
sequence of utterances*

Consider the discourse showa 1a (5) below
Assymmg that a database of domain plans common to
the student adviszg doman 13 mantained, Allsa and
Perrault’s techniques could be used to derive the
domain goal shown following each question  But the
explanation shown 1n (6¢c) addresses not the derived
goal of (6¢). nor any of the derived goals of the
revious utterances byt instead addresses the higher
evel goal 1ndicated by the derived goals of (63) and
(6b he problem for resgondmg to such gp 11 an
explanation, then, 13 to be able to denive a h:gher
level goal relating the goals of individual utterances

PARTIAL PAATIAL
STATE MODEL  ACQUHREMENTS
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Figure I:

Represeating Points of View

62 S I've read about the field of Al and ['m
interested 1o learning more about 1t eventually
Ls natural language offered next semaster
Flauaible goal = take natural language
A Yes

b S Who s teaching artificial 1ntelligaace?
Flauaidle goal = take Al
A Lebowitz this semester
¢ S | haven't taken data structures yet
take 1t this semester’
Plauaible goal == take data strucfures
A Yes if you take data structures this semestsr
you can take Al next semester which s
necessary for all later Al courses

Shouid |

We use Allen and Perrault’s rules to derive the
domain goal of each i1ndividual utterance which w2
term the current goal We also identtfly a gzoal
representing the discourse sequence which we term tne

2!! this work, we restrict ourselves to s discourse segment tRat
deals with & mngle or related set of goals. Over o longer sequence of
discourse. topics may shift and the user may reveal very different
goals nerosa such bdoundares. Detecting tepic shifls an? ratical
chasges 1a gonis i3 a dufTicult problem that we are not 12dresaing




relevant goal since 1t will be used to generate later
explanations Intuitively the relevant goai is a higher
ievel goal if there 1s one, reiating the goais of several
utterances :

The process of determ:ming the relevant goil
involves the foillowing steps The current goal is first
derived from the mual utterance All higher level
domain ?ous are then derived from the current goal
using Allen and Perrault’'s body-getion 1aference rule
ge if the user wants a step ia the body of a plan to
ofd 1t 1s plaunible that s/he wants the action to
held Any one of these 1s a candidate f[or the
relevant plao. A derivation of the bhigher level plans
for the utterance s natural language offered next
semester””’ 13 shown 1o Figure 2 ote that the action
take natural language 13 a2 step in two separate
plans. concentrate-on-ai and fulfill electives and
thus two parent paths are formed.
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“Is natural language offered next semester””

Figure 2:  Current and Higher Level Goals

for Utterance 1

When the second utterance “Who s teachin
artificial intelligence?’ 13 entered, the current go
take al i1s derived and all higher level goals derived
Ll;ee Figure 3) {rom that usmg the body-action rule
he lowest level node where fthe two piths intersect
becomes the relevant plan (conecentrate-on-al in this
case) If the second 'utterance had been “"When 1s
cperating systems offered?” the higher level goal
fulfill electlves would have been inferred since this 1s
the only relation between the goals take operating
systems and take natural language

This method 1s essentially a search for the lowest
common ancestor of the ‘current goals of two
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1 "Is natural language offered next semester?’’
current | == take natural language

2 "Who 1s teaching artificial intelhigence?”
curren! goal == lake at

relevant goal == concenirate-on-as

Figure 3: Relevant Goal for Utterances 1 and 2

consecutive utterances When the third. or aay
subsequent wutterances are encountered the relavant
goal s determined by performing the search for
common ancestor using the previous relevant goal and
the current goal of the new utterance

Carberry (83) does present a methed for tracking
user goals over a sequence of discourse, building tn the
process 3 hierarchical model of user plans lor the
discourse She uses this hierarchy and a set of focus
heunistics to determine for the next :ncoming utterance
which of several plausible plans the user could be
!ocu.sm% on  She does not specily which plan i1n the
hierarchy best represents the overail discourse purposs
and therefore should be addressed 1n succeeding
explanations Our model thus augments hers by
providing this information

§ When to Respond

The goal inference techniques just described allow
the system to infer what a users goal might be but
this inference may be so tentative that explanaticns
which always address such goals wiil be as undesirable
as those that gever take a goal 1ato actount  Allen
and Perrault themselves term their rules plausible
inference rules since the goals they attribute to the
user are only possibilities and not definite Howavar
goals derived from some discourse sequences seem
intuitively more definite than those denived from other
sequences

If the user directly asserts hus/her goal (as in 7)



inferred The plausitie
inferance ruiws, however, will infer the same goal for
an utterance like that shown 1o (8) Uniess we have
{irtner iadication that the user actuallv has the goal
take natursi Imgu:ge. then on receiving a follow-yp
guestion such as a&b a neytral explazaticn as shown
1n (Gb) s preferable the tailored explanation 1n (9c!
One probiem for a system that
expianations. then 13 being able to
respond to a denived goal

than 1t c:an be delimtely

enerates taijored
etermine when o

S I'm plaaning on taking alp 1o the [uture What
are the prerequisites’
plausible goal == take natural language

~3

8 S s natural language offered this semester’
Plausible goal == take natlural language

93 this

S I'm thinking of taking computability
semester Would that be a good 1dea?

plauaible goal == take computabilily

b A Yes 1t's your last requirement and it's a good
1dea to get 1t out of the way before going on
Lo electives .

¢ A Yes, computability 1s particularly important for
alp sioce 1t covers grammars so It's 2 good
1dea to take it furst

To handle this problem we use three levels of
likelihood of dertved user goals U we can distinguish
between derived user goals that can definitely be
attribyted to the user, derived goals that are [likely,
and derived Foals that are oagly dauuble, then we
have a basis for determining whea generate tailored
explanations Taicred explanations can be generated
[or definite and likely goals and a meutral explanalion
generated for plausible goals

A ‘?od 1s definile 1f 2 user stales thzti{pe‘h‘u
g . as 1n '] want to concentrate in -
like concentrate in Al or “I'm
taking a3 much Al as posmble” U not stated, 1t s
difficult to 1nfer without doudt that s user has a given
goal, but there are cases where 1t 13 more likely than
others Space prohibits rondm‘t details. but we note
that a goal 15 more likely Y 1t bas been repeatedly
derived from consscutive utterances as well a3 in cases
where It 13 one step 12 a2 plaa that the user bas
partially complieted. The system 13 currently capable of
deriving current and relevant goals for "2 discourse
segment and classifying them as plamsible or defintte
Classiication of ?ozls as likely has been designed, but
must still be implemented

that
1nterested 1n

We have 1gnored. 1n this paper, the posmibility of
responding in other ways than pronde explanations
In some cases, 10 fact, 1t may be preferable [or the
system to ask the user to clanfy his/her goal or to

s

take the 1nitiative in seme other way

when -and how to take the init,alive as in
o providin explaaaticas s 3 it
eisewnere (see Matlhews 33

6 How to Respond
Finally the system must be able o mal

use oof
the derived goal in constructing a2 cxplanatics wrnan 3
“should™ question follows a dialogue seque;:e The

underlying mini production  system, ef
working memary, rule base, and inferen: s
invoked 10 this procsss

To construct the explanation, t2e lhisrarchy
representing the proper perspective s determined
directly from the relevant goal, and :mformauca
rettieved about the questioned objestd from that
hierarchy s piaced n working memcry The

production system uses this informatich to derive the
response. that is whether the user should or s2ould act
pursue the queried action The trace of the reasoming

s then avadable to provide the bau« for the
explanation. as s the case 1n traditional axpert
systems Note that the informaticn extracted [rom one

bierarchy will allow a different set of rules to [ire than
will information extracted from another, thus produciag
different explanation conteat

As an example, conmider agaz the question
"“Should I take both data structures and discrete thus
semester’’  Assume that the system has determined
that the user's goal 1s take required and that the
ﬂd should be takea into account i1a the explanation

ter ‘deducmg that the student can take these
courses® the production system will attempt to prove
that the queried action helps the user achieve his/her
Fo The 1nformation shown 1n Figure 4, extracted
rom the requirements hierarchy (refer back to Figure-
1), enables rules 1 and 2 to [ire with ?x nstantiated
as data structures 'y as discrete math and
Tcourse as required The extracted {act that diserete
math 15 a co-requisite for data structures enabiss
ruie 2 to fire [ts consequence and the extracted fac:
that data structures is a prerequisite to required
enabies rule 1 to [ire, which concludes that required
can be taken Thus, the advice 15 yes since take
required s the user’s goal and these two instantiated
rules can then be used as the basis for the
hypothetical explanation given earlier and reproduced
18 Figure 4 Other rules 1n the rule base (suzh as A
course should be taken 1f the student is at the righe
year o take it”') do not fire snce nfermation
necessary to fire that rule does not exist in working
memory  This processing s partially implamented. buf
much work 1s needed before the full explinatica caa
be produced

aTho uestioned object ia Lhe course the user i3 1aquiring adout
(e5.. dala structures .a “Should | take dats structures’’).

‘Rc(vdlul of whether tde user's quened action BRelps him/her
schiere the reievaat goad, if 1t is oot permissibie or wiil prevent the
stadent from completing t2e major, the sdvice i3 always segative
Rules enscodiag such abdsolute constrynts incjude 3 course cannet Se
taken before it dpnrlqumu". or "a course sbould got de taxen f it
prevents tBe studeat from completiag requirements by the Lime a('hc
s s seaior”  Here, we assume, for eanvenience. Lhat the stydent has
uiresdy takes the prerequisites Lo data structires and discrete math
and 4 early enough a Busf/her program thst 1/de wil de adie to
fiaish o8 time, aad thus the adsciute ryles are satisfied.



[nformation Extracted.

(prerequisite required data-etrictires)
(co-requisite data-strictares éiscreta-satd)
Rule }

(takes *@) aad (Euroqullu *course ’X)
==>» {can-take ’course)

Rule 2
(ea;rquuu rx ?y)
aa
(taxiag ?y) > (caa-take '@

Yes. data structures 1s a requirement for all later
Computer Science courses aad discrete math 1s a co-
requisite for data structures.

Figure 4:  Coostructing Explanation Content

7 Future Directions

More research 13 needed on explanation, plan
recognition, and user modelling for our approach to be
sffactive [or a broad range of human-computer
dialogue As for explanation, n the current
implementation the production system ngeeds to be
developed [urther and its reasoning trace interfaced o
the operational surface generator for Englhsh output
On the theorstical side, we are investigating the use of
discourse strategies to control the organization of the
explanation ¢ plans 1n the current 1mplementation
were selected by examining transcripts ol actual
student advising sessions. but 1t would be desirable to
have 2 much larger set of plans knowledge about
their base rates and importance and additionai criteria
fer tracking their relevance aad likehhood during the
interaction It seems likely, also. that getter
explanations will require a more complete user model
incorporating static. global characteristics of the user
as wall as those dynamic. locai characteristics available
[rom the ongoing dialogue 1tsell  Additionally, while
we have touched on one way of representing and usin
point of view others will doubtless be necessar Suc
3 comprehensive atlack on the topies of explanation,
lan recogmition. and user modelling offers proruse
irom both a theoretical and practical perspective

8 Conelusion

We have demonstrated the need for taloring
explanations to users 10 consultative or problem solving
diaiogues with a computer, and have addressed this
problem with 2 oew approach integrating research in
plan recognition, user modelling, and explanation
generation  Denivation of goals or plans 1s based on
an extension of Perrault and Allen's (80] work which
handles discourse segments rather than 1solated
utterances Our model and implementation provide
mechanisms f{or assesming which goal i1s relevant to the
user at apy moment dunng the discourse. as well as
when that point of view should be addressed in an
explanation It also makes progress toward the
determination of how to tailor tge explanaticn to the
user's goal In addition to enhancing previous work
on goal inferencing, this report shows ﬂ’xow resesrch 1n
natural laaguage processing on goal denivation can be
applied to generate explanations sensitive to the user's
current perspective 1o expert system interactions

w
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