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## ABSTRACT

We study optimal algorithms and optimal information for an average case model. This is done for linear problems in a separable Hilbert space equipped with a probability measure. We show, in particular, that for any measure, an affine spline algorithm is optimal among affine algorithms. The affine spline algorithm is defined in terms of the correlation operator and the mean element of the measure. We provide a condition on the measure which guarantees that the affine spline algorithm is optimal among all algorithms. The problem of optimal information is also solved.

1. Introduction

In two recent monographs ([5] and [6]), optimal reduction of uncertainty for a worst case model was studied. In [7] a corresponding study for an average case model was initiated. In that paper we confined ourselves to linear problems in a finite dimensional space. See also [3] where a general error criterion for optimal approximation of a linear problem is studied.

In this paper we study linear problems in a separable Hilbert space equipped with a probability measure u.

We seek optimal algorithms and optimal information. The following results are obtained.

1. For all measures $u$ :
a. In the class of linear algorithms, a spline algorithm, defined in terms of the covariance operator of the measure $\mu$, is cptimal.
b. In the class of affine algorithms, an affine spline algorithm, defined in terms of the correlation operator and the mean element of the measure u, is optimal.
2. Let $u$ be any measure such that
(1.1) $\quad \Perp(D(B))=\perp(B)$
where $D$ is a certain affine mapping and $B$ is any Borel set. In the class of all algorithms, the affine spline algorithm is optimal.
3. For all measures $u$. optimal information is obtained for the class of linear or affine algorithms. If satisfies (1.1) then optimal information for the class of affine algorithms is also optimal for the class of all algorithms.

The measures which satisfy (1.1) include Gaussian measures and the measures studied in [7]. In a forthcoming paper [8] we characterize measures satisfying (1.1).

We briefly summarize the contents of this paper. We formulate the problem in Section 2 . In Section 3 we collect some facts on measures in Hilbert spaces. Section 4 deals with optimal algorithms. In subsection (i) we study linear algorithms, in subsection (ii) affine algorithms and in subsection (iii) general algorithms. Section 5 deals with optimal information. Our analysis and results are illustrated by two examples. The first is a finite dimensional Hilbert space equipped with a weighted Lebesgue measure; the second is a separable Hilbert space equipped with a Gaussian measure.
2. Formulation of the problem.

Let $F_{1}$ and $F_{2}$ be real separable Hilbert spaces. Let $m=\operatorname{dim}\left(F_{1}\right), m \leq+\infty$, be the dimension of $F_{1}$. Let
(2.1) $\quad S: F_{1} \rightarrow F_{2}$
be a continuous linear operator. We call $S$ a solution operator.

Our aim is to approximate $S(f), \forall f \in F_{1}$, with an average error as small as possible. In order to define an average error we assume that the Hilbert space $F_{1}$ is equipped with a probability measure $u, \mu\left(F_{1}\right)=1$, which is defined on Borel sets of $F_{1}$. see e.g., [1] and [4].

To find an approximation to $S f$ we must know something about f. We assume that $N(f)$ is known where
(2.2) $\quad N: F_{1} \rightarrow \mathbb{E}^{n}$
is a continuous linear operator whose range has dimension $n$. We call $N$ an information operator and $n=\operatorname{card}(N)$ is called the cardinality of $N$. We seek an approximation to Sf by $\varphi(\mathbb{N}(f))$ where
(2.3) $\quad \varphi-\mathrm{N}\left(\mathrm{F}_{1}\right) \rightarrow \mathrm{F}_{2}$.

We call $p$ an (idealized) algorithm using information $N$.

The (global) average error of en is defined as
(2.4)

$$
e^{a v g}(\varphi, N)=\left\{\int_{F_{1}}\|S f-\varphi(N(f))\|^{2}(d f)\right\}^{1 / 2}
$$

Note that the norm in (2.4) is the norm of the Hilbert space $F_{2}$.

Let ${ }_{(N)}(N)$ be the class of all algorithms 0 using $N$ for which the average error is well defined, i.e., $\|S f-\theta(N(f))\|^{2}$ is a measurable function.

We wish to find an algorithm $0^{*}$ from $\Phi(N)$ with the
smallest average error. Such an algorithm is called an
optimal average error algorithm, its error is called the average radius of information and is denoted by $r^{a v g}(N), i . e .$,
(2.5) $\quad \inf _{\bullet \leqq \Xi(N)} e^{a v g}(\varphi, N)=e^{a v g}\left(\varphi^{*}, N\right)=r^{a v g}(N)$.
3. Measure $\mu$.

We collect some facts on measures in Hilbert spaces which will be used in the following sections. See e.g., [1] and [4].
(i) The mean element $m_{\mu}$ of $u$ is defined as

$$
\begin{equation*}
\left(m_{\mu}, x\right)=\int_{F_{1}}(f, x)_{\mu}(d f), \quad \forall x \in F_{1} \tag{3.1}
\end{equation*}
$$

where the integral in (3.1) is understood as the Lebesgue integral with respect to the measure $\mu$.
(ii) The correlation operator $S_{C}$ of $山$ is defined as

$$
\begin{gather*}
\left(s_{c} x, y\right)=\int_{F_{1}}\left(f-m_{\mu}, x\right)\left(f-m_{\mu}, y\right)_{\mu}(d f),  \tag{3.2}\\
\forall x, y \in F_{1} .
\end{gather*}
$$

Throughout this paper we assume that

$$
\begin{equation*}
\int_{F_{1}}\|f\|^{2} \mu(d f)<+\infty . \tag{3.3}
\end{equation*}
$$

This guarantees the existence of $m_{H}$ (since $\int_{E_{1}}\|f\|_{\mu}(d f) \leq$ $\left.\sqrt{\int_{F_{1}}\|f\|_{\mu}^{2}(d f)}<+\infty\right)$ and $S_{C}$.

The correlation operator is self-adjoint and nonnegative definite. Let $\zeta_{1}, \zeta_{2}, \ldots$ be an orthonormal basis of $F_{1}$ such that
$(3,4) \quad S_{c_{j}} \sigma_{i}=\lambda_{i} s_{i}, \quad 0 \leq \lambda_{i+1} \leq \lambda_{i}, \quad \forall i$.

Then $f-m_{\mu}=\Sigma_{i=1}^{m}\left(f-m_{\mu}, \zeta_{i}\right) \zeta_{i}$ and $\left\|f-m_{\mu}\right\|^{2}=\Sigma_{i=1}^{m}\left(f-m_{\mu}, \sigma_{i}\right)^{2}$. Note that (3.2) implies that

$$
\begin{equation*}
\lambda_{i}=\int_{F_{1}}\left(f-m_{\mu}, \zeta_{i}\right)^{2} \mu(d f), \tag{3.5}
\end{equation*}
$$

i.e., $\lambda_{i}$ is the average value of the squared th component of $f-m_{u}$. Without loss of generality we can assume that $\int_{F_{1}}\left(f-m_{\mu}, \zeta_{i}\right)^{2} \mu(d f)$ is positive for any i. This means that all $\lambda_{i}$ are positive and $S_{c}$ is a one-to-one mapping. From (3.5) and (3.3) we conclude

$$
\begin{equation*}
\operatorname{trace}\left(S_{c}\right)=\sum_{i=1}^{m} \lambda_{i}=\int_{F_{1}}\left\|f-m_{\mu}\right\|^{2} \mu(d f)<+\infty, \tag{3.6}
\end{equation*}
$$

i.e., the trace of $s_{c}$ is finite. Note that $m=+\infty$ implies $\lambda_{i} \rightarrow 0$. This yields that $S_{C}\left(F_{1}\right)$ is a proper subset of $F_{1}$.
(iii) The covariance operator $S_{\mu}$ of $\mu$ is defined as

$$
\begin{equation*}
\left(S_{H} x, y\right)=\int_{F_{1}}(f, x)(f, y)_{\mu}(d f), \quad \forall x, y \in F_{1} . \tag{3.7}
\end{equation*}
$$

Due to (3.3), $S_{u}$ exists and can be expressed in terms of $s_{c}$ and $m_{u}$ as

$$
\begin{equation*}
s_{u} x=s_{c} x+\left(m_{\mu}, x\right) m_{u}, \quad \forall x \in F_{1} . \tag{3.8}
\end{equation*}
$$

Note that $\left(s_{u} x, x\right)=\left(s_{c} x, x\right)+\left(m_{u}, x\right)^{2}$ which yields that $s_{u} \geq s_{c}$ and $\operatorname{trace}\left(s_{u}\right)=\operatorname{trace}\left(s_{u}\right)+\left\|m_{u}\right\|^{2}$ adjoint, positive definite and has finite thus $s$ is self, if m $n$
then $S_{\mu}=S_{C}$.
We illustrate these concepts by two examples.

Example 1: Assume that $F_{1}$ is finite dimensional, $F_{1}=\mathbb{E}^{m}$ with $\mathrm{m}<+\infty$. As in [7] define

$$
\begin{equation*}
\psi(B)=\int_{B} w(\|T f\|) d f \tag{3.9}
\end{equation*}
$$

where $B$ is a Borel set of $B^{m}$ and the integral is understood as the usual Lebesgue integral in $\mathbb{R}^{m}$, $w: \mathbb{R}_{+} \rightarrow \mathbb{E}_{+}$is a function such that $\int_{\mathbb{R}} w(\|T f\|) d f=1$ and $T: \mathbb{E}^{m} \rightarrow F_{4}=T\left(\mathbb{E}^{m}\right)$ is a one-to-one linear operator onto a Hilbert space $F_{4}$. Assume that $d=\frac{1}{m} \int_{\mathbb{R}^{m}}\|T f\|^{2} u(d f)=\frac{1}{m} \int_{\mathbb{E}}\|T f\|^{2} w(\|T f\|) d f$ is finite. Let $M=\left(T^{*} T\right)^{1 / 2^{\mathbb{R}}}$ and $M \zeta_{i}=\lambda_{i} \zeta_{i}$ for orthonormal $\zeta_{i}$ and $\lambda_{i}>0$.
Then

$$
\begin{aligned}
\left(S_{\|} \zeta_{i}, \zeta_{j}\right) & =\int_{\mathbb{R}}\left(f, \zeta_{i}\right)\left(f, \zeta_{j}\right) w(\|M f\|) d f \\
& =\frac{\operatorname{det} M^{-1}}{\lambda_{i} \lambda_{j}} \int_{\mathbb{R}^{m}}\left(f, \zeta_{i}\right)\left(f, \zeta_{j}\right) w(\|f\|) d f .
\end{aligned}
$$

Since the last integrand is odd for $i \neq j$, we have

$$
\begin{aligned}
\left(S_{H} \zeta_{i}, \zeta_{j}\right) & =0 \quad \text { for } i \neq j, \\
\left(s_{H} \zeta_{i}, \zeta_{j}\right) & =\frac{\operatorname{det} M^{-1}}{\lambda_{i}^{2}} \int_{\mathbb{R}^{m}}\left(f, \zeta_{i}\right)^{2} w(\|f\|) d f \\
& =\frac{\operatorname{det} M^{-1}}{m \lambda_{i}^{2}} \int_{\mathbb{R}}\|f\|^{2} w(\|f\|) d t \\
& =\frac{1}{m \lambda_{i}^{2}} \int_{\mathbb{B}}\|T f\|^{2} w(\|T f\|) \psi(d f)=\frac{a}{\lambda_{i}^{2}}
\end{aligned}
$$

Thus

$$
s_{H} \zeta_{i}=\frac{d}{\lambda_{i}^{2}} \zeta_{i}=d M^{-2} \zeta_{i}
$$

which yields
(3.10)

$$
S_{H}=d(T * T)^{-1} .
$$

We have $m_{u}=0$ and $S_{C}=S_{u}$.

Example 2: A Gaussian measure $\mu$ in the Hilbert space $F_{1}$ is a measure such that

$$
\begin{align*}
\int_{F_{1}} e^{i(f, x)} H(d f)= & e^{i(a, x)-(A x, x) / 2},  \tag{3.11}\\
& \forall x \in F_{1}, \quad i=\sqrt{-1},
\end{align*}
$$

where $a \in F_{1}$ and $A: F_{1} \rightarrow F_{1}$ is a self-adjoint positive definite operator with finite trace. (The left-hand side of (3.11) is called the characteristic functional of , .) Then (3.12) $S_{c}=A$ and $m_{u}=a$.

See [4, p. 18]. From (3.11) it follows that

$$
\begin{array}{r}
u\left\{f \in F_{1}:(f, x) \leq d\right\}=\int_{-\infty}^{d} \frac{1}{\sqrt{2 \pi \sigma_{x}}} e^{-(t-m x)^{2} / 2 \sigma_{x} d t}  \tag{3.13}\\
\forall x \in F_{1}, \forall d \in E
\end{array}
$$

where $\sigma_{x}=\left(s_{c} x, x\right)$ and $m_{x}=\left(m_{\mu}, x\right)$. Thus the measurable $(\cdot, x)$ is normally distributed. See $[1$, p. 28].
4. Algorithms with Minimal Average Error.

In this section we pose the problem of characterizing algorithms with minimal average error. In three subsections we solve this problem for three classes of algorithms. The first subsection deals with linear algorithms. Linear algorithms are important since they are easy to implement in actual computation. We prove that a linear algorithm with minimal average error is a spline algorithm defined in terms of the covariance operator. In the second subsection we turn to affine algorithms. They are also easy to implement. We prove that an affine algorithm with minimal average error is an affine spline algorithm which is defined in terms of the correlation operator and the mean element. In the third subsection we deal with the class $\Phi(N)$ of idealized algorithms. We find a property of the measure $\mu$ such that the affine spline algorithm is an optimal average error algorithm. We assume that

$$
\begin{equation*}
N(f)=\left[\left(f, g_{1}\right),\left(f, g_{2}\right), \ldots,\left(f, g_{n}\right)\right] \tag{4.1}
\end{equation*}
$$

for linearly independent elements $g_{1}, g_{2}, \ldots, g_{n}$ of $F_{1}$.

## (i) Linear Algorithms

$$
\text { Let } S_{u} \text { be the covariance operator of } u \text {, }
$$

$S_{\mu}: F_{1} \rightarrow S_{\mu}\left(F_{1}\right)$. Define
(4.2) $\quad T_{\mu}=S_{\mu}^{-1 / 2}: G_{\psi} \rightarrow F_{1}$
where $G_{\mu}=S_{\mu}^{1 / 2}\left(F_{1}\right)$. Note that $T_{\mu}$ is a self-adjoint, positive definite and one-to-one operator. If $m=\operatorname{dim}\left(F_{1}\right)=+\infty$ then $T_{H}$ is unbounded.

Let $\pi_{1}, \pi_{2}, \ldots, \pi_{n}$ be an orthonormal basis of the linear subspace $\operatorname{lin}\left(S_{H}^{1 / 2} g_{1}, S_{H}^{1 / 2} g_{2}, \ldots, s_{H}^{1 / 2} g_{n}\right)$. Then

$$
\begin{array}{r}
\pi_{i}=\Sigma_{j=1}^{n} c_{i j} s_{\mu}^{1 / 2} g_{j}, \quad\left(\eta_{i}, \eta_{j}\right)=\delta_{i, j},  \tag{4.2}\\
\\
i, j=1,2, \ldots, n
\end{array}
$$

for some $c_{i j}$. Let

$$
\begin{equation*}
c_{\mu}=\left(c_{j i}\right)_{j, i=1}^{n} \tag{4.3}
\end{equation*}
$$

be a $n \times n$ matrix. Note that $C_{\mu}$ is nonsingular.
The element $\eta_{i}$ belongs to the domain $G_{\mu}$ and therefore $T_{u} T_{i}$ is well defined. From (4.2) and (4.3) we have

$$
\begin{equation*}
\left[\left(f, T_{\mu} \Pi_{1}\right),\left(f, T_{\mu} \Pi_{2}\right), \ldots,\left(f, T_{\mu} \Pi_{n}\right)\right]=N(f) C_{\mu} . \tag{4,4}
\end{equation*}
$$

Thus, knowing $N(f)$ we can compute (fiT $\eta_{i}$ ).

$$
\text { Define the element } \sigma=\sigma(N(f)) \text { as }
$$

$$
\begin{equation*}
\sigma=\Sigma_{i=1}^{n}\left(f, T_{L} \eta_{i}\right) T_{\mu}^{-1} \eta_{i} \tag{4.5}
\end{equation*}
$$

Then $\left(\sigma, T_{\mu} \eta_{i}\right)=\left(f, T_{\mu} \eta_{i}\right)$ which yields $N(\sigma)=N(f)$. This means that $\sigma$ "interpolates" $f$ with respect to N.

Observe that $\sigma$ does not depend on a particular choice of the orthonormal basis $\eta_{1}, \ldots, \eta_{n}$. Indeed, if $\beta_{1}, \ldots, \beta_{n}$ is also an orthonormal basis of $\operatorname{lin}\left(S_{\mu}^{1 / 2} g_{1}, \ldots, S_{u}^{1 / 2} g_{n}\right)$ then $\eta_{i}=\sum_{j=1}^{n}\left(\eta_{i}, \beta_{j}\right) \beta_{j}$ and

$$
\sigma=\sum_{i=1}^{n} \sum_{j=1}^{n}\left(\eta_{i}, \beta_{j}\right)\left(f, T_{H} \beta_{j}\right) \Sigma_{k=1}^{n}\left(\eta_{i}, \beta_{k}\right) T_{i}^{-1} \beta_{k}
$$

$$
=\sum_{j=1}^{n}\left(\tilde{E}, T_{\psi} \beta_{j}\right)\left(\sum_{k=1}^{n}\left(\sum_{i=1}^{n}\left(\eta_{i}, \beta_{j}\right)\left(\eta_{i}, \beta_{k}\right)\right) T_{L}^{-1} \beta_{k}\right\}
$$

$$
=\sum_{j=1}^{n}\left(f, T_{\mu} \beta_{j}\right) \Sigma_{k=1}^{n}\left(\beta_{j}, \beta_{k}\right) T_{\mu}^{-1} \beta_{k}=\sum_{j=1}^{n}\left(f, T_{\mu} \beta_{j}\right) T_{\mu}^{-I_{S}}
$$

as claimed.
Take an arbitrary $g \in G_{\mu}$ such that $N(g)=N(f)$. Then $\left\|T_{\mu} g\right\|^{2}=\left\|T_{\psi}(g-\sigma)\right\|^{2}+\left\|T_{\mu} \sigma\right\|^{2}+2\left(T_{\mu}(g-\sigma), T_{\mu} \sigma\right)$. since $h=g-\sigma$ belongs to ker $N$ then $\left(h, T_{\mu} \eta_{i}\right)=0$ and $\left(T_{\mu} h, T_{\mu} \sigma\right)=\left(h, T_{\mu}^{2} \sigma\right)=\Sigma_{i=1}^{n}\left(f, T_{\mu} \eta_{i}\right)\left(h, T_{\mu} \eta_{i}\right)=0$. Thus $\left\|T_{\mu} g\right\| \geq\left\|_{\mu} \sigma\right\|$ and $\left\|T_{\mu} g\right\|=\left\|T_{\mu} \sigma\right\|$ iff $g=\sigma$. Thus $\sigma$ is the unique solution of

$$
N(\sigma)=N(f),
$$

(4.6)

$$
\left\|T_{\mu} \sigma\right\|=\inf \left\{\left\|T_{\mu} g\right\|: g \in G_{\mu}, N(g)=N(f)\right\} .
$$

The solution of (4.6) is called a spline (or a $T_{\mu}$-spline)
interpolating $N(f)$. The algorithm

$$
\begin{equation*}
\varphi^{S}(N(f))=S \sigma(N(f))=\sum_{i=1}^{n}\left(f, T_{\mu} \eta_{i}\right) S T_{\mu}^{-1} \Pi_{i} \tag{4.7}
\end{equation*}
$$

is called a spline algorithm. (A discussion and optimal
properties of spline algorithms for the worst case may be found in [5].) From (4.4) we can express (4.7) in the equivalent form

$$
\varphi^{s}(N(f))=\Sigma_{i=1}^{n}\left(f, g_{i}\right) \Sigma_{j=1}^{n} c_{j i} S T_{\mu}^{-1} \eta_{j}
$$

An algorithm $\theta$ is linear if it has the form

$$
\varphi(N(f))=\Sigma_{i=1}^{n}\left(f, g_{i}\right) w_{i}
$$

for some elements $w_{1}, w_{2}, \ldots, w_{n}$ of $F_{2}$. We are ready to prove that the spline algorithm $\varphi^{s}$ has minimal average error among all algorithms that use $N$.

Theorem 4.1: The spline algorithm $0^{s}$ defined by (4.7) and (4.4) is a unique linear algorithm with minimal average error among linear algorithms using $N$ and
(4.8) $\left.\quad e^{\operatorname{avg}}{ }_{\left(\omega^{s}\right.}^{s}, N\right)=\sqrt{\sum_{i=n+1}^{m}\left\|S T_{\omega}^{-1} \pi_{i}\right\|^{2}}$.
where $\eta_{1}, \ldots, \eta_{n}, \eta_{n+1}, \ldots$ form an orthonormal basis of $F_{1}$.
Proof: Let $\varphi(N(f))=\sum_{i=1}^{n}\left(f, g_{i}\right) w_{i}$. Due to (4.4) it can be written as $\varphi(N(f))=\sum_{i=1}^{n}\left(f, T_{\mu} \pi_{i}\right) z_{i}$ for some elements $z_{1}, \ldots, z_{n}$ of $F_{2}$. Then
$e^{a v g}(\omega, N)^{2}=\int_{F_{1}} \| S f-\theta\left(N(f)\left\|_{\mu}^{2}(d f)=\int_{F_{1}}\right\| S f \|^{2}(d f)+\right.$
$+\int_{F_{1}} \|_{\varphi}\left(N(f) \|^{2}{ }_{\mu}^{1}(d f)-2 \int_{F_{1}}\left(S f, \varphi(N(f))_{\mu}(d f)\right.\right.$. Note that
$(S f, \phi(N(f)))=\left(f, \sum_{i=1}^{n}\left(f, T_{i} \eta_{i}\right) S * z_{i}\right)=\sum_{i=1}^{n}\left(f, T_{L} \Pi_{i}\right)\left(f, S * z_{i}\right)$.
From (3.7) we have

$$
\begin{aligned}
& \int_{F_{1}}\left(f, T_{\mu} \eta_{i}\right)\left(f, S^{\star} z_{i}\right)_{\mu}(\mathrm{df})=\left(S_{\mu} T_{\mu} \eta_{i}, S^{\star} z_{i}\right) \\
& =\left(S T_{\mu}^{-1} \eta_{i}, z_{i}\right) .
\end{aligned}
$$

Observe next that $\left\|_{\rho}(N(f))\right\|^{2}=\sum_{i, j=1}^{n}\left(f, T_{\mu} \eta_{i}\right)\left(f, T_{\mu} \eta_{j}\right)\left(z_{i}, z_{j}\right)$ and

$$
\begin{gathered}
\int_{F_{1}} \|_{i}\left(N(f) \|_{\mu,}^{2}(d f)=\Sigma_{i, j=1}^{n}\left(S_{\mu} T_{\psi} \eta_{i}, T_{\mu} \eta_{j}\right)\left(z_{i}, z_{j}\right)\right. \\
=\Sigma_{i=1}^{n}\left\|z_{i}\right\|^{2}
\end{gathered}
$$

since $\left(S_{\psi} T_{\mu} \eta_{i}, T_{\psi} \eta_{j}\right)=\left(\eta_{i}, \eta_{j}\right)=s_{i j}$. Thus

$$
\begin{aligned}
e^{\operatorname{avg}(\varphi, N)^{2}=} & \int_{F_{1}}\|S f\|_{\mu}^{2}(d f) \\
& +\sum_{i=1}^{n}\left\{\left\|z_{i}\right\|^{2}-2\left(S T_{u}^{-1} \eta_{i}, z_{i}\right)\right\} \\
= & \int_{F_{1}}\|S f\|^{2} u(d f)+\sum_{i=1}^{n}\left\|z_{i}-S T_{u}^{-1} \eta_{i}\right\|^{2} \\
& -\sum_{i=1}^{n}\left\|S T_{i}^{-1} \eta_{i}\right\|^{2} \\
= & e^{a v g}\left(0^{s}, N\right)^{2}+\sum_{i=1}^{n}\left\|z_{i}-S T_{u}^{-1} \eta_{i}\right\|^{2} .
\end{aligned}
$$

This proves that the average error is minimized inf $z_{i}=S T_{u}^{-1} \eta_{i}$, ie., $:^{s}$ is a unique linear algorithm with
minimal average error. The error of ${ }^{s}$ is given by

We now compute $\int_{F_{1}}\|S f\|^{2}(d f)$. Since $f=\Sigma_{i=1}^{m}\left(f, g_{i}\right) \bar{s}_{i}$ where $s_{i}$ are orthonormal eigenelements of $S_{\mu}, S_{\mu}{ }_{i}=\lambda_{i} j_{i}$, we have

$$
\begin{gathered}
\int_{F_{1}}\|S f\|^{2}(d f)=\int_{F_{1}} \sum_{i, j=1}^{m}\left(f, \xi_{i}\right)\left(f, \xi_{j}\right)\left(S \xi_{i}, S \xi_{j}\right)_{\mu}(d \hat{f}) \\
=\sum_{i=1}^{m} \lambda_{i}\left\|S \xi_{i}\right\|^{2}=\sum_{i=1}^{m}\left\|S T_{\mu}^{-1} \xi_{i}\right\|^{2} .
\end{gathered}
$$

Let $K=\left[\left(S T_{w}^{-1}\right) * S T_{i}^{-1}\right]^{1 / 2}$. Then $\left\|S T_{L}^{-1} x\right\|=\|K x\|, \forall x \in F_{1}$, where the first norm is in $F_{2}$ and the second one in $F_{1}$. Observe that $K_{\overline{5}_{i}}=\Sigma_{j=1}^{m}\left(K_{\bar{F}_{i}}, \eta_{j}\right) \eta_{j}$ and $\left\|K_{\xi_{i}}\right\|^{2}=\sum_{j=1}^{m}\left(K_{\overline{5}_{i}} \eta_{j}\right)^{2}$. Thus

$$
\begin{aligned}
& \int_{F_{1}}\|S f\|^{2}(d f)=\Sigma_{i=1}^{m}\left\|K \xi_{i}\right\|^{2}=\sum_{j=1}^{m} \Sigma_{i=1}^{m}\left(s_{i}, K \eta_{j}\right)^{2} \\
& \quad=\sum_{j=1}^{m}\left\|K \eta_{j}\right\|^{2} .
\end{aligned}
$$

This and (4.9) complete the proof.
It is well known that spine algorithms enjoy many important optimiality properties for the worst case. Theorem 4.1 states that among linear algorithms spline algorithms are also optimal for the average case.

## (ii) Affine Alacrithms

Let $S_{c}$ be the correlation operator of $, S_{c}: F_{1} \rightarrow S_{c}\left(F_{1}\right)$.

Define
(4.10) $\quad T_{C}=S_{C}^{-1 / 2}: G_{C} \rightarrow F_{1}$,
where $G_{c}=S_{c}^{1 / 2}\left(F_{1}\right)$. Let $\eta_{1}, \pi_{2}, \ldots, \eta_{n}$ be an orthonormal basis of the linear subspace $\operatorname{lin}\left(S_{c}^{1 / 2} g_{1}, \ldots, S_{c}^{1 / 2} g_{n}\right)$. Then there exists a $n \times n$ nonsingular matrix $c_{c}=\left(c_{j i}\right)$ such that

$$
\begin{equation*}
\left[\left(\mathrm{f}, \mathrm{~T}_{c} \eta_{1}\right),\left(\mathrm{E} . \mathrm{T}_{c} \eta_{2}\right), \ldots,\left(\mathrm{E}, \mathrm{~T}_{c} \eta_{\mathrm{n}}\right)\right]=\mathrm{N}(\mathrm{f}) \mathrm{C}_{\mathrm{c}} . \tag{4.11}
\end{equation*}
$$

Define the element $\sigma=\sigma(N(f))$ as

$$
\begin{equation*}
\sigma=\Sigma_{i=1}^{n}\left(f-m_{\mu} \cdot T_{c} \eta_{i}\right) T_{c}^{-1} \eta_{i}+m_{\mu} \tag{4.12}
\end{equation*}
$$

where $m_{u}$ is the mean element of $u$. Then $\left(\sigma, T_{c} \Pi_{i}\right)=$ $=\left(f-m_{u} \cdot T_{c} \eta_{i}\right)+\left(m_{\mu}, T_{c} \eta_{i}\right)=\left(E, T_{c} T_{i}\right)$ which yields $N(c)=N(E)$. Thus $\sigma$ interpolates $f$ with respect to $N$.

The algorithm
(4.13)

$$
\theta^{a s}(N(f))=S \sigma(N(f))=\sum_{i=1}^{n}\left(f-m_{u} \cdot T_{c} \eta_{i}\right) S T_{c}^{-1} \eta_{i}+S m_{\mu}
$$

is called an affine spline algorithm. Note that $:^{\text {as }}$ differs from a linear algorithm by the constant element $w=S m_{\mu}-\sum_{i=1}^{n}\left(m_{\mu}, T_{c} \eta_{i}\right) S T_{c}^{-1} T_{i}$. Due to (4.11) one can equivalently rewrite (4.13) as

$$
\vartheta^{a s}(N(f))=\Sigma_{i=1}^{n}\left(f, g_{i}\right)\left\{\Sigma_{j=1}^{n} c_{j i} S T_{c}^{-1} \eta_{j}\right\}+w .
$$

This means that $\varphi^{\text {as }}$ is affine in $N(f)$. It is easy to check that the element $\sigma-{\underset{\mu}{m}}$ is a unique solution of the problem

$$
N\left(\sigma-m_{\mu}\right)=N\left(f-m_{\mu}\right),
$$

(4. 14)

$$
\left\|T_{c}\left(\sigma-m_{\mu}\right)\right\|=\inf \left(\left\|T_{c} g\right\|: g \in G_{c}, N(g)=N\left(f-m_{\mu}\right)\right\}
$$

Thus $0-m_{u}$ is a $T_{c}$-spline. Observe that

$$
\uplus^{a s}(N(f))=S\left(\sigma-m_{u}\right)+S m_{u}
$$

where $S\left(\sigma-m_{\mu}\right)$ is a spline algorithm. Thus the algorithm $*^{\text {as }}$ is a spline algorithm translated by $\mathrm{Sm}_{\mu}$. This motives our terminology. Note that ${\underset{\mu}{\mu}}=0$ implies $T_{\mu}=T_{C}$ and $\hat{\theta}^{a s}(\mathbb{N}(f))=0^{s}(N(f))$, i.e., (4.13) coincides with (4.7).

We are now ready to prove that the affine spline algorithm has minimal average error among all affine algorithms using $N$, ie., among algorithms of the form

$$
\vartheta(N(f))=\sum_{i=1}^{n}\left(f, g_{i}\right) w_{i}+w_{0}
$$

for some elements $w_{0}, w_{1}, \ldots, w_{n}$ of $F_{2}$.

Theorem 4.2: The affine spline algorithm $0^{\text {as }}$ defined by (4.13) and (4.11) is a unique affine algorithm with minimal average error among affine algorithms using $N$ and

$$
\begin{equation*}
e^{\operatorname{avg}}\left(\varphi^{a s}, N\right)=\sqrt{\sum_{i=n+1}^{m}\left\|S T_{c}^{-1} \eta_{i}\right\|^{2}} \tag{4.16}
\end{equation*}
$$

where $n_{1}, \eta_{2}, \ldots \eta_{n}, \eta_{n+1}, \ldots$ form an orthonormal basis of $F_{1}$.

Proof: Let $\because(N(f))=\sum_{i=1}^{n}\left(f, g_{i}\right) w_{i}+w_{0}$. Due to (4.11) it can be written as $\varphi(N(f))=\sum_{i=1}^{n}\left(f-m_{\mu}, T_{c} \eta_{i}\right) z_{i}+z_{0}$ for some elements $z_{0}, \ldots, z_{n}$ of $F_{2}$. Then $e^{\text {avg }}(\varphi, N)^{2}=$
 $\int_{F_{1}}\left\|S\left(E-m_{\mu}\right)\right\|^{2}(d f)+\int_{F_{1}}\left\|\Leftrightarrow(N(f))-S m_{\mu}\right\|_{\mu}^{2}(d f)-2 \int_{F_{1}}\left(S\left(f-m_{\mu}\right), \dot{H}(N(f)-\right.$ $\left.S_{\mu}\right)_{\mu}(d f)$. Note that $\left(S\left(f-m_{\mu}\right), 0(N(f))-S_{\mu}\right)=$ $\left(f-m_{\mu}, \Sigma_{i=1}^{n}\left(f-m_{\mu}, T_{c} \eta_{i}\right) S^{*} z_{i}+S *\left(z_{0}-S m_{\mu}\right)=\right.$
$\sum_{i=1}^{n}\left(f-m_{\psi}, T_{c} T_{i}\right)\left(f-m_{\mu}, S * z_{i}\right)+\left(f-m_{\psi}, S^{*}\left(z_{0}-S m\right)\right)$. From (3.2) and (3.1) we have

$$
\begin{aligned}
& \int_{F_{1}}\left(f-m_{u}, T_{c} \Pi_{i}\right)\left(f-m_{H}, S^{\star} z_{i}\right)_{\mu}(d f)=\left(S_{c} T_{c} \eta_{i}, S * z_{i}\right) \\
& =\left(S T_{c}^{-1} \eta_{i}, z_{i}\right), \\
& \int_{F_{1}}\left(f-m_{u}, S *\left(z_{0}-S m_{i}\right)\right)_{L}(d f)=\left(m_{u}, S *\left(z_{0}-S m_{y}\right)\right) \\
& -\left(m_{u}, S^{*}\left(z_{0}-s m_{\mu}\right)\right)=0 .
\end{aligned}
$$

observe next that $\left\|(N(f))-S m_{\mu}\right\|^{2}=$ $\sum_{i, j=1}^{n}\left(f-m_{u}, T_{c} \eta_{i}\right)\left(f-m_{u}, T_{c} \eta_{j}\right)\left(z_{i}, z_{j}\right)+$
$2 \Sigma_{i=1}^{n}\left(f-m_{\mu}, T_{c} \eta_{i}\right)\left(z_{i}, z_{0}-S m_{\mu}\right)+\left\|z_{0}-S m_{\mu}\right\|^{2}$. Thus

$$
\begin{aligned}
& \int_{F_{1}}\left\|\varphi(N(f))-S_{u}\right\|_{\mu}^{2}(d f)=\sum_{i, j=1}^{n}\left(S_{c} T_{c} \eta_{j}, T_{c} \eta_{j}\right)\left(z_{i}, z_{j}\right) \\
& \quad+\left\|z_{0}-S_{\mu}\right\|^{2}=\Sigma_{i=1}^{n}\left\|_{i} z^{2}+\right\| z_{0}-S_{u} \|^{2}
\end{aligned}
$$

From this we have

$$
\begin{aligned}
& e^{a v g}(0, N)^{2}=\int_{F_{1}}\left\|S\left(E-m_{\mu}\right)\right\|_{L}^{2}(d f) \\
& +\Sigma_{i=1}^{n}\left\{\left\|z_{i}\right\|^{2}-2\left(S T_{c}^{-1} \eta_{i}, z_{i}\right)\right\}+\left\|z_{0}-S m_{H}\right\|^{2} \\
& =\int_{F_{1}}\left\|S\left(E-m_{i}\right)\right\|_{\mu}^{2}(d E)+\Sigma_{i=1}^{n}\left\|z_{i}-S T_{c}^{-1} \eta_{i}\right\|^{2} \\
& +\left\|z_{0}-S_{\mu}\right\|^{2}-\sum_{i=1}^{n}\left\|S T_{c}^{-1} \eta_{i}\right\|^{2} .
\end{aligned}
$$

This proves that the average error is minimized ff $z_{i}=S T_{c}^{-1} \eta_{i}$ and $z_{0}=S m_{\mu}$, i.e., $\varphi^{\text {as }}$ is a unique affine algorithm with minimal average error. The error of $\psi^{\text {as }}$ is given by

$$
e^{a v g}\left(\omega^{a s}, N\right)^{2}=\int_{F_{1}}\left\|S\left(E-m_{\mu}\right)\right\|_{\mu}^{2}(d f)-\sum_{i=1}^{n}\left\|S T_{c}^{-1} \eta_{i}\right\|^{2}
$$

Repeating the last part of the proof of Theorem 4.1 one can show that

$$
\int_{F_{1}}\left\|S\left(f-m_{-}\right)\right\|_{u}^{2}(d f)=\Sigma_{i=1}^{m}\left\|S T_{c}^{-1} \pi_{i}\right\|^{2}
$$

This completes the proof.
Theorem 4.2 establishes optimality of the affine spline algorithm in the class of affine algorithms. Note that the
error of $\varphi^{\text {as }}$ has a form similar to the error of the spline algorithm $\varphi^{s}$; although $\varphi^{\text {as }}$ depends on $T_{C}$ whereas $\varphi^{s}$ depends on $T_{\mu}$.

If $m_{u}=0$ then the affine spline algorithm coincides with the spline algorithm. This yields the following corollary.

Corollary 4.1: If $m_{u}=0$ then the spline algorithm is a unique linear algorithm with minimal average error among affine algorithms using $N$.

## (iii) Optimal Average Error Algorithms

In this subsection we provide a condition on the measure $u$ which guarantees that the affine spline algorithm is an optimal average error algorithm. This condition is expressed in terms of the mapping $D: F_{1} \rightarrow F_{1}$ defined as

$$
\begin{equation*}
D f=2\left(\Sigma_{i=1}^{n}\left(f-m_{\mu}, T_{c} \eta_{i}\right) T_{c}^{-1} \eta_{i}+m_{u}\right)-E . \tag{4.16}
\end{equation*}
$$

Here we use the notation of subsection (ii). The mapping $D$ is affine and has two important properties

$$
N(f)=N(D f),
$$

(4.17)

$$
D^{2} f=f
$$

Indeed, $\left(D f, T_{c} \Pi_{i}\right)=2\left(\left(f-m_{\mu}, T_{c} \Pi_{i}\right)+\left(m_{\mu}, T_{c} \Pi_{i}\right)\right)-\left(f, T_{c} \Pi_{i}\right)=$ $\left(f, T_{c} \eta_{i}\right)$. This and (4.11) yield $N(f)=N(D f)$. Then (4.16)
can be rewritten as

$$
f=2\left(\sum_{i=1}^{n}\left(D f-m_{\mu}, T_{c} \eta_{i}\right) T_{c}^{-1} n_{i}+m_{H}\right)-D E=D(D E)
$$

Thus $D^{2}$ is the identity operator, hence $D=D^{-1}$. Note that the mapping $D$ depends on the information operator $N$.
We are ready to prove

Theorem 4.3: Assume that
(4.18)

$$
\mu(D(B))=u(B)
$$

for any Bored set $B$ of $F_{1}$. Then the affine spline algorithm $\rho^{\text {as }}$ defined by (4.13) is a unique optimal average error algorithm, i.e.,

$$
r^{a v g}(N)=e^{a v g}\left(\omega^{a s}, N\right)=\sqrt{\sum_{i=n+1}^{m}\left\|S T_{c}^{-1} \eta_{i}\right\|^{2}}
$$

Proof: Take an arbitrary algorithm $\theta$ from $\overline{\mathrm{g}}(\mathrm{N})$. Observe that (4.18) implies

$$
\int_{F_{1}}\|S f-g(N(f))\|_{\mu}^{2}(d f)=\int_{F_{1}}\|S D f-\varphi(N(D f))\|^{2}(d f)
$$

Since $N(D f)=N(f)$, we can express the average error of 0 as

$$
\begin{gather*}
e^{\operatorname{avg}(0, N)^{2}=} \frac{1}{2} \int_{F_{1}}\left(\|S f-\hat{\theta}(N(f))\|^{2}\right.  \tag{4.19}\\
\left.+\|S D f-\theta(N(f))\|^{2}\right\}_{\mu}(d f)
\end{gather*}
$$

(4.20) $\quad\left\|S E-\theta^{a S}(N(f))\right\|^{2}=\frac{1}{4}\|S E-S D E\|^{2}$

$$
\begin{aligned}
& \leq \frac{1}{4}(\|S f-\theta(N(f))\|+\|S D f-\theta(N(f))\|)^{2} \\
& \leq \frac{1}{2}\left(\|S f-\theta(N(f))\|^{2}+\|S D f-\theta(N(f))\|^{2}\right) .
\end{aligned}
$$

From (4.19) we get

$$
\begin{aligned}
& e^{a v g}(\omega, N)^{2} \geq \int_{F_{1}}\left\|S f-\theta^{a s}(N(f))\right\|_{\downarrow}^{2}(d f) \\
& \quad=e^{a v g}\left(\varphi^{a s}, N\right)^{2} .
\end{aligned}
$$

Thus $\varphi^{\text {as }}$ is an optimal average error algorithm. We now prove uniqueness. (Of course, uniqueness is understood to be up to a set of measure zero.) If $\varphi$ is an optimal average error algorithm then (4.20) holds with equality almost everywhere. This yields

$$
\|S E-S D f\|^{2}=2\left(\|S f-\theta(N(f))\|^{2}+\|S D f-\theta(N(f))\|^{2} .\right.
$$

Since

$$
\begin{aligned}
& \|S f-S D f\|^{2}=\|S f-\theta(N(f))\|^{2} \\
& \quad+\|S D f-\cdot(N(f))\|^{2}-2(S f-\vartheta(N(f)), S D f-\vartheta(N(f)))
\end{aligned}
$$

then

$$
\begin{aligned}
0= & \left\|S f_{-0}(N(f))\right\|^{2}+\|S D f-0(N(f))\|^{2} \\
& +2(S f-0(N(E)), S D E-0(N(f)))
\end{aligned}
$$

$$
=\|S f-\theta(N(f))+S D E-\geqslant(N(f))\|^{2} .
$$

Hence

$$
\varphi(N(f))=\frac{1}{2}(S f+S D f)=0^{a s}(N(f)) .
$$

The average error of $\varphi^{\text {as }}$, which is equal to the average radius, is given by Theorem 4.2. Hence Theorem 4.3 is proven.

Theorem 4.3 states that the invariance of the measure $\lrcorner$ under the mapping $D$ yields optimality of the algorithm $\varphi^{\text {as }}$. We now show that (4.18) holds for two examples which we presented in section 3. Measures satisfying (4.18) are characterized in [8].

Example 1 (continued from Section 3): Since $m_{\mu}=0$ and $T_{c}=T_{\mu}=d^{-1 / 2}\left(T^{*} T\right)^{1 / 2}$, we have

$$
u(D(B))=\int_{D(B)} w\left(d^{1 / 2}\left\|T f_{u}\right\|\right) d f .
$$

Let $g=D f$. Note that

$$
\left\|T_{u} D^{-1} g\right\|=\left\|2 \Sigma_{i=1}^{n}\left(g, T_{\psi} \eta_{i}\right) \pi_{i}-T_{i} g\right\|=\left\|T_{-} g\right\| .
$$

Since $D$ is linear and $\mid$ get $D \mid=1$, we have

$$
u(D(B))=\int_{B} w\left(d^{1 / 2}\left\|T_{\mu} g\right\|\right) d g=\mu(B) .
$$

Thus (4.18) holds for every information operator $N$.

Example 2 (continued from Section 3): It is enough to show
that (4.18) holds for the sets $B$ of the form $B=\left\{f \in F_{1}:(f, x) \leq d\right\}$ where $x \in F_{1}$ and $d \in R$. From (3.13) we have

$$
u(B)=\frac{1}{\sqrt{2 \pi \sigma_{x}}} \int_{-\infty}^{d} e^{-\left(t-m_{x}\right)^{2} / 2 \varepsilon_{x}} d t
$$

where $\sigma_{x}=\left(S_{c} x, x\right)$ and $m_{x}=\left(m_{u}, x\right)$. We find $\mu(D(B))$. Note that

$$
(D f, x)=\left(f, D_{1} x\right)+(b, x)
$$

where $D_{1} x=2 \sum_{i=1}^{n}\left(T_{c}^{-1} \eta_{i}, x\right) T_{c} \eta_{i}-x$ and $b=2\left(m_{\mu}-\sum_{i=1}^{n}\left(m_{\mu}, T_{c} \eta_{i}\right) T_{c}^{-1} \eta_{i}\right)$. From this we conclude that

$$
D(B)=\left\{f \in F_{1}:\left(f, D_{1} x\right) \leq d-(b, x)\right\}
$$

Observe that

$$
\begin{aligned}
& \left(m_{i}, D_{1} x\right)=\left(D m_{\mu}, x\right)-(b, x)=\left(m_{\mu}, x\right)-(b, x) \\
& \left(S_{c} D_{1} x, D_{1} x\right)=\left\|2 \Sigma_{i=1}^{n}\left(T_{c}^{-1} \eta_{i}, x\right) \eta_{i}-T_{c}^{-1} x\right\|^{2} \\
& =\left\|T_{c}^{-1} x\right\|^{2}=\left(S_{c} x, x\right) .
\end{aligned}
$$

Thus

$$
\begin{gathered}
\mu(D(B))=\frac{1}{\sqrt{2 \pi \sigma_{x}}} \int_{-\infty}^{d-(b, x)} e^{-\left(t-m_{x}+(b, x)\right)^{2} / 2 \sigma_{x}} d t \\
=\frac{1}{\sqrt{2 \pi \sigma x}} \int_{-\infty}^{d} e^{-\left(t-m_{x}\right)^{2} / 2 \sigma x} d t=\mu(B) .
\end{gathered}
$$

Hence (4.18) holds for every information operator $N$. $\square$ We now show an example of a measure $\mu$ for which (4.18) does not hold and for which the algorithm (4.13) is far from being optimal.

Example 3: Let $F_{1}=F_{2}=\operatorname{lin}\left(\zeta_{1}, \zeta_{2}, \ldots\right)$ where $\left(\sigma_{i}, \zeta_{j}\right)=\delta_{i j}$. Define

$$
\mu\left(\left\{\zeta_{i}\right\}\right)=\mu\left(\left[-\int_{i}\right\}\right)=p_{i}
$$

where $\Sigma_{i=1}^{\infty} p_{i}=\frac{1}{2}$ for different positive $p_{i}$. Thus $u$ is an atomic measure concentrated on the elements $\zeta_{1},-\zeta_{1} \cdot \zeta_{2},-\zeta_{2}, \ldots$ It is easy to check that $\underset{\mu}{m}=0$ and

$$
S_{u} f=S_{c} f=\sum_{i=1}^{\infty} 2 p_{i}\left(f, \zeta_{i}\right) \zeta_{i}
$$

Let $N(E)=\left(f, g_{1}\right)$ with $g_{1}=\sum_{i=1}^{\infty} p_{i} \zeta_{i}$ and let $S f=f$. The algorithm (4.13) (and (4.7)) takes now the form

$$
\begin{aligned}
& \bullet^{a s}(N(f))=\frac{\left(f, g_{1}\right)}{\left(S_{L} g_{1}, g_{1}\right)} s_{u} g_{1} \\
& \quad=\left(\Sigma_{i=1}^{\infty} 2 p_{i}^{3}\right)^{-1}\left(f, g_{1}\right) \Sigma_{i=1}^{\infty} 2 p_{i}^{2} \sigma_{i}
\end{aligned}
$$

and has positive average error.
Define the algorithm

$$
0^{*}(N(f))=\left\{\begin{array}{cl}
\zeta_{i} & \text { if } N(f)=p_{i} \\
-\zeta_{i} & \text { if } N(f)=-p_{i} \\
g & \text { otherwise }
\end{array}\right.
$$

where $g$ is an arbitrary element of $F_{1}$. The algorithm ${ }^{*}$ is nonlinear in $N(f)$ and discontinuous at zero. Observe that

$$
\begin{aligned}
& \int_{\mathcal{F}_{1}}\left\|f-\wp^{*}(N(f))\right\|_{\mu}^{2}(d f) \\
& \quad=\sum_{i=1}^{\infty} p_{i}\left(\left\|\zeta_{i}-\vartheta^{*}\left(p_{i}\right)\right\|^{2}+\left\|-\zeta_{i}-\varphi^{*}\left(-p_{i}\right)\right\|^{2}\right)=0 .
\end{aligned}
$$

Thus $\varphi^{*}$ is optimal and $\varphi^{\text {as }}$ is not. The mapping $D$ has now the form

$$
D f=\frac{2\left(f, g_{1}\right)}{\left(S_{\psi} g_{1}, g_{1}\right)} \Sigma_{i=1}^{\infty} 2 p_{i}^{2} \zeta_{i}-f .
$$

To see that (4.18) is not satisfied, set $B=\left\{\zeta_{i}\right\}$. Then
$\mu(B)=p_{1}$ and $\mu(D B)=0$.
We end this section by a property of optimal average error algorithms.

Theorem 4.4: An algorithm $y^{*}$ is an optimal average error algorithm ff
(4.21) $\quad \int_{F_{1}}\left(S f-\varphi^{*}(N(f)), \varphi(N(f))\right)_{\mu}(d f)=0, \quad \forall \theta \in \delta(N)$.

Proof: Assume that $\hat{\theta}^{*}$ is an optimal average error algorithm
and let $y$ be an arbitrary algorithm using N. Define the algorithm

$$
\varphi_{1}(N(f))=\varphi^{\star}(N(f))+c \varphi(N(f))
$$

for some real c. We have
(4.22) $\quad e^{a v g}\left(\omega_{1}, N\right)^{2}=e^{a v g}\left(0^{*}, N\right)^{2}$
$-2 c \int_{F_{1}}\left(S f-\varphi^{*}(N(f)), \phi(N(f))\right)_{\mu}(d f)$
$+c^{2} \int_{F_{1}}\left\|_{\varphi}(N(f))\right\|^{2} \mu(d f)$.
Since $e^{a v g}\left(\theta_{1}, N\right) \geq e^{a v g}\left(\varphi^{*}, N\right)$ for an arbitrary $c$, then the coefficient multiplying $c$ in (4.22) must vanish. This yields (4.21).

Assume now that (4.21) holds. Take an algorithm $o$ and $\operatorname{let} \theta_{1}(N(f))=0(N(f))-o^{*}(N(f))$. Then

$$
\begin{aligned}
& e^{a v g}(\emptyset, N)^{2}=\int_{F_{1}}\|S f-\varphi(N(f))\|_{\mu}^{2}(d f) \\
& \quad=\int_{F_{1}}\left\|S f-\varphi^{*}(N(f))\right\|_{\downarrow}^{2}(d f) \quad(S: \\
&-2 \int_{F_{1}}\left(S f-\varphi^{*}(N(f)): \varphi_{1}(N(f))\right)_{\mu}(d f) \\
&+\int_{F_{1}}\left\|\varphi_{1}(N(f))\right\|_{\mu}^{2}(d f)=e^{a v g}\left(\varphi^{*}, N\right)^{2} \\
&+\int_{F_{1}}\left\|\varphi_{1}(N(f))\right\|_{\mu}^{2}(d f) \geq e^{a v g}\left(\varphi^{*}, N\right)^{2}
\end{aligned}
$$

This proves that $0^{*}$ is an optimal average error algorithm which completes the proof.

Observe that Theorem 4.4 can be rewritten in a somewhat stronger form. Namely, $0^{*}$ is optimal in a given subclass of algorithms ${ }_{0}(N)$ iff (4.21) holds for all algorithms from ${ }_{0}(N)$ whenever the subclass ${ }_{0}^{5}(N)$ has the property: $\otimes^{*}, \otimes \in \mathbb{F}_{0}(\mathbb{N})$ implies $c_{1} *^{*}+c_{2} \leqslant{ }^{5}(N)$ for real $c_{1}$ and $c_{2}$. This holds for the class of linear or affine algorithms.
5. Optimal Information

In the previous section we studied optimal average error algorithms using the information operator $N$ of cardinality $n$ of the form

$$
N(f)=\left[\left(f, g_{1}\right),\left(f, g_{2}\right), \ldots,\left(f, g_{n}\right)\right] .
$$

In this section we find the optimal choice of elements $g_{1}, g_{2}, \ldots, g_{n}$. By optimal choice we mean elements for which the average error is minimized for a given class of algorithms.

We shall need the following result. Let $K: F_{1} \rightarrow F_{1}$ be
a self-adjoint nonnegative definite operator, $K=K^{*} \geq 0$. Let
(5.1) $\quad K z_{i}=\lambda_{i} z_{i}, \quad i=1,2, \ldots$
where $z_{1}, z_{2}, \ldots$ is an orthonormal basis and $\lambda_{1} \geq \lambda_{2} \geq \ldots$.

Lemma 5.1:

$$
\begin{aligned}
& \max \left\{\sum_{i=1}^{n}\left(K b_{i}, b_{i}\right):\left(b_{i}, b_{j}\right)=s_{i j}\right\}=\sum_{i=1}^{n}\left(K z_{i}, z_{i}\right) \\
& \quad=\sum_{i=1}^{n} \lambda_{i} .
\end{aligned}
$$

Proof: Although Lemma 5.1 follows from Theorem 4.1.4 of [2] we provide a short proof for completeness. Let $b_{i}=\sum_{j=1}^{m} a_{i j} z_{j}$ where $a_{i j}=\left(b_{i}, z_{j}\right)$ and $n \leq m$. Since both $b_{i}$ and $z_{j}$ are orthonormal, $\sum_{j=1}^{m} a_{i j}^{2}=\sum_{i=1}^{m} a_{i j}^{2}=1$. Then

$$
\begin{aligned}
& \Sigma_{i=1}^{n}\left(K b_{i}, b_{i}\right)=\Sigma_{i=1}^{n}\left\{\sum_{j=1}^{n} \lambda_{j} a_{i j}^{2}+\sum_{j=n+1}^{m} \lambda_{j} a_{i j}^{2}\right\} \\
& \quad \leq \sum_{i=1}^{n}\left(\Sigma_{j=1}^{n} \lambda_{j} a_{i j}^{2}+\lambda_{n+1}\left(1-\Sigma_{j=1}^{n} a_{i j}^{2}\right)\right\} \\
& \quad=n \lambda_{n+1}+\sum_{j=1}^{n}\left(\lambda_{j}-\lambda_{n+1}\right) \sum_{i=1}^{n} a_{i j}^{2} \\
& \quad \leq n \lambda_{n+1}+\sum_{j=1}^{n}\left(\lambda_{j}-\lambda_{n+1}\right)=\sum_{j=1}^{n} \lambda_{j} .
\end{aligned}
$$

Equality is obtained for $b_{i}=z_{i}$.
We now solve the problem of finding an information operator of cardinality $n$ for which the average error of linear or affine algorithms is minimized.

$$
\text { Let } K_{\mu}=\left(S T_{\mu}^{-1}\right) * \mathrm{ST}_{\mu}^{-1} \text { and } K_{c}=\left(\mathrm{ST}_{c}^{-1}\right) * \mathrm{ST}_{c}^{-1} \text {. Let }
$$

(5.2)

$$
\mathrm{K}_{\mu} z_{u, i}=\lambda_{i, i} z_{\mu, i}, K_{c} z_{c, i}=\lambda_{c, i} z_{c, i}
$$

where $\left\{z_{\mu, i}\right\}$ and $\left\{z_{c, i}\right\}$ are orthonormal basis and $\lambda_{\mu, i} \geq \lambda_{\mu, 2}, \ldots, \lambda_{c, 1} \geq \lambda_{c, 2} \geq \ldots$. Observe that

$$
\begin{aligned}
& \left(K_{\mu} x, x\right) \leq\|S\|^{2}\left(T_{\mu}^{-1} x, T_{\mu}^{-1} x\right)=\|S\|^{2}\left(S_{\mu} x, x\right) \\
& \left(K_{c} x, x\right) \leq\|S\|^{2}\left(T_{c}^{-1} x, T_{c}^{-1} x\right)=\|S\|^{2}\left(S_{c} x, x\right)
\end{aligned}
$$

This yields that $K_{\mu}$ and $K_{c}$ have finite traces and

$$
\begin{aligned}
\operatorname{trace}\left(K_{\mu}\right) & =\Sigma_{i=1}^{m} \lambda_{u, i} \\
\operatorname{trace}\left(K_{c}\right) & =\varepsilon_{i=1}^{m} \lambda_{c, i}
\end{aligned}
$$

Note also that $K_{\mu}=T_{\mu}^{-1} S_{*} S T_{\mu}^{-1}$ and $\lambda_{\mu, i} T_{\mu} z_{\mu, i}=S * T_{\mu}^{-1} z_{\mu, i}$. Thus $T_{\mu} z_{\mu}, i$ is well defined whenever $\lambda_{\mu, i}$ is nonzero. Similarly, $T_{c}{ }^{2} c, i$ is well defined whever $\lambda_{c, i}$ is nonzero. Define the information operators

$$
\begin{aligned}
& N_{\mu, n}(f)=\left[\left(f, T_{\mu} z_{\mu, 1}\right),\left(f, T_{\mu}^{z_{L}}, 2\right), \ldots,\left(f, T_{\mu} z_{L}, k_{1}\right)\right], \\
& N_{c, n}(f)=\left[\left(f, T_{c}^{z_{c, 1}}\right),\left(f, T_{c}^{z_{c, 2}}\right), \ldots,\left(f, T_{c}^{z_{c}, k_{2}}\right)\right]
\end{aligned}
$$

where

$$
\begin{aligned}
& k_{1}=\min \left\{n, \max \left\{i: \lambda_{\mu, i}>0\right\}\right\} \\
& k_{2}=\min \left\{n, \max \left\{i: \lambda_{c, i}>0\right\}\right\}
\end{aligned}
$$

Note that $\lambda_{\mu, 1} 2 \cdots 2 \lambda_{\mu, k_{1}}>0$ and $\lambda_{c, 1} 2 \cdots 2 \lambda_{c, k_{2}}>0$ which yields that $N_{\mu, n}$ and $N_{c, \mu}$ are well defined. Of course, $\operatorname{card}\left(N_{\mu, n}\right)=k_{1} \leq n$ and $\operatorname{card}\left(N_{c, n}\right)=k_{2} \leq n$.

We say that $N^{10}$, card $\left(N^{10)} \leq n\right.$, is nth linearly
optimal iff

$$
e^{\operatorname{avg}}\left(\theta^{s}, N^{10}\right)=\inf \left\{e^{\operatorname{avg}}(\vartheta, N): \operatorname{card}(N) \leq n, \hat{N} \text {-linear }\right\},
$$

$N^{a o}, \operatorname{card}\left(N^{a O}\right) \leq n$, is nth affinely optimal iff

$$
e^{a v g}\left(\omega^{a s}, N^{a c}\right)=\inf \left(e^{a v g}(\theta, N): \operatorname{card}(N) \leq n, \varphi_{-a f f i n e}\right)
$$

and $N^{\circ}, \operatorname{card}\left(N^{0}\right) \leq n$, is nth optimal iff

$$
r^{\operatorname{avg}}\left(N^{0}\right)=\inf \left\{r^{\operatorname{avg}}(\mathbb{N}): \operatorname{card}(N) \leq n\right\} .
$$

We are ready to prove the following theorem.

Theorem 5.1: The information operator $N_{\mu, n}$ is $n t h$ linearly optimal and

$$
\begin{equation*}
e^{\operatorname{avg}}\left(\omega^{s}, N_{i, n}\right)=\sqrt{\sum_{i=n+1}^{m} \lambda_{\mu, i}} . \tag{5.4}
\end{equation*}
$$

The information operator $N_{c, n}$ is nth affinely optimal and

$$
\begin{equation*}
e^{a v g}\left(\varphi^{a s}, N_{c, n}\right)=\sqrt{\sum_{i=n+1}^{m} \lambda_{c, i}} . \tag{5.5}
\end{equation*}
$$

If (4.18) holds for arbitrary information of cardinality at most $n$ then the information operator $N_{C, n}$ is $n t h$ optimal and

$$
\begin{equation*}
r^{\operatorname{avg}}\left(N_{c, n}\right)=\sqrt{\Sigma_{i=n+1}^{m} \lambda_{c, i}} \tag{5.6}
\end{equation*}
$$

Proof: To prove (5.4) we use (4.8) of Theorem 4.1. Then $e^{a v g}(\omega, N)^{2} \geq \sum_{i=n+1}^{m}\left\|S T_{\mu}^{-1} \eta_{i}\right\|^{2}=\sum_{i=n+1}^{m}\left(K_{\mu} \eta_{i}, \eta_{i}\right)$ for orthonormal $\eta_{1}, \eta_{2}, \ldots, \eta_{n}, \eta_{n+1}, \ldots$ Since $K_{\mu}$ has finite trace, Lemma 5.1 yields

$$
\begin{aligned}
& \Sigma_{i=n+1}^{m}\left(K_{\mu} \eta_{i}, \eta_{i}\right)=\operatorname{trace}\left(K_{\mu}\right)-\sum_{i=1}^{n}\left(K_{\mu} \eta_{i}, \eta_{i}\right) \\
& \quad 2 \operatorname{trace}\left(K_{\mu}\right)-\max \left(\Sigma_{i=1}^{n}\left(K_{\mu} b_{i}, b_{i}\right):\left(b_{i}, b_{j}\right)=\delta_{i j}\right) \\
& \quad=\operatorname{trace}\left(k_{\mu}\right)-\Sigma_{i=1}^{n} \lambda_{\mu, i}=\sum_{i=n+1}^{m} \lambda_{\mu, i}
\end{aligned}
$$

Thus

$$
\begin{equation*}
e^{a v g}(\varphi, N) \geq \sqrt{\sum_{i=n+1}^{m} \lambda_{n, i}} \tag{5.7}
\end{equation*}
$$

We now compute the average error of the spline algorithm $0^{S}$ using $N_{\mu, n}$. From (4.2) we have $\eta_{i}=S_{\mu}^{1 / 2} T_{\mu} z_{\mu, i}=z_{\mu, i}$, $i=1,2, \ldots, k_{1}$. Thus (4.8) yields $e^{\operatorname{avg}}\left(0^{s}, N_{\mu, n}\right)^{2}=\sum_{i=k_{1}+1}^{m} \lambda_{\mu, i}$. If $k_{1}<n$ then $\lambda_{\mu, i}=0, i \geq k_{1}+1$ and $\left.e^{\operatorname{avg}\left(\varphi_{0}^{s}, N\right.}{ }_{\mu, n}\right)=0$. Thus in both cases $k_{1}<n$ and $k_{1}=n$ we have

$$
e^{\operatorname{avg}}\left(\omega^{s}, N_{\mu, n}\right)=\sqrt{\Sigma_{i=n+1}^{m} \lambda_{\mu, i}}
$$

This and (5.7) complete the proof of (5.4).
To prove (5.5) it is enough to repeat the same argument with $T_{\mu}$ and $K_{\mu}$ replaced by $T_{C}$ and $K_{C}$.

Assume now that (4.18) holds for arbitrary information of cardinality at most $n$. Theorem 4.3 and (5.5) yield that

$$
\begin{gathered}
r^{a v g}(N)=e^{a v g}\left(e^{a s}, N\right) \geq e^{a v g}\left(e^{a s}, N_{c, n}\right) \\
=r^{a v g}\left(N_{c, n}\right)=\sqrt{\sum_{i=n+1}^{m}{ }_{c, i}},
\end{gathered}
$$

which proves (5.6) and completes the proof.
We stress that (4.18) holds for measures introduced in Examples 1 and 2, i.e., for measures of the form (3.9) in a finite dimensional Hilbert space and for the Gaussian measures.

Remark 5.l: We discuss uniqueness of optimal information. We say two information operators are equal iff they have the same kernel. From the proof of Theorem 5.l it immediately follows that $N_{\mu}, n$ is unique nth linearly optimal whenever
$\lambda_{\mu, n}>\lambda_{\mu, n+1}$ and $N_{c, n}$ is unique $n t h$ affinely optimal whenever $\lambda_{c, n}>\lambda_{c . n+1}$. The information $N_{c, n}$ is also $n t h$ optimal whenever (4.18) holds for arbitrary information of cardinality at most $n$. Thus if the ( $n+1$ )st corresponding eigenvalue is strictly less than the nth we have unique optimal information operators.
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