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ABSTRACT Computer generation of natural language requires the ablhty to 

m3.ke reasoned choices from .1 large n'Jmber of possible things to S::lY as well as 

from a large num ber of expressive possibilities This paper examines In detall how 

one Influence on a generated lext, focus of attention, un be used to cons~raln the 

many possibilities that a generation system must consider A computational 

treatment of focus of attention IS presented that can be used to constrain \'.,'hat the 

svstem needs to consider when deCiding what to say next. In this process, 

Information IS produced that provides constraints on which words and syntactic 

structures bpst express the system's Intent, thus ensuring that Its resulting text IS 

coh!?fI?nt ThiS analYSIS has been used In the fully Implemented TEXT system 

which gl?nl?ratl?s paragraph length responses to questions J.bout database structure 

1 Introduction 

Computer gl?neratlOn of natural language reqUIres the ability to make reasoned 

chOices from a large number of pOSSibilities and from a vanety of knowledge 

sources A. s)'stem that communicates With ItS users must be able to deCide what 

lnform.1tlon to communicate, u:hen to say what. and which words and syntactic 

str1lctures .lmong many posslb!litles bes:: express Its Intent PrevIous papers (e g , 

[\lCKEO\\"~ 80], I\ICKEO,,":"-I 8:2AJ, [\fCKEO\\':\ 828]) Illustrate how the fln3.1 

tF>xt IS Influenced by a variety of ;actors, including commonly used rhetorlc3.! 

.5tr:Ltegl€s, semantic Information, focus of attention, and the discourse goal ThiS 

pa.per examines In detail how one of those sources, focus of attentIon, can be used 

ITh~IS work was partIally su~ported by National SCience FoundatIOn gran~ 
#\IC~81-07·]90. awarded to the Computer and Informat.lon SCience Department ot 
the l'nlvemtv of PennsylvanIa and bv Ot\"R contract N00014-8'2-K-OlS6, awarded to 
the Dep.1ftm~nt of Com-puter SClence,- Columbia University 
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to constraIn the many possibilIties that a generation system must consider A 

computational treatment of hcus of attentlOn IS p:-esented that constrains what 

InformatlOn to commumcate and ItS order, and In the procnss produces tnformatlon 

that constrains which words and syntactic structures best express Its Intent 

Examples a.re given of how thiS analysIs has been used tn the fully Implemented 

TEXT system, which generates paragraph length responses to questions about 

database structure 

Focus constraints are only part of the TEXT system's mechanism for 

responding to a question TEXT also uses discourse plans and a mechalllsm for 

determllllng rl?levancy [\lCKEO\VN 82.-\.1 To answer a questlOn, TEXT first 

cI:cumscnbes a subspt of the knowledge base contatnlns information relevant to the 

given questIOn. A dIscourse plan (called a schema [MCKEO\VN 82AJ) IS then used 

to gUide t he constructIOn of an answer. The focusing mechamsm aids tn thIS 

process by constrainIng the selectlOn of tnfOrmatlOn :.) talk about next to that 

which ties In most appr"::~:'lately wIth the prevlOUS discourse. Thus, focus 

Inform:ltlon doe~n 't pnmanly determine the content of the response, but prOVides 

constraInts on the many POSS:btlltles that must be considered and aids tn shaping a 

coherent resr'onse TEXT was Implemented ustng an Oi\"R database containIng 

InformJ.tlon about mIlitary vehicles and weapons Examples are taken from thiS 

domam In the followlllg sections, vanous chOices that a generatlOn system must. 

make .It different phases of processlllg are first descnbed. How focus mformatlOn 

cJ.n be Il~ed to Influence these deCISions IS then discussed 

2 Choices 

One of the first steps In speaktng or wntlng IS the narrowing of attentIOn to 

knowledge relevant to the purpose at hand. Speakers and wnters are capable of 

Ignoring InformatlOn III their large body of knowledge about the world which IS not 

speClflc to the current discourse purpose. ThiS process, called global focusing 

[GROSZ it] IS modeled In TEXT by restnctlng the mformatlon that needs to be 

conSIdered when construdlllg an answer to a subset of the knowledge base which 

contains InfOrmatlOn that could potentIally be Illcluded as part of the anS\Vi=>[ 

Although thiS process IS not discussed further here, the fact that It does occur IS 

cntlcal for the success of later processes (see [~lCKEO\V:\ 82A] for further detaIls) 
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Once a system has determined what informatIon is likely to be relevant to Its 

current discourse goal, It also must be able to determIne what to say first, what 

next, and how to close the discourse Order of information can be crUCial to a 

reader's understanding of a text Textual sequence alone can cause a reader to draw 

Inferences about the relation hetween two propOSItIons, including temporal sequence, 

causality, and exemplification, among others. \Vhde textual sequence need not 

always correspond to, for example, temporal sequence, tl-.e absence of textual 

connectives speCifYIng otherWIse (e g, "when", "after" "while") may tndicate that It 

does It IS Important, therefore, that careful attentIOn be given to how propOSitIOns 

arE' ordered 

At t he surface level, a generator must be able to make reasoned deCISions 

about the best leXical Items to use, when to use pronimal reference, and about the 

syntactIC constructIOn that ~hculd be used Examples IllustratIng these chOices are 

shown In 1-.3 below 

1 LeXical chOice (bought vs sold) 
:\) hne bought $3 00 worth of 

bobby socks from ~flchael 

B) \hchael sold $300 worth of 
bobby socks to bne 

.) Pronominal reference (Lnda vs she) 
:\) Llnd3. flew to \Vashtngton 
B) She f1e\,·; to \Vashtngton 

-3 SvntactlC' structure 
(active vs passive) 

.-\) John gave the book to \Iary 
B) ~Iary was given the book by John 

Textual order and surface chOice are both tnfluenced by a speaker's focus of 

attentlOn In the next two sections thiS Influence IS charactenzed tn such a way 

that It can be used by a language generator to resolve deCISions in textual order 

and surface chOice 
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3 Immediate focus and generation 

On producing a single utterance (controlled by a schema), TEXT narrows Its 

focus of attention to a sIngle object (or set of obje,;ts) In Its pool of releva.nt 

mformatIOn Having made a decIsIOn about what to talk about fIrst, It must support 

that decIsIon In succ!?eding utterances If It wants Its text to be easily understood 

That IS, haVIng decIded to focus on a particular obJect(s), Its utterances constram 

the set of posslb!lltles for what can be said next If the system IS to aVOId Jumping 

a.round from one tOpIC to another These are termed immediate focus constraints 

since they apply locally betwer;n utterances 

TEXT usc.:: constraints developed by Sidner [SID:\"ER 791 on how focus of 

attentIOn can shift or be maintained from one sentence to the next Sidner sho\lled 

that a speaker can either maintain his/her current focus, shift to focus on an Item 

Just Introduced, return to a prevIous focus, or focus on an Item ImplicItly related to 

the current focus The TEXT svstem uses these constr.j,lllts to hmit the number of 

posslblhtles It must consider when deciding what to say next If ItS discourse plan 

allows for several next utterances, the system only con::lders propositIOns that have 

an element that can be focuspo In one of these ways 

While Sidner's constraints are suffICient for InterpretIng natural language, for 

generation a speaker may have to deCIde which of ~he constraints IS better than 

.lny other at any pOint. An ordenng on Sidner's constraints was developed for 

generation which dictates which of these IS preferable (see Figure 1 below) The 

pr>:'fl?f!?nce ordering suggests that a speaker should ~!:ift to focus on an Item Just 

Introduc-?d Into conversatIOn If ::,fhe has something to say about It If the speaker 

c hoos!?s not to do so, that Item Will have to be re-Introduced Into conVersatIOn at a 

l.llpr pOint before the additional informatIOn can be conveyed If, on the other 

hJ.nd. the speaker does shIft to the Item Just mentIOned, there will be no trouble In 

continUing With the old conversatIOn In that case, the speaker IS r!?turmng to a 

tOPIC of preVIOUS diSCUSSIOn, a legal focus move 

Several consecutive moves to Items Just Introduced are not a problem In 

fact, consecutive focus shIfts over a sequence of sentences occurs frequently In 

wntten text If thiS rule were applIed IndefInitely though, It would result In never-
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ending side-tracking onto different topics of conversation. However, the model of 

generatIOn assumes that informatIOn IS being presented In order to achieve a 

particular goal (e g., answer a question). Only a limited amount of Information IS 

\vlt.hln the speaker's scope of attention because of ItS relevance to that goal (as 

defined by global focus). Hence only a limited amount of side-tracking can occur. 

The second preference Indicates that a speaker should continue talking about 

the same thing rather than returning to an earher tOPIC of conversatIOn where 

possible By returning to a prevIous diSCUSSion, a speaker closes the current tOPIC 

Thl?rl?fore. haVing Introduced a tOpIC (which may entail the Introduction of other 

tOPICS) one should say all that needs to be said before returning to an earlIer tOPIC 

The second preference guarantees that a speaker Will aVOid ImplYing that sjhe IS 

fInished talkIng about the current subject when In fact there IS more to be said If 

neither of the first two preferences apply then the speaker must return to an earlIer 

tOPIC of diSCUSSion (preference 3). 

In cases where a speaker must choose between two propositIOns With the same 

focus. the preferences descnbed so far proscribe no ('ollrse of actIOn Rather than 

makIng an arbitrary chOice, a speaker tends to group together In discourse those 

properties that are In some way related to each other \Vhen the system has a 

chOice between two propOSitIOns With the same focus, It chooses that propOSition 

With the most mpntlOns to preViously m~nttoned Items (preference 4) 

ThiS ordering doesn't dictate absolute constraints on the system Just as a 

speak.-:-r may choose to suddenly switch tOpICS the sy,;em may chooose to do so 

also The orderl?d focus constraints are preferences which Indicate the system's best 

move when faced With a chOice If the system's Jlscourse plan Indicates that no 

next chOice meets these constraInts, It Will follow ItS plan making note of the 

abrupt SWitch In focus ThiS SWitch can then be syntactlcaly marked to ease the 

tranSitIon for the user 
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1 shift focus to Item mentioned In previous proposlt::':':l 

'2 maintain focus 

;3 return to tOPIC of prevIous discussIOn 

4 select proposition with greatest number of 1m plicit links to prevIOus 
propositIOn 

FIGCRE 1. Ordered Focus Constraints 

4 Choosing Surface expressions 

There are many different ways III which a proposition can be expressed III 

EnglIsh If the system makes an arbitrary decisIOn about which to select III a given 

situatIOn, an Illappropnate deCISion could easIly be made. For example, If the 

propositIOns shown III 1-.3 above are to be expressed as parts of discourse sequences, 

then one of the chOIces III each pair IS clearly Inappropnate (4-6 below). 

4 Jane was In a hurry to finish her 
shopping It. was a chore she 
particularly despised First, 

hne bought $.3 00 worth of bobby 
::ocks from \lIchael 

"'\hchael sold $300 worth of bobbv 
30C ks to Janl> 

=-) \\·e kne\v that ~\'lary took the traln to 
\"ew York With Linda, but didn't 
rlO'lllZe that 

Linda flew to \rashington from 
there 

"'S~lf:~ flew to \Vashlngton from there 

6 John bought that great new book on 
dat.l structures He read the first 
three chapters and then 

he gave the book to ~1ary 
"0.1ary was given the book by John. 
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In these discourse sequences, the inappropriateness of the starred choice In 

each case can be explaIned by the speaker's focus over the discourse. Anum ber of 

linguists (e.g., [HALLIDAY 671. [FIRBAS 66]) have dIscussed how thematic (or focus) 

InfOrmatlOn can affect the ordering of sentence constituents, suggestIng that new (or 

unfocused) InfOrmatlOn usually occurs towards the end of a sentence. In order to 

place thls InformatlOn In Its proper positlOn In the sentence, structures other than 

the unmarked active sentence may be reqUired (for example, the passive) 

Structures such as It-extraposltlOn, there-lnsertlOn, toplcalization, and left-dislocation 

can be used to Introduce new information Into discourse PronominalizatlOn IS 

anol her lIngUistic deVice assOCIated with focused informatlOn [SID~'ER 79]; it IS 

often used to SIgnal the speaker's focus of attentlOn 

In the example dIscourse sequence:;, focus accounts for the choices made In the 

following ways In sequence (-1), the focus IS on Jane who is doing the actlOn. The 

verb "bought" IS s€l€cted over "sell" In order to allow Jane to be deSCrIbed as the 

focused participant In the action In (S), ivfary IS the focused element of the [active 

"to know" If the second reference to Linda IS pronomInalized, we are lIkely to 

InterprE't the referent of the pronoun as the focused element, or Mary In (6) the 

first sentence focuses on John The active sentence IS more approprIate since It 

plJ.cF'S the focused InformatIon In surface subject posltlOn 

5 Surface Choice in the TEXT System 
SInC":' focus InforrnatlOn has been used to constrain the selection of propOSitions 

In the TEXT sy:;tem, a record containIng each proposItion's focus and Its potentIal 

focus ltst IS avadable for the system to use when determining the speCifIC syntactIC 

structures that should be used In the answer It can examIne thiS mformatlOn to 

dlO'termlne how a proposltlon IS related :0 prevlOUS discourse and therefore which of 

\' anous surface-level chOices should be made 

In TEXT, focus InformatIOn IS used In some limited SituatIOns to test \\'hether 

pronol1llnJliz.ltlon can be used Part of the answer to the question "What IS a 

ship ~., where pronominalizatIOn was selected IS shown In (7) below In the first 

~entence of the answer. the ship IS bEing focused on and reference to It In the 

follOWing sentence can therefore be pronominalized 
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7) (defInition SHIP) 

Wha.t IS a ship? 

.-t ship IS a water-going vehicle that travels on the surface. Its surface-going 
capablhtles are provIded by the DB attributes DISPLACE~fE~T and DRAFT 

Focus Information IS also used to dlscnmlnate between use of the passIve and 

actrve construction. The passive can be used to place the focused constituent lfi 

surface subject POSItion when the logical subject of the sentence is not In focus. In 

TEXT, thIS constructIon may be necessary In descnbing binary relations In the 

O:\"R database In the O~'R database, weapons are associated through the relatIOn 

'carry" With different vehicles vVhen answenng a question about mlsstles. a 

weapon. the passive construction IS used Slfice the mlsstle IS In focus (see (8) below). 

\\-hen ans\\'erlng a questIOn about the ECHO II, a type of submanne, the active 

constr'lctlOn IS uSl"d In order to attribute InformatIOn to the "ECHO II" (see (9) 

below) 

8) (dlffl?rence ~nSSILE TORPEDO) 

What 13 the difference between a 
ml.::sileand a. torpedo? 

The m Estle's target locatIOn IS IndIcated by the DB 
DESCRIPTIO~ and ItS flight capabilitIes are prOVIded by the DB 
AtTITCDE Other DB attributes of the m Isstle 

attn bute 
attnbute 

tnclude 
PROB.-illILITY OF Kll.,L, SPEED, ALTITUDE, 
LETHAL R-illICS & UNITS and TIME TO TARGET & U:--';ITS 
.\fissites are carried by w;·ter-going vehicles and aircraft 
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9) (lnformatlon ECHO-II-SUBr-.lARlNE) 

What do you know about Echo II's? 

There are no sub-classes of echo II In the Ol'm, database 
carry 16 torpedoes. betu:een 16 and 99 missiles and 0 guns. 

Echo lIs 

The use of there-insertIOn by the TEXT system IS shown below in (10) in a 

portIon of the answer generated to tne questIOn J)\Vhat is a gUIded projectlle?ll 

Use of there-InsertIon In thIs sItuation IS one way to Introduce the set of sub-classes 

of the gUIded proJecttle as focus Into the discourse. 

10) (defInItIOn GUIDED) 

What IS a gUIded prOJectIle? 

There are 2 types of guided projectiles in the ONR database: torpedoes 
and missiles. The mISSIle has a target location In the aIr or on the earth's 
surface The torpedo has an underwater target locatIOn. 

6 Focus Constraint Implementation 
() 

TEXT constructs an answer to a given question by repeatedly selectlng-

propOSItIOns to Include In the answer, each of which IS eventually translated to a 

sentence A propOSitIOn consists of a predicate and Its arguments which are reallzed 

In the final EnglIsh verSIOn as the verb of the sentence and Its case roles TEXT 

u"c,..:; Its schema, or discourse plan, as a. gUide In determining what to Include next 

and IS constraIned In lts chOlce In the two 'ways dlscussed so far 1) It lS 

constraIned In what It conSIders for inclUSIOn by global focus and 2) the text 

constructed so far constraIns what It can say next. As a proposItion IS added to 

the answer. a focus record IS filled out and added along WIth it The focus record 

.J 

-.-\ctually by constructIng tlF: propOSItIOn since proposltlOns don't exist as a whole 
In the knowledge base 
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a.3soclated with each proposition lOcludes the focused argument and the potential 

focus list (other arguments which are candidates for a shIft m focus). This record 

IS used both to constram what proposition can follow as well as for the basis of 

surface choice 

Immediate focus constraints (the preference orderIng shown In SectIOn .3.0) 

determine hO\1/ the focus record IS filled out If any possible next propositIOn (of 

those that have been selected by the schema) has an argument that can be focused 

such that the first pf'~ference is met (I.e, the argument was a member of the 

prevIOus propositIOn's potentlal focus list), that propositIOn is selected and Its 

argument IS recorded as the "urrent focus of the propositIon. All other arguments 

are Included In the propOSItIOn's potential focus list as they are candidates for a 

shift In focus If the first preference cannot be met, the same procedure IS repeated 

for each of the remainIng preferences untIl a proposition IS selected. 

Surface ,:hOlce IS made on the basiS of the focus record associated With the 

propOSitIOn It IS used to select the sentence VOIce (active, pasSive, or there

In3ertlOn) and to determIne whether pronommalization can be used. On selectIOn of 

a verb for t he sentence, sentence vOice IS also selected \Vhen a verb IS selected to 

transiJ.te a predicate, the predicate's arguments are mapped onto the case roles of 

the verb (e g. protagonist, goal) If the protagonIst IS the focused argument, the 

active vOice 15 selected, If the goal IS focused, the passive vOice IS selected The 

selectIOn of vOice there-Insert.lon IS slightly more complicated as It IS based on the 

.trociuctlOn of a set whose members are focused In succeeding utterances (see 

\ICKEOW:'; 8'2AI for more details) 

As an example, consider the propostlOn. consisting of a predicate, Its 

arguments. and ItS focus record, shown m (11'\') below (11B) shows the propOSItIOn 

at an mtermedlate stage of generation. The verb "to carry" has been selected to 

translate the analogy-relatIOn O~ and the arguments of the relatIOn have been 

mapped onto the rase roles of the verb the carner has been mapped to the 

protagonlst .lnd the weapon to the goal Since the goal IS m focus, the pasSIve 

vOice IS selected and the fmal sentence shown m (llC) is generated. 



11A) predicate = analogy-relatIOn 
relation = ON 
carner = (AIR-VEHICLE 

\VATER-VEHICLE) 
we.lpon \lISSILE 
current focus = \lISSILE 
potential focus lIst = 

11 

((.AIR-VEHICLE WATER-VEHICLE) 
01\ 
analogy-relatIOn) 

B) verb === carry 
protagonist = 

con] === and 
headl === aircraft 
head2 === water-golllg vehicle 

goal === missIle 
vOice = passive 

C) \1issIles are carned by 
water-going vehIcles and aIrcraft. 

PronomInalIzation IS determined on selectlllg a leXical Item to translate a 

predIcate argument When chooslllg pronomlllahzatlon, the focus record of the last 

proposItIon IS checked If the argument was III focus, pronominalizatIOn IS selected 

III place of the full reference for the argument 

7 Limitations and Unimplemented Effects 

The current formulatIOn and ImplementatLOn clearly show how focus 

InformatIOn can be successfully used as the basiS for surface chOice Further 

Improvements can be made, however, by encodlllg the tests for surface chOIce as 

part of the grammar The grammar used In TEXT IS based on Kay's functIOnal 

grammar formalIsm [KAY ,9] and In fact allows for the expltclt encoding of focus 

informatIOn Enough informatIOn 15 available at that tIme to make the tests for an 

entire category (e g, verb or noun phrase) instead of a leXical Item, thus allOWing 

for more generalIty In determinatIOn of choice 

The Implementation can also be extended by !ncluding tests for additIOnal 
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types of surface choice. The Influence of focus Inform2.t:on on lexical choice, noted 

earller, IS not currently Imple:nented and would be one place to start. The use of 

other surface-level structures can also be signaled through focus informatIOn Some 

of these Include parallel sentence structure, subordInate sentence structure, and 

textual connectIves Parallel sentence structure can be used to Increase the 

cohesIveness of text wh€n focus remams the same from one sentence to the next. 

\Nhen focus shIfts to an Item Just Introduced Into conversatIOn, subordinate sentence 

structure can be used to combine the two adjacent propositIOns Into a smgle 

complex s€ntence \Vhen there has been an abrupt shift In focus, textual 

connectIves can be used to ease the transition for the hearer. The ImplementatIOn 

of these uses of focus informatIOn for surface-level choices remains a tOPIC for future 

work 

8 Conclusions 

The process of generating natural language has been shown to Involve a 

system of chOIces across a WIde spectrum of knowledge sources. A method has 

been presented I hat prOVIdes a theoretIcal basIS whIch constrains generatIOn 

deCISIons Furthprmore, It dlustrates how information arising from deCIsions about 

what to say can be used to constrain chOIces In the surface level expressIOn \Vhile 

these chOIces can be arbItrarIly determined, an inapproprIate deCISIon could easily be 

molcie As systems become more sophisticated, It IS ImperatIve that they produce 

appropnate uttprolnces In order that they communIcate effectIvely With theIr users 
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