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ABSTRACT

The usage of voice over IP (VolP) traffic in IEEE 802.11 wissl@etworks is expected to increase in the
near future due to widely deployed 802.11 wireless netwarldVoIP services on fixed lines. However,
the quality of service (QoS) of VoIP traffic in wireless neti® is still unsatisfactory. In this thesis,

| identify several sources for the QoS problems of VoIP teaiffi IEEE 802.11 wireless networks and
propose solutions for these problems.

The QoS problems discussed can be divided into three c@egoamely, user mobility, VolP
capacity, and call admission control. User mobility causetsvork disruptions during handoffs. In order
to reduce the handoff time between Access Points (APs), jga® a new handoff algorithm, Selective
Scanning and Caching, which finds available APs by scanniminanum number of channels and fur-
thermore allows clients to perform handoffs without scagnby caching AP information. | also describe
a new architecture for the client and server side for seamnksayer handoffs, which are caused when
mobile clients change the subnet due to layer 2 handoffs.

| also present two methods to improve VoIP capacity for 8D2dtworks, Adaptive Priority Con-
trol (APC) and Dynamic Point Coordination Function (DPCAP.C is a new packet scheduling algorithm
at the AP and improves the capacity by balancing the uplink downlink delay of VoIP traffic, and
DPCF uses a polling based protocol and minimizes the bankwidsted from unnecessary polling, using
a dynamic polling list. Additionally, | estimated the cafigdor VoIP traffic in IEEE 802.11 wireless net-
works via theoretical analysis, simulations, and expenithé a wireless test-bed and show how to avoid
mistakes in the measurements and comparisons.

Finally, to protect the QoS for existing VoIP calls while nraikzing the channel utilization, |
propose a novel admission control algorithm called QP-GAiigue size Prediction using Computation of
Additional Transmission), which accurately predicts tig@act of new voice calls by virtually transmitting
virtual new VolIP traffic.
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Chapter 1

Introduction

As many IEEE 802.11 wireless networks have been widely geplothe importance of VoIP over the
wireless networks has been increasing, motivating eftorismprove Quality of Service (QoS) for VoIP
traffic.

Since the first standard for IEEE 802.11 Wireless Local Arebadrks (WLANS) was introduced
in 1999, 802.11 WLANS have been gaining in popularity. Mosthef mobile devices such as laptops and
PDAs support 802.11, and WLANSs also have been deployed ireplliice coffee shops, air ports, and
shopping malls.

The main reasons for its popularity are as follows: FirsEEE802.11 WLAN uses unlicensed
channels in the 2.4 GHz and 5.0 GHz bands. Second, the depldyisivery easy and its cost is also
low. Lastly, it supports high speed data transmission; B2 supports 11 Mb/s, and 802.11a/g support
54 Mb/s data transmission. The recent IEEE 802.11n drafi@ipmore than 100 Mb/s using Multi-Input
Multi-Output (MIMO) technology, and very recently 802.18V (Very High Throughput) study group
was formed in IEEE targeting a throughput of 1 Gb/s. For thevalyeasons, recently, many cities have
been deploying freely accessible Access Points (APs) @ettrand parks so that people can use wireless
networks free without any subscription to the service, Whatlows people to connect to the Internet
anywhere and anytime.

Due to the fast growth of IEEE 802.11-based wireless LANsduthe last few years, Voice over
IP (VoIP) became one of the most promising services to be isatbbile devices over WLANs. \VolP
has been replacing the traditional phone system becaussyfievelopment, reduced cost, and advanced
new services, and the successful deployment of VoIP seivifteed lines is being expanded to VoIP over
WLANS.

VoIP in IEEE 802.11 WLANs means that users send voice dataigirdEEE 802.11 WLAN
technology to the AP. As we can see in Fig. 1.1, the mobile \@iéht associates with an AP, and the
AP is connected to the Internet in different ways. Users @hather mobile clients, fixed IP phones,
and even traditional phones connected via IP gateways. Mampanies produce VolP wireless phones
or PDAs that support both the cellular and 802.11 wirelesarks, and very recently a major cellular
phone service provider started a service plan that allowssus call through both cellular and WLANS.
Therefore, the number of wireless VoIP users is expectedct@ase in the near future.

However, in spite of the expected increase of wireless Vaérs) the Quality of Service (QoS)
of VoIP traffic in WLANs does not meet the growth. According TdJ-T Recommendation G.114 [29],
one way transmission delay for a good quality of service a¢ede less than 150 ms, and in WLANSs the



VolP gateway

Traditional phone

Mobile VolIP client

Figure 1.1: VoIP traffic over IEEE 802.11 wireless networks

one way delay between the AP and clients for the good voicétgueeds to be lower than 60 ms [35],
considering that the network delay is 30 ms and the encodidglacoding delay at VoIP clients is 30 ms
each. However, the delay easily exceeds the limit for vari@asons in WLANS, as explained in the next
section. Even though the IEEE 802.11e [26] standard hasib&educed in 2005 to support better quality
of service for real times services like voice and video, gtjgives higher priority to such traffic against
background traffic and still does not solve many QoS issuethd next sections, | identify QoS issues on
VoIP in IEEE 802.11 WLANSs and explain my contributions towasblutions to these problems.

1.1 QoS problems for VoIP traffic in wireless networks

The QoS problems can be divided largely into three largegoaies, namely, handoff, capacity, and call
admission control (Fig. 1.2). Some of the problems diffenfrthose in fixed line VoIP service, and some
are the same, but the solutions are totally different. Thmelb# problems are new ones and do not occur in
wired networks, the capacity and call admission contralessare shared, but the approaches for solutions
differ from those in wired VoIP service.

The first problem, handoff, is caused by the mobility of useks shown in Fig. 1.1, wireless
clients associate with each AP and exchange VoIP packeth®iAP. The coverage range of an AP is
limited, and wireless clients need to change the AP whenrtimye out of the coverage of the AP they are
currently associated with. The procedure of moving to a n@&xs*called handoff, and during the handoff,
the network connectivity is disrupted and voice commuiiceits broken. The handoff is divided into two
types, layer 2 handoff and layer 3 handoff. Layer 2 handadfse called MAC layer handoff and happens
when wireless clients move between two APs within the sarbaetu If the subnet changes due to layer
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Figure 1.2: Problem domain of the VoIP traffic in IEEE 802.11 MNs

2 handoffs, a layer 3 handoff also needs to be performed. WHeesubnet changes, the old IP address
becomes invalid, and clients need to acquire new IP addrés#ee new subnet. Thus, the layer 3 handoff
is also called IP layer handoff. Acquiring an IP address Ive® interaction between the Dynamic Host
Configuration Protocol (DHCP) [12] server and clients, wiigcakes the handoff time longer than that in
layer 2 handoff. Additionally, when IP addresses changsgeakions in the clients need to be updated with
the new IP address, unless Mobile IP is used. The sessioeupel@ds to be handled by each application,
and it is called application layer handoff. However, | intduthe session update in the layer 3 handoff
because the IP address change is meaningless without siersepdate. For these reasons, even though
layer 3 handoff does not happen frequently, it takes a lomg tr is not supported in some operating
systems and devices, and thus it is critical for real timgises.

The second problem, the capacity issue, is caused by themsegport a large number of concur-
rent voice conversations in public spaces such as airpiats stations, and stadiums, and by the constraint
that a limited number of channels and APs can be installedcier@in space due to the limited number
of non-overlapping channels in 802.11 WLANs. The capacitpMalP traffic in WLANSs is much lower
than that in Ethernet. The first reason is that the bandwiflloAN is lower than that of Ethernet. Even
though WLANSs support up to 54 Mb/s with the introduction of 801 [24], it is still much lower than that
of a typical fixed line. IEEE 802.11n [27] supports 100 Mb/sgdVulti-Input-Multi-Output (MIMO), but
it would be difficult to achieve such a speed in a crowded eityere all channels are fully occupied with
other APs and clients, because it needs to use multiple etesimultaneously. Another reason for the
low capacity is that the total throughput of VolIP traffic is feelow the nominal bit rate due to the overhead
of VoIP packet transmission in WLANS. If we look at a VoIP packeWLANSs, the voice payload takes



only 18%? and the remaining 82% of a \oIP packet is the overhead torrdrBe packet. Considering
that more than half of the overhead is caused in the MAC layemeed to improve the voice capacity by
eliminating the overhead at the MAC layer (Section 6).

The final problem is call admission control. When the numbefiafs in a Basic Service Set
(BSS) exceeds the capacity of the channel, the overall Qa8l dibws drastically deteriorates. Thus,
when the number of current calls reaches the capacity,duralls need to be blocked or forwarded to
another channel or AP using call admission control. The asliom control in WLANS totally differs from
that in wired networks because the bottleneck is not theera#tpacity, but the wireless channel capacity
between the AP and clients in WLANSs. Therefore, the biggealiehge for the call admission control in
WLANS is to identify the impact of new VoIP flows on the chanriels very difficult to predict it because
the channel capacity changes according to various facoes, as the data rate of clients, RF interference,
and retransmission rate. If the instant channel capacilyésestimated, too many voice calls are admitted
and the QoS of existing calls is deteriorated, and if it isaredtimated, bandwidth is wasted and the
overall voice capacity decreases. Therefore, the ultimase for call admission control in WLANS is to
protect the QoS of existing voice calls, minimizing the veaisbandwidth.

1.2 Original contributions

In this section, | explain my contributions that | have awbi through my study on the QoS of VoIP
traffic in WLANS. First, | have achieved a seamless layer 2 béinging Selective Scanning and Caching
(Section 2). Usually, layer 2 handoff takes up to 500 ms beeé#itakes a long time to scan all channels
to find new APs. | have reduced the scanning time to 100 ms US@hgctive Scanning, where clients
scan the channels on which new APs are likely installed. Heumiore, | reduced the handoff time to a
few milliseconds using Caching, where clients store th@msed AP information in a cache, and they can
perform handoffs without scanning using the cached inféiona Many solutions have been proposed in
the past, but most of them require changing APs or infragtrac or they need to change the standard,
which requires a modification of the firmware, and thus theyraot practically deployable. However, my
solutions requires only changes on the client side, spatiifivireless card drivers of clients.

Second, | have improved the total layer 3 handoff includiegsfon update to 40 ms, and 200 ms
in the worst case. Generally, layer 3 handoff takes up to askwwnds because there is no standard way
to detect the subnet change, and also because it takes upetmidsto acquire a new IP address in the
new subnet. | have introduced a fast subnet change detengtmod, which takes only one packet round
trip time (20 ms in experiments). Also, in order to avoid tledwork disruption due to the long IP address
acquisition time, which is one second using the standard BH@roposed a TEMPP approach, which
reduces the network disruption to only 130 ms. Mobile IP [69] has been proposed and a lot of research
have been done to improve the performance for the last ters,ybat still it is not deployed in many
places yet for practical reasons. As in the seamless layan@dif algorithm, the proposed layer 3 handoff
algorithm requires only a change in the client. Also, | haaguced the new IP address assignment time
of DHCP server, by using Passive Duplicate Address Dete¢iBAD). When the DHCP server assign a
new IP address to a client, it checks if the IP address is ugedher clients or not, by sending an ICMP
echo, and it waits the response for up to a second. In pDADDHEP server monitors all the usage of
IP addresses in the subnet in real time, so that it can aseigrifaddresses to clients promptly without
additional duplicate address detection. pDAD can alsootletgauthorized use of IP addresses in real time

lwhen using 64 kb/s voice traffic with 20 ms packetization ivaein DCF
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and helps identifying malicious users.

Third, | have measured the VoIP capacity in 802.11 WLANS vigesinents and compare it with
the capacity measured via simulations and theoreticaaisall also have identified the factors that have
been commonly overlooked but affect the capacity, in expenits and simulations. | also experimentally
measured the VoIP capacity using 802.11e and identified heM802.11e can protect the QoS for VoIP
traffic against background traffic. This study can be appitednalyze any 802.11 experimental results,
not only for VoIP capacity measurement.

Fourth, | have improved the VoIP capacity using two variatid media protocols, Dynamic Point
Coordination Function (DPCF) and Adaptive Priority Coh{&PC) in the Distributed Coordination Func-
tion (DCF), by 25% to 30%. DPCF minimizes the bandwidth waidte unnecessary polling, which is a
big overhead of PCF protocol, by managing the dynamic mplist, which contains active (talking) nodes
only. APC balances the uplink and downlink delay by disttiitigi channel resources between uplink and
downlink, dynamically adapting to change of the number dPv&ources and the traffic volumes of uplink
and downlink.

Fifth, the QoS of existing calls can be protected more efiittye maximizing the utilization of
channels, using a novel call admission control, QP-CAT. &kisting call admission control methods
cannot adapt to the change of channel status, and they gestveesome amount of bandwidth for such
cases such that the bandwidth is usually wasted. QP-CATthea&pieue size of the AP as the metric, and
it predicts the increase in the queue size caused by new AR fhccurately, by monitoring the current
channelin real time. Also, it can predict the impact of nellsaghen the background traffic exist together
with VoIP traffic under 802.11e.
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1.3 Background

1.3.1 Architecture of IEEE 802.11 WLANSs

IEEE 802.11 WLAN is defined as local wireless communicatidngisnlicensed channels in the 2.4 GHz
and 5 GHz bands. The 802.11 architecture is comprised ofaes@mponents and services [23].

Wireless LAN station: The station (STA) is the most basic component of the wisstestwork.

A station is any device that contains the functionality of 802.11 protocol: medium access control
(MAC), physical layer (PHY), and a connection to the wirslesedia. Typically, the 802.11 functions

are implemented in the hardware and software of a netwosdtfatte card (NIC). A station could be a

laptop PC, handheld device, or an Access Point (AP). Aligtatsupport the 802.11 station services of
authentication, de-authentication, privacy, and dataeisl

Basic Service Set (BSS)The Basic Service Set (BSS) is the basic building block 08@2.11
wireless LAN. The BSS consists of a group of any number ofcstat

Distribution System (DS} Multiple BSS can form an extended network component, aed th
distribution system (DS) is used to interconnect the BS®ne@ally Ethernet is used as DS.

Extended Service Set (ESSUsing multiple BSS and DS, any size of wireless networkshmn
created, and such type of network is called Extended SeBataetwork. Each ESS is recognized using
an ESS identification (ESSID), and it is different from subéowever, in many cases, an ESS comprises
a subnet.

1.3.2 The IEEE 802.11 MAC protocol

This section gives an overview of the IEEE 802.11 MAC prots@nd the IEEE 802.11e enhancements.
The IEEE 802.11 standard provides two different channetscmechanisms, DCF and PCF.

1.3.3 Distributed Coordination Function (DCF)

DCF (Distributed Coordination Function ) is based on theri@éaSense Multiple Access with Collision
Avoidance (CSMA/CA) channel access mechanism. DCF suppwd different transmission schemes.
The default scheme is a two-way handshaking mechanism vihergestination transmits a positive ac-
knowledgment (ACK) upon successful reception of a packehfthe sending STA. This ACK is needed
because the STA cannot determine if the transmission wassitil just by listening to its own transmis-
sion. The second scheme is a four-way handshake mechaniera thie sender, before sending any packet
reserves the medium by sending a Request To Send (RTS) frashvegdts for a Clear To Send (CTS) from
the AP in response to the RTS. Only upon receiving the CT3${hélSTA start its transmission.
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In both schemes, in order to avoid collisions, a backoff e&m is used by each STA (Fig. 1.4).
The STA senses the medium for a constant time interval, te&ibuted Interframe Space (DIFS). If the
medium is idle for a duration of time equal to DIFS, the STAmases its own backoff timer. The STA
whose backoff timer arrives to zero first transmits. DIFSdediwhen the frame to be transmitted is a
data frame. If the frame to be transmitted is an ACK or a fragined a previous packet, then the Short
Interframe Space (SIFS) is used instead. While the DCF isuhddmental access method used in IEEE
802.11 networks, it does not support Quality of Service (Qotking this scheme inappropriate for VolP
applications with their stringent delay constraints.

1.3.4 Point Coordination Function (PCF)

PCF (Point Coordination Function) is based on a polling rme@m as shown in Fig. 1.5. Each STA is
included in a polling list. The Point Coordinator (PC), whis generally the AP, sends a CF-Poll frame
to each pollable STA in the polling list. The STA responds bgding a Data frame if it has data to send
or a Null function if it has no data to send at that time.

Usually, in an infrastructure network, the AP acts as the Wen a PC is operating, the two
access methods alternate, with a Contention Free Peridél)(©Rowed by a Contention Period (CP). The
PCF is used for frame transfers during a CFP, while the DCEésl fior frame transfers during a CP. The
PC needs to sense the medium idle for an amount of time eqalitd Interframe Space (PIFS) before
gaining access to the medium at the start of the CFP, whel®&<$FS<DIFS.

Piggybacking is commonly used. If the PC has some data totsemgarticular pollable STA, a
Data + CF-Poll frame will be sent to this STA and the STA wibpend with a Data + CF-Ack frame if it
has data to send or with CF-Ack (no data) if it does not havedatg to send at that time.

1.3.5 IEEE 802.11e MAC enhancements

To support applications with Quality of Service (QoS) reqments on IEEE 802.11 networks, the IEEE
802.11e standard has been standardized in 2005 [26].ddmtes the concept of the Hybrid Coordination
Function (HCF) for the MAC mechanism. HCF is backward confgatvith DCF and PCF, and it provides
QoS STAs with prioritized and parameterized QoS accessetavtteless medium. The HCF uses both a
contention-based channel access method, called the Eh&nstributed Channel Access (EDCA) and a
contention-free channel access method, called HCF CtedrGhannel Access (HCCA). With the EDCA,
QoS is supported by using four access categories (ACs) ggactorresponding to an individual prioritized
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Table 1.1: Parameters of IEEE 802.11e
AC minimum CW maximum CW AIFSN | TXOP (us)
AC_BK | aCWmin aCWmax 7 0
AC_BE | aCWmin aCWmaz 3 0
ACVI | (aCWmin+1)/2 -1 | aCWmax 2 6016
ACVO | (aCWmin+1)/4—1 | (aCWmax +1)/2 -1 2 3264

output queue in the STA. A traffic class which requires lowansmission delay can use an AC with higher
priority in its contention for the channel. With the HCCA, ybnid coordinator (HC) allocates transmission
opportunities (TXOPSs) to wireless STAs by polling, to alloantention-free transfers of data, based on
QoS policies. An HC can generate an alternation of conte+ftiee and contention period (Fig. 1.6).
While EDCA is implemented in many commercial wireless caraduding the Atheros chipset,
the possibility that HCCA will be implemented in commeradteless cards appears low, as in the case
of PCF. Thus, only EDCA is considered in this thesis. EDCA fas access categories (0 to 3) to
differentiate traffic. ACO (ACBK) is for background traffic, AC1 (AGE) is for best effort, AC2 (ACVI)
is for video, and AC3 (ACVO) is for voice traffic. Assignment of access category tohetaffic is
implementation dependent, but generally DSCP (Diffeedat Services Codepoint) field [54] in the IP
header is used. Traffic is prioritized by different contentivindow (CW) size, arbitrary interframe spacing
(AIFS), and transmission opportunity (TXOP). AIFS is datared by the arbitrary interframe spacing
number (AIFSN) as follows: AIFS = AIFSX aSlotTime + aSIFSTime, where AIFSN is defined in the
802.11e standard (Table 1.1), and aSlotTime and aSIFSTimeedined in the 802.11a/b/g standards.
TXOP is a duration when wireless nodes can transmit framésowi backoff; when a wireless node
acquires a chance to transmit a frame successfully, it easinit next frames after only SIFS during the
period of TXOP. The parameters for each access categongta@ in Table 1.1aC'Wmin andaCW mazx
values are clearly defined in the standard, but generallyn@811823 are used, respectively.

1.3.6 |IEEE 802.11 standards

Since the first IEEE 802.11 standard was introduced in 1999yr802.11 standards have been released to
improve the performance of IEEE 802.11 WLANSs. Below, somedntgnt standards are explained briefly.

e 802.11a/b/g: Amendment of IEEE 802.11 standard to suppgit$peed networking. 802.11a uses



the 5.4 GHz band and 11 to 13 non-overlapping channels, stippalata rate of up to 54 Mb/s.
802.11b uses 2.4 GHz band and 3 non-overlapping channetsgphiahannels, supporting 11 Mb/s.
Even though 802.11a was standardized first, 802.11b was ecrratized earlier than 802.11a due
to technical difficulties. After 802.11a was out in the markewvas not deployed widely because of
802.11g products, which also support 54 Mb/s and are cobipatith the widely deployed 802.11b,
using the same 2.4 GHz band.

802.11e: It was standardized in 2005 to supports QoS fortireal traffic. In addition to EDCA
and HCCA explained in Section 1.3.5, it also supports Blo€Awhere a block of frames are
acknowledged with a BlockACK frame, and packet aggregatiamprove the channel utilization.
Most of the recent wireless cards support the features.

802.11f: It allows communication between APs though Intecéss Point Protocol (IAPP). IAPP
was a trial-use recommendation and proposed to transfenghiecontext or user authentication
information, but it was withdrawn in 2006.

802.11i: It was proposed in 2004 to support security in WLANSe previous weak Wired Equiva-
lent Privacy (WEP) was known to be weak and WiFi Protected 8&£¢#/PA) was proposed in WiFi
Alliance and it was extended to WPA2 or Robust Security NekwB'SN) in 802.11.i.

802.11n draft: It supports a higher throughput using Muiput Multi-Output (MIMO). Current
products using the Draft-N support 100 Mb/s and expectedippart the higher data rate when it
will be standardized in 2008.

802.11r draft: It was proposed to support fast roaming betw&Ps with security enabled using the
802.11i standard, and it is expected to be standardizedd@.20

802.11k draft: Radio resource measurement enhancemervoi® overload of an AP, which oc-
curs when signal strength only is used for handoff decis3®2,.11k will provide a better resource
measurement method for better utilization of resourcesAfA can ask clients to report the status of
physical or MAC layer, and the clients can ask it to the AP also



Part |

QoS for User Mobility

10



11

Chapter 2

Reducing MAC Layer Handoff Delay
by Selective Scanning and Caching

When a wireless client moves out of the range of the currenitAigeds to find a new AP and associate
with it. This process is callethyer 2 handoffor MAC layer handoff As this chapter will show, the MAC
layer handoff takes too long for seamless VolP communinati@nd therefore, | propose a novel and
practical handoff algorithm that reduces the layer 2 haidténcy.

2.1 Standard layer 2 handoff

First, we investigate the standard layer 2 handoff and ifyethte problem.

2.1.1 Layer 2 handoff procedure

When a client is moving away from the AP it is currently asstadawith, the signal strength and the
signal-to-noise ratio (SNR) of the signal from the AP deseeaGenerally, when they decrease below a
threshold value, a handoff is triggered, even though othetrimlike the retry rate of data packets can
be used. The handoff process can be divided into three llogfigps: probing (scanning), authentication,
association [51].

Probing can be accomplished either in passive or active mode. Invgassan mode, the client
listens to the wireless medium for beacon frames, whichigeoa combination of timing and control
information to clients. Using the information and the siggteength of beacon frames, the client selects an
AP to join. During passive scanning, clients need to stayammehannel at least for one beacon interval to
listen to beacons from all APs on the channel, and thus isthkeg time to scan all channels; for example,
when the beacon interval is 100 ms, it takes 1.1 s to scan atidtinels in 802.11b, using passive scanning.

Active scanning involves transmission of probe requestésby the client in the wireless medium
and processing of the received probe responses from the RiRsactive scanning proceeds as follows
[23]:

1. Clients broadcast a probe request to a channel.

2. Start a probe timer.
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Figure 2.1: Layer 2 handoff process in IEEE 802.11

3. Listen for probe responses.
4. If no response has been receivechipChannelTimescan the next channel.

5. If one or more responses are receivedrigChannelTimecontinue accepting probe responses until
maxChannelTimé

6. Move to the next channel and repeat the above steps.

After all channels have been scanned, all information veckfrom the probe responses is pro-
cessed so that the client can select which AP to join next.

While passive scanning has the advantage that clients campeaxer because they do not transmit
any frames, active scanning is used in the most wireless teachuse the passive scanning takes too long.

Authentication is a process by which the AP either accepts or rejects thditgef the client.
The client begins the process by sending the authenticagprest frame, informing the AP of its identity;
the AP responds with an authentication response, indgcaticeptance or rejection.

Association After successful authentication, the client sends a oedetion request to the new
AP, which will then send a reassociation response to clanttaining an acceptance or rejection notice.

Fig. 2.1 shows the sequence of messages expected duringrttiefh

2.1.2 Layer 2 handoff time

According to many papers like [51] [31] [52] [37] [84] [71] dralso the experiments in this study, the
scanning delay dominates the handoff delay, constitutingerthan 90%. As Fig. 2.2 shows, the handoff
time takes from 200 ms to 500 ms. The fluctuation comes fronmtimeber of APs that responded to the
probe requests in each experiment because the client needasttfor longer time haxChannelTinje
when any AP is detected on each channel. That is, the totdbffsiime can be represented as

IminChannelTimandmaxChannelTimealues are device dependent.
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Total handoff time =maxChannelTimex number of channels on which APs respondeahin-
ChannelTimex number of unoccupied channels scanredhannel switching timex< total number of
channels scanned

, and the number of APs responded varies according to chatatek at the time of scanning,
even in the same spot.

Also, we can see that scanning time takes most of the haniduff tand therefore, the key to
reduce the layer 2 handoff delay is to reduce the scanniraydel

2.2 Fast layer 2 handoff algorithm

In order to reduce the probe delay, | propose a new handadfigthgn, Selective Scanning and Caching.
Selective Scanning improves the handoff time by minimizimg number of channels to be scanned, and
Caching reduces the handoff time significantly by elimimgtscanning altogether when possible.
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2.2.1 Selective Scanning

The basic idea of Selective Scanning is to reduce the nunflobaonels to scan by learning from previous
scanning. For example, if APs were found on channel 1, 6, &rahdl the client is associated with an AP
on channel 11, then in the next handoff the probability trat ®Ps will be found on channel 1 and 6
is very high, and it is not very likely that another AP will beuind on channel 11 again because of the
co-channel interference. Thus, the client should scanr@iahand 6 first. Also, as shown in Fig. 2.3,
among the 11 channels used in IEEE 802.11b standard, omlg,thhannel 1, 6, and 11, do not overlap.
Therefore, most of the APs are configured with these charnoedsoid co-channel interference. The
Selective Scanning algorithm is based on this idea.

In Selective Scanning, when a client scans the channel fer ARhannel mask is built. During
the next handoff, this channel mask will be used in scanningloing so, only a well-selected subset of
channels will be scanned, reducing the probe delay. TheBaé&canning algorithm is described below.

1. When the wireless card interface driver is first loadedgifgrms a full scan, i.e., it sends out a
Probe Request on all the channels and listens to respoigeaPs. Otherwise, scan the channels
whose bits in the channel mask are set, and reset all thenlilie ichannel mask.

2. The new channel mask is created by turning on the bits fahalchannels in which a Probe Re-
sponse was heard as a result of step 1. In addition, bits omredl 1, 6, and 11 are also set, as these
channels are more likely to be used by APs in 802.11b/g n&twor

3. Select the best AP, for example, the one with the strorgigstl strength from the scanned APs,
and connect to that AP.

4. The channel the client connects to is removed from theraanask by clearing the corresponding
bit, as the possibility that adjacent APs are on the samenghas the current AP is small. Thus,
the final formula for computing the new channel mask is 'seghchannels (from step 2) non-
overlapping channels (1, 6, and 11 in 802.11kghe current channel'.

5. If no APs are discovered with the current channel mask;lia@nel mask is inverted and a new scan
is done.

Fig. 2.4 shows the flowchart for the Selective Scanning dlgor

2.2.2 Caching

By using Selective Scanning, clients need to typically smaly two channels (in 802.11b/g) to find a new
AP, but the scan time can be reduced further by storing thensthAP information in a AP cache at the
client. The AP cache consists of a table withentries, each of which contains tlheMAC addresses of
scanned APs, the MAC address of the current AP as the keyharehinnel used by the APs. This listis
automatically created or updated during handoffs.

Table 2.1 shows the cache structure. The length of an eh)rarfd the number of entriesV)
depend on the implementation and environment. Generallgrger L increases the hit ratio but may
increase the handoff time, and a largéhelps when clients are highly mobile. In the experimentsis t
study, the cache has a width of twb & 2), meaning that it can store up to two adjacent APs in the list.

The caching algorithm is described in detail below.
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Key AP 1 AP 2 (AP L)
2 | MACL1 (Ch1) | MAC2 (Ch2) | MAC3 (Ch3)

Table 2.1: Cache structure

1. When a client associates with an AP it has not seen befard\Rhis entered in the cache as a key.
At this point, the list of AP entries, corresponding to théykis empty.

2. When a handoff is needed, the client first searches theesmtricache corresponding to the current
key.

3. If no entry is found (cache miss), the client performs asgsing the Selective Scanning algorithm
described in Section 2.2.1. The béstesults ordered based on signal strength or some othercmetri
are then entered in the cache with the old AP as the key.

4. If an entry is found (cache hit), the client tries to asatiwith the first AP in the entry. If this
succeeds, the handoff procedure is complete.

5. When the client fails to connect to the first AP in the cache next AP is tried. If the associations
with all the APs in the cache entry fail, Selective Scannitagts.

From the above algorithm, we can see that scanning is rehoily if a cache miss occurs; every
time we have a cache hit, no scanning is required.

Usually, using cache, it takes less than 5ms to associaketidtnew AP. But, when the client
fails to associate with the new AP, the wireless card waitaftonger time, up to 15 ms To reduce this
time-to-failure, a timer is used. The timer expires afters; and the client will then try to associate with
the next entry in cache. Thus, in the worst case, it takes upstd ms to start Selective Scanning in the
worst case.

Other algorithms to improve the cache hit ratio can be adddvever, the improvement would
be minor because a cache miss does not significantly affedhdhdoff latency. As mentioned above,
when the client fails to associate with an AP in the cachetithe-to-failure is only 6 ms, and thus if the
client fails to associate with the first AP in the cache anaeaisses with the second AP, the additional
handoff delay is only 6 ms. When it fails to associate with b&fts in the cache, the total handoff delay is
12 ms plus Selective Scanning time, all of this still resgtin a significant improvement compared to the
original handoff time.

2.3 Implementation

Usually the handoff procedure is handled by the firmware éwireless card, which we cannot modify.
Thus, using the HostAP driver [46], the whole handoff precasas emulated in the driver to implement
the new handoff algorithm.

The HostAP driver is a Linux driver for wireless LAN cards bdson Intersil’s Prism2/2.5/3
802.11 chipset [46]. Wireless cards using these chipselsda the Linksys WPC11 PCMCIA card, the
Linksys WMP11 PCI card, the ZoomAir 4105 PCMCIA card, and thé&iik DWL-650 PCMCIA card.

2Actual values measured using Prism2/2.5/3 chipset cardseNaues may vary from chipset to chipset.
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The driver supports a so-called Host AP mode, i.e., it takes of IEEE 802.11 management functions in
the host computer and acts as an access point. This doegqnotrany special firmware for the wireless
LAN card. In addition to this, it supports normal station cgt@ns as a client in BSS and possible also in
IBSS?

The HostAP driver supports commands for scanning APs aratiadgg with a specific AP. It is
also possible to disable the firmware handoff by switchingdadf mode to the manual mode where the
HostAP driver can trigger handoffs. By using the manual loffinchode, it was possible to activate the
handoff using the fast handoff algorithm in the driver.

2.4 Experiments

In the experiments, the total handoff time and the delay aakgt loss caused by the handoff were
measured, using the normal handoff algorithm and the SeteStanning and Caching algorithm. This
section describes the hardware and software for the measats, the environment, and the experimental
results.

2.4.1 Experimental setup

For the measurements, three laptops and one desktop wekeTlmelaptops were a 1.2 GHz Intel Celeron
with 256 MB of RAM running Red Hat Linux 8.0, a P-1ll with 256 MBf RAM running Red Hat 7.3,
and another P-1ll with 256 MB RAM running Red Hat Linux 8.0.nksys WPC11 version 3.0 PCMCIA
wireless NICs were used in all three laptops. The desktopanasMD Athlon XP 1700+ with 512 MB
RAM running Windows XP. The 0.0.4 version of the HostAP driwas used for all three wireless cards,
with one of them modified to implement the algorithms, anddtieer two cards were used for sniffing.
Kismet 3.0.1 [36] was used for capturing the 802.11 managémed data frames, and Ethereal 0.9.16
[14] was used to view the dump generated by Kismet and an#hgzeesult.

2.4.2 Experimental environment

The experiments were conducted in the 802.11b wirelessamaient in the CEPSR building at Columbia
University, on the 7th and the 8th floor, from Oct to Dec in 2008ith only two laptops running the
sniffer (Kismet), many initial runs were first conducted t@lore the wireless environment, specifically
the channels of the APs and the places where handoffs wggetdd.

The measurements for packet loss and delay were taken imthe space, but after some rogue
APs were removed, from Jan to Feb in 2004. This change in thieoement caused a reduction of the
original handoff time and consequentially a drastic reiduncof the packet loss. This will be shown in
Section 2.4.4.

2.4.3 Measurement

One sniffer was set to always sniff on channel 1 (as the figb@®Request is always sent out on channel 1
in normal active scanning), and the other sniffer on therothannel the client was expected to associate
to. For the measurement, the system clock of the three lapi@s synchronized using the Network

3|BSS, also known as ad-hoc network, comprises of a set obagativhich can communicate directly with each other, via the
wireless medium, in a peer-to-peer fashion.
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Experiment 1 2 3 4 5 6 7 8 9| 10| avg
Original handoff | 457 | 236 | 434 | 317 | 566 | 321 | 241 | 364 | 216 | 274 | 343
Selective Scanning 140 | 101 | 141 | 141 | 141 | 139 | 143 | 94 | 142 | 101 | 129
Caching 2 2 4 3 4 2 2 2 2 2 3

Table 2.2: Handoff delay (ms) in the experiments
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Figure 2.6: Layer 2 handoff time in 802.11b

Time Protocol (NTP). Also, to avoid multi-path delays, thigeless cards were kept as close as physically
possible during the measurements.

For measuring the packet loss, in addition to the three paptihe desktop was used as a sender
and receiver. A UDP packet generator was used to send andeatsa packets. Each UDP packet
contained a packet sequence number in the data field to necthsupacket loss.

2.4.4 Experimental results

Handoff time

Table 2.2 shows the experimental results, and Fig. 2.6 shiogvsiverage. As can be seen, Selective
Scanning improved the handoff time considerably, with aerage reduction of 40%. But, even this
reduced time is not good enough for seamless VolP commumncatowever, using the cache, the handoff
latency time drops to a few ms, which achieves seamless \@hwnication. This huge reduction was
possible because scanning, which took more than 90% of thkehtandoff time, was eliminated by using
Caching.

Also, we can notice that the handoff time using the origirahdoff algorithm fluctuates from
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w/o transmission (receiver) with transmission (sender)
Original Handoff 182.5 201.5
Selective Scanning 102.1 141.1
Cache 4.5 3.9

Table 2.3: Handoff time in the environment without rogue ARSs)

Experiment 1 2 3 4 5 6 7 8 9| 10| avg
Original Handoff | 281 | 229 | 230 | 210 | 209 | 227 | 185 | 174 | 189 | 168 | 210
Selective Scanning 185 | 132 | 147 | 131 | 204 | 182 | 164 | 133 | 151 | 184 | 161
Cache 0 0 0 0 0 0 0 0 0 0 0

Table 2.4: Packet delay (ms) during handoff in mobile sender

240 ms to 560 ms while that using Selective Scanning is velgtistable, varying only between 100 ms
and 140 ms. This is because clients found rogue APs, which e@rfigured with overlapping channels,
by scanning all channels using the original handoff alamitwhen a client finds any AP on a channel, it
needs to wait for longer time as explained in Section 2.1tusT the handoff time depends on the number
of rogue APs scanned.

Handoff time with packet transmission

To measure the packet loss and delay caused from handoff8, gdbkets with 160 B packet size were
transmitted during handoffs, simulating G.711 64 kb/s Voldfic. The environment was also slightly
changed as mentioned in Section 2.4.2. The rogue APs hana&®eved, which decreased the scanning
time significantly. As Table 2.3 shows, the handoff time fwilt packet transmission) using original
handoff significantly decreased to 182 ms. It is becauselibiet evas able to scan other channels quickly
by waiting for onlyminChannelTiméecause of the removal of rogue APs on overlapping chanmbks
rogue APs exist, they send the probe response frames todbe pequest frames, and the client needs
to wait longer in the channel, as explained in Section 2.Wding the Selective Scanning algorithm, the
change of handoff time is not significant, because clientsalgcan the channels of rouge APs, using the
channel mask. The slight decrease was because any AP(sponeattl, 6, or 11 were removed. Thus,
we can notice that the behavior of the Selective Scannirgyitign is not dependent on the environment,
while the original handoff performance is very much affeldyg it.

Table 2.3 also shows the handoff time using original andcsigk2Scanning algorithm with packet
transmission is larger than that without packet transmissivhich means that transmitting data packets
during a handoff increases the handoff time. This is becdatsepackets are transmittédring the handoff
process, in particular between the last probe responséharailithentication request.

Packet delay

The packet transmissions are delayed during handoff be¢hasnanagement frames have higher priority
than data frames. Table 2.4 shows the average delay of gesdet during handoffs in each experiment.
Even though some packets can be transmitted during the fiande can see that the packet delay at the
sender is almost as large as the handoff time.
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Experiment 1] 2| 3| 4| 5 6 7| 8| 9|10/ avg
Original Handoff | 36 | 55| 32| 79| 37| 122 | 134 | 32| 69 | 36 | 63
Selective Scanning 88 | 24 | 26 | 19| 31| 28| 46| 26| 64 | 18 | 37
Cache 16 | 15| 14| 14| 16| 15| 23| 21|15| 14| 16

Table 2.5: The number of packets lost during handoff in neotgteiver

Experiment 1 2 3 4 5 6 7 8 9 [ 10 |
Bridging delay (ms)| 132 | 138 | 136 | 137 | 138 | 144 | 141 | 135 134 | 132 |

Table 2.6: Bridging delay

Packet loss

When the UDP sender performs handoffs, no packet loss ocadrggchandoff and all packets are trans-
mitted during and after handoffs with some additional deldgwever, when the UDP receiver performs
handoffs, packet loss can happen; if the AP sends the paskdtsthe receiver is performing scanning,
the packets are lost regardless of retransmissions. Tabk 2hows the packet loss in the experiments.
We can notice that too many packets are lost during the hnowisidering the handoff time and the
packetization interval. For example, using Selective 8iay) the handoff time at the receiver was about
100 ms, and theoretically 5 to 6 packets can be lost durinpaineloff, for a 20 ms packetization interval.
However, on average 37 packets are lost using Selectivencarrhe big difference is caused byidg-

ing delay which is the time needed for updating the MAC addressesadthernet switches [51]. If the
mobile client sends and receive packets simultaneoug\Ethernet switch will update the MAC address
using the packets sent from the mobile client, and the bngidielay would disappear.

Table 2.6 shows the bridging delay, which is about 146.mi$ was measured from the time
between the association response frame and the first dadtatfemm the new AP. Due to the bridging
delay, when handoff happens and the client associates toetlieAP, the switch continues to send the
packets to the old AP in the old channel until the switch isaipd, and the packets are lost in addition to
the packets sent during the handoff.

As can be seen in Fig. 2.7, when the receiver is performindgnémeloff, the packet loss drops to
about 60% and 40% using Selective Scanning and Cachingsatdggly. When using Caching, the effect
of the bridging delay is particularly prominent; even thbube handoff time is only a few milliseconds
using Caching, the packet loss is still considerable. Hawndte packet loss would significantly decrease
when clients transmit and receive packets at simultangoasimentioned earlier.

2.5 Related work

Prior to this effort, Arbaugh et. al. [51] measured the hdhtlme extensively using APs and wireless
cards from various vendors and showed the discovery phaaar{gg time) is the most time consum-
ing part of the handoff process, taking over 90% of the totaldoff delay, while (re)association time
contributes only a few milliseconds. They have also shova titie handoff time varies siginificantly de-
pending on the combination of models of wireless cards amds. However, they could not identify the
specific reason. Also, they did not consider the effect okpatransmission on the handoff time and vice
versa.

4Actual values may vary according to the environment.
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Figure 2.7: Packet loss at the mobile receiver and packay@elthe mobile sender

Kim et. al. [37] also proposed a selective scanning algoritivhere clients are notified of the
neighbor AP information including the channels from a setivat manages the neighbor graph of the APs,
and clients scan only the APs in the graph and also wait oy tiie APs in the graph respond on each
channel. However, their proposal relies on the use of neigbtaphs, and this approach requires changes
in the network infrastructure, use of IAPP [25], and a cdrgeaver. Also, a separate message exchange
protocol is required to retrieve the neighbor graph fromséever or APs.

This chapter focused on reducing scanning delay since saatakes most of the handoff time
when security is disabled. However, when security is emhinidnandoffs, authentication and association
take longer because clients and the AP need to exchangedhetgénformation. The following three
papers studied the handoff with security enabled and toeeduce the association and authentication
delay.

Arunesh et. al. in [52] focused on reducing the reassociadilay. The reassociation delay is
reduced by using a caching mechanism on the AP side. Thisngaotechanism is based on the IAPP
protocol [25], which is used for the APs to transfer clienhiext to other APs, in order to exchange the
client context information between neighboring APs. Thehesin the AP is built using the information
contained in an IAPP Move-Notify message or in the reastiociaequest sent to the AP by the client. By
exchanging the client context information with the old Ak hew AP does not require the client to send
its context information in order to reassociate, henceciuthe reassociation delay.

Sangheun et. al. in [57] and Park et. al. in [58] focused onlEiteE 802.1x authentication
process. This process is performed after the client haadlrassociated with a new AP. The IEEE 802.1x
authentication delay is reduced by using the Frequent HaReégion (FHR) selection algorithm. After a
client is associated with an AP, the FHR is computed usingesoamdoff pattern factors, and the security
context of the client is transmitted the APs in the region.

After the effort in this chapter, several new approacheg lieen proposed to improve the layer 2
handoff delay. Ramani et. al. [65] proposed SyncScan, wikitlased on passive scanning. The biggest
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problem of passive scanning was that clients need to stayaraanel at least for the beacon interval
to hear beacons from all APs on the channel, as mentionedapt€h2.1.1. In SyncScan, all the APs
synchronize transmissions of their beacons so that clemdear all beacons during the short amount of
time. Also, to avoid the packet delay due to scanning in 8)2alchannel is scanned every few hundred
milliseconds and data packets are transmitted in betwebns,Tit takes long time to scan all channels.
SyncScan allows clients to achieve seamless handoffsioynatiing scanning when handoffs are required,
but it requires changes in all APs, which | wanted to avoidscAlthe long total scanning time (5.5 s with
500 ms scanning interval in 802.11b) is a problem becaussdiened AP information might be too old
when handoffs are required.

Wu et. al. [89] proposes Proactive Scan, which reduces thedfaitime by decoupling the
scanning from the handoff procedure. Proactive Scan scaharmel every few hundreds milliseconds
during data communication before handoff is required. Bkengh it can reduce the handoff time, it takes
too long time to scan all channels and the scanned AP datd beuloo old when handoff is required, as
in the SyncScan approach. Thus, to reduce the scanningttimefilter the channels to scan according to
the priorities of channels, which is very similar with thdexive Scanning algorithm. Also, they consider
the asymmetry between uplink and downlink quality to imgréandoff decision; clients check the uplink
and downlink data rate for handoff decision, but it is notitiaal problem in handoff.

2.6 Conclusion

Layer 2 handoff occurs very frequently while wireless dgmove around, in particular, in buildings
because the coverage of an AP is very limited. The layer 2dfatiche takes up to 500 ms, and it reduces
the QoS of WoIP service. In this chapter, a fast handoff atlgor using Selective Scanning and Caching
was described.

| have implemented the algorithms using the HostAP drivet simowed via experiments that
the handoff delay decreases to about 130 ms by only usingdleetive Scanning algorithm and to 3 ms
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by using Caching. This reduction in handoff latency alsosiderably decreased packet loss and packet
delay. Also, the new handoff algorithm can be implementednogifying only the wireless card drivers
of clients, without changing the firmware or the APs, whilkastprevious approaches require changes in
the standard or infrastructure like APs.

Another important result of this study is that by using StdecScanning and Caching, the probing
process, the most power consuming phase in active scangirggjuced to the minimum. This makes it
possible to use the active scanning procedure also in tresseas such as PDAs where power consumption
is a critical issue.

Also, the algorithm can be used to reduce the handoff tim&ikH 802.11g networks because it
uses the same channels as 802.11b. In IEEE 802.11a, we cavéipe handoff delay significantly using
the Selective Scanning and Caching. Fig. 2.8 shows thenalipandoff time in IEEE 802.11a networks.
As can be seen, the discovery phase is still the most timeucoing phase of the handoff process, and the
total handoff time takes more than a second. It is because #ne more channels (more than 24 channels
depending on countries) are available in 802.11a, evergthoualy 12 channels are non-overlapping.
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Chapter 3

Reducing IP Layer Handoff Delay by
Fast Subnet Detection and Temporary
|IP address

3.1 Introduction

IP layer handoff or layer 3 (L3) handoff happens, when a wBglclient moves from a subnet to a different
subnet by layer 2 handoff. Two of the main problems encoedtara L3 handoff process are the detection
of subnet change and the long IP address acquisition timekiapP [12].

For the first problem, subnet change detection, router sideerent can be used, but it takes too
long time because different networks might use differetdrivals for transmitting router advertisements
and these intervals can be very long, up to several minutiss, &ve cannot use ESSID for subnet change
detection. Most large-scale 802.11 wireless networkshesedame SSID everywhere. SSIDs are assigned
according to administrative needs and not according togpeldgy of the wireless network, as explained
in Section 1.3.1. Thus, this chapter introduces a fast gutiseovery mechanism using a DHCP query.

The second problem is that the it takes up to several seconasquire a new IP address from
DHCP servers [2]. In particular, the largest component ef BHHCP assignment procedure is the time
between the DHCP DISCOVER message sent by the client and@PDOFFER message sent by the
DHCP server. This problem will be described in the next chapt detail. During this time, Duplicate
Address Detection (DAD) is performed to be sure that the eskithe DHCP server wants to offer is not
already used by some other clients.

In this chapter, | introduce a client side solution, the api®f a temporary IP address that can be
used by the client while waiting for the DHCP server to assignnew IP address. A server side solution
which improves the DAD procedure, called passive DAD (pDABI)I be introduced in the next chapter.

3.2 Layer 3 handoff algorithm

Fig. 3.1 shows the complete fast layer 3 handoff procedartisg with layer 2 handoff; each step will be
described in detail in this section.
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3.2.1 Fast subnet change detection

The fast subnet change detection relies on the observdiadreach subnet is served by different DHCP
servers or relay agents. Relay agents are used for the DH@E s& identify from which subnet a DHCP
packet is coming when more than one subnet is present in aref#2]. This allows the DHCP server to
assign a valid IP address to a client in its subnet. If the agtlias one subnet only, then there is no need
for relay agents, and DHCP packets will be handled by the DE&Rer directly.

After a layer 2 handoff is done, the client sends a DHCP REQUR&cket with the loopback
address to the DHCP server. The DHCP server responds with@GPDIMACK packet, which contains
the IP address of the relay agent, or the DHCP server itstikife is only one subnet under the DHCP
server of the subnet the client is currently connected tme@#ly, the DHCP server sends back the DHCP
NACK packet quickly because the requested IP address isatid{ and it takes only one round trip time
of a packet to detect the subnet change. Clients can detestiinet change by comparing the IP address
with the one in the previous subnet. If the client is in the sauabnet, no further action is needed as it
has performed a normal L2 handoff. However, if the clienhiaidifferent subnet, it has to initiate the L3
handoff process.

Also, in order to store the discovered subnet informatiba,dache mechanism, which was used
for seamless layer 2 handoff [71] and described in Chapterirdproved. The structure of the enhanced
cache is shown in Fig. 3.2, and now a subnet ID (SID) for eacls/fored in the cache. The IP address
of the DHCP server or relay agent is used as the subnet ID. tBeatient discovers a new subnet, it saves
this information in the cache so that the next time it consiemthe same AP, it will already know in which
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subnet it is, and no subnet discovery process is necessary.

Therefore, when a client performs a L2 handoff and connectsriew AP, it has to check if a
subnet change has occurred or not, by checking the L2 cakihdéak a valid value in the subnet ID field
for the new AP, the client compares this value with the subbbetalue of the previous AP, and if the
two fields have the same value, the subnet has not changedrwidh, the subnet has changed, and the
client has to initiate the L3 handoff process. In this case 13 handoff process does not include a subnet
discovery phase since the L2 cache already has the infemma®n the other hand, if it cannot find a
valid value in the subnet ID field of the new AP, it has to irtiighe subnet discovery procedure explained
above.

According to the subnet information in the cache, the foitmpthree scenarios are possible, and
the L3 handoff process changes according to the scenarios:

e Scenario 1: The client enters a new subnet for the first tinee ev

e Scenario 2: The client enters a new subnet it has visitedréeémd it has an expired IP address
lease for that subnet.

e Scenario 3: The client enters a new subnet it has visited®egémd it still has a valid IP address
lease for that subnet.

3.2.2 Discovering the temporary IP address

The basic idea is that clients scan a range of IP addressesdt@ fiemporary IP address that can be
used by the client while waiting for the DHCP server to assigmnew IP address. The temporary IP
address selection procedure follows some heuristics basedparticular behavior of the DHCP server
implementation; after the DHCP server has assigned allRreddresses of its pool at least once, it will
assign addresses to new clients based on an aging mechdrisnP address that has not been assigned
for the longest time will be assigned first. After some tinfes way the IP addresses are allocated by the
DHCP server is completely random, one with an exceptionftregny given client the DHCP server will
try first to assign the last address that the client usedeeaBiecause of this randomness in assigning IP
addresses, we can find a temporary IP address quickly byiscpamange of IP addresses in the subnet.
In order to verify the randomness via experiments, the asenamber of consecutive IP addresses in use
was measured in a wireless subnet. In the experiments, théeruof consecutive IP addresses used at
peak time has a 99th percentile value of 5. This means tha% &f the cases we will have at most 5
consecutive used IP addresses before finding an unusedteneparary IP address. However, the number
of IP addresses occupied consecutively is not importardalssmultiple IP addresses can be scanned in
parallel. Thus, even in the wireless network where IP addu&lzation is high, we can find an unused IP
address without incurring additional overhead.

To scan the unused IP addresses, the client sends an Addrsshifion Protocol (ARP) [62]
request packet to each candidate IP address. If any devisinig the IP address, it should send an ARP
response packet to the client. If the IP address is not usetk will be no answer for the request. Thus,
if the client does not receive any response after a certapuatof time, the IP address can be used as
a temporary IP address. ICMP ECHO also can be used for s@griminit is not used because recently
many firewall applications block incoming ICMP ECHO request

Here, the ARP response waiting time is very important. Inekgeriments, an ARP timeout value
of 130 ms was used. As will be explained in Section 3.4.2,\hige represents the 90th percentile of the
total waiting time in the worst case scenario. The ARP timealue must be chosen carefully because a
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Figure 3.3: Average IP usage in the Columbia University l@ge network

bigger value will increase the total handoff time, while aadler value will introduce a risk for assigning
a duplicate address.

Also, to identify the probability of choosing a duplicatedagelss as a temporary IP address, the IP
address usage rate was measured during weekdays in thessingtwork of Columbia University, which
is a representative large scale wireless network. Duriegotak time in the experiments, the IP address
usage rate was about 50% (Fig. 3.3). By choosing the 90treptie of the waiting time, the risk of
picking an IP address currently in use as a temporary IP add@neen at the peak time, is only about 5%.
Thus, the possibility of choosing a duplicate IP addresstemaorary IP address is practically is very low.

In order to find a suitable temporary IP address for the newetylwe select an IP address in
random offset from the router IP address, which is usuakylthvest one in the subnet. We then start
sending ARP requests in parallel to 10 IP addresses selecgedequence starting from the random IP
address selected before. This will secure us with a tempdPaaddress since the probability of finding
10 consecutive IP addresses in use is very low, accordirtetexperiments. In a busy wireless network,
where the IP address utilization is very high, the larger beinof IP addresses for search can be used,
which does not increase the network traffic much considehagthe small packet size of the ARP packets
and the very low probability that more than one client perfeia L3 handoff at any given time.

Another reason that we can find the temporary IP addresy éatfilat abandoned IP address also
can be used as the temporary IP address. In a wireless emériinwe can safely assume that the degree
of mobility of clients is high, and clients leave the subnefdoe leases of their IP addresses have expired.
This means that usually there will be many IP addresses wieases have not expired but that are not
used and cannot be assigned to new clients. Using the temgdBraddress scanning mechanism, these
IP addresses can be detected and used as a temporary IPsaddres

In the second scenario in Section 3.2.1, where clients amexw subnet they have visited before
but the IP address lease for that subnet has expired, thetargpP address is selected as described above.
The only difference is that instead of sending ARP requeattirsg from a completely random IP address,
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clients start from the IP address the clients had the lagt tivay were in this subnet. In general, the DHCP
server always tries to assign to a client the same IP addrassigned to the client last time. This makes
the IP address clients last used in that subnet the perfedidate for a temporary IP address, and perhaps
the DHCP server will assign that same IP address as well.

In the third scenario, where clients enter a new subnet theg hisited before with a valid IP
address lease for that subnet, there is no need for a tergg&address since clients still have a valid
lease for the new subnet. In this case, clients can starg tisenlP address with the valid lease right away
and send a DHCP REQUEST packet to the DHCP server in ordenéorthe lease.

3.2.3 Session updates

If there is any sessions, we need to update the sessiondy@pdocess is application dependent.

SIP session update

Once a client has a valid IP address to use, the client caateia application layer handoff. In our
experiments, Session Initiation Protocol (SIP) [68] wasduas the application layer protocol. SIP is a
text-based protocol for IP telephony, conferencing, asthint messaging. To initiate the call, an INVITE
request is sent to a callee, and the callee can accept theycsdinding a “200 OK” response. When the
caller receives the OK message, it sends an ACK message tafdigtees a VolP session. If the media
information such as IP addresses changes, they need ttal#iss the session by exchanging the above
three messages; this process is called re-INVITE.

Thus, after the acquisition of a temporary IP address, tlkatcheeds to send a re-INVITE to the
corresponding node (CN) informing the node of the chang®iaddress. When the node replies with an
OK, the data exchange can be resumed. Note that the datanggechan be resumed after receiving the
OK before receiving the ACK. The full sequence of signalsexwed is shown in Fig. 3.4.

Note that in scenarios one and two, only the correspondede iaware of the temporary IP
address, not the SIP home proxy server. SIP home proxy (mtraipn) server is generally used to store
and query the contact information of users, the IP addresgeafevices of users are currently using. Thus,
new sessions will not be accepted and/or initiated durimgstiort interval when the client is using the
temporary IP address.

IP address acquisition via DHCP

In scenarios one and two, the client has to request a new liesgitfom the DHCP server. This will not
cause any interruption because the client is using the teamptP address while waiting for the new IP
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Figure 3.5: Full SIP session update

address. Also, in scenario three, this step is not requieeduse the client already has an IP address with
a valid lease that it can use for the particular subnet it rdawto.

Final update

As a final step, a new session update is required via a re-INVffiessage exchange using the new IP
address. Also, the client needs to register the new IP asldriéls the SIP home proxy server so that new
sessions can be accepted. Thus, a REGISTER request is sbiet 8P home proxy with the new IP
address (Fig. 3.5).

Once the SIP session update has finished, we can then safedyeehe temporary IP address
and start using the new IP address assigned by the DHCP .s€naeswitching between the temporary IP
address and the new IP address is completely seamless.

The full handoff process for scenario one is shown in Fig., Béluding the subnet discovery
phase. Note that the sequence of messages exchanged inst@oand three is a subset of the messages
exchanged in scenario one. The gray area shows the netwankectivity disruption duration, and we can
see that the network is disrupted only from the line of the B&doff to the first SIP session update.

3.3 Implementation

To implement the fast L3 handoff algorithm, a DHCP client, ieeless card driver, and a SIP client were
modified. Linux (RedHat 9.0) was used as a platform becawsadhrce code of a DHCP client and a
wireless card driver are open. Dhcp-pl2 [28] was used as a ®E@nt, HostAP driver (hostap-0.0.4)
[46] as a wireless card driver, and tiieafrom SIPquest (currently FirstHand Technologies [74]) &R
client.

Fig. 3.7 shows the architecture of the fast layer 3 handgfié@mentation. The communications
among three components are newly implemented for the hhatigirithm. The wireless card driver
communicates with the DHCP client via sockets to inform tbmpletion of the layer 2 handoff and the
subnet ID of the new AP so that the DHCP client can start a layemdoff if necessary. The DHCP client
communicates with the SIP client through IPC (Inter-Preggsmmunication) using socket to initiate the
application layer handoff (SIP re-INVITE) after the acquiis of a temporary IP address and a new IP
address.
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3.4 Experiments

3.4.1 Test environment

Experiments were performed on the 7th floor of the CEPSR Bugjldt Columbia University from Feb to
Apr in 2005. Since the Columbia University wireless netwooksists of only one subnet (160.38.x.x), an
extra AP was set up to add the second subnet (128.59.x.x3hvrComputer Science network (Fig. 3.8).

SIPc [80], a SIP client developed at Columbia Universityswaed as a fixed client on a Pentium
IV 2.4GHz desktop running Windows XP. As a mobile client, adified version of the SIP client from
SIPquest was used in an IBM ThinkPad Pentium Il with RedHatRernel 2.4.20).

3.4.2 Parameter calculation

Clients send ARP request packets to the subnet to find a tampidt address, and the waiting time for
the ARP responses is critical for the handoff time, as meetioin Section 3.2.2. Thus, experiments to
measure an optimal waiting time value for ARP responses wa®nmed in the Columbia University
wireless network, which is large enough to represent a lsegke and busy wireless network environment.
In the experiments, ARP requests were sent to the IP addrésse 168.38.244.1 to 168.38.246.255,
and the response times were measured. In order to check tisé ease scenario, the experiments were
performed during the time of maximum network congestiorvjieen 3:00pm and 4:00pm). According to
the experimental results, the 90th percentile value of tR® Aesponse time for detecting an IP address as
in use, was 130 ms, and the 99th percentile value was 260 ms.

3.4.3 Measurements

Theoretically, the L3 handoff time is the time from the L2 @sation response frame to acquisition of
the new IP address. However, in SIP, after getting an IP addthe mobile node needs to announce its
new IP address to the CN. The SIP session update is also tiadlexpplication layer handoff. However,
because voice communication will be disrupted until the @aies its session with the new IP address,
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Table 3.1: IP address acquisition time in normal DHCP andhéve approach
Normal DHCP | Using TemplP
Lease has expired 518 ms 138 ms
Lease has not expired 7.5ms 1ms

the L3 handoff time is defined as the time from the associatsponse frame to the SIP OK message in
the first SIP session update. When computing the L3 handod, tihe time to acquire a new IP address
using DHCP and the second SIP session update are not indhededse the network connectivity is not
disrupted during that time.

In order to measure the L3 handoff time, association respémasnes and the SIP OK response
need to be captured. To capture all the packets from and tmti@le node including the association
response frames, Kismet [36] was used as the wirelesssriffeapture all the SIP messages in the fixed
node, Ethereal [14] was used.

Also, in the experiments, the packet loss during the L3 h#indas measured. The packet loss
is defined as the number of packets sent from the CN betweeas#ueiation response frame and the SIP
OK message, according to the definition of L3 handoff givertiera All the nodes including the sniffer
were synchronized using NTP [50].

3.4.4 Experimental results

The L3 handoff time can be divided into four components: stilmetection time, IP acquisition time,
client processing time, and SIP signaling time requiredufodating SIP session. The definition of each
component is as follows:

Subnet detection time: The subnet detection time starts i association response frame was sent
from the AP and ends when the DHCP server sends the DHCP NA&Kefifor the DHCP RE-
QUEST from client.

IP address acquisition time: Time from sending the first ABguest to expiration of the ARP response
waiting timer.

SIP signaling time: From the INVITE message the client serthe “200 OK” message the client re-
ceived.

Client processing time: the time between IP address at¢igmisime and SIP signaling time.

The whole L3 handoff time was measured under the three sosrsecified in Section 3.2.1, the average
of each component was taken, and the total L3 handoff timeaohh escenario was computed using the
components.

IP address acquisition time

According to the DHCP specification [12], when the DHCP dlieeeds to get an IP address, the client
checks the lease file, which contains IP addresses, the& teae, and the subnet information. If the lease
file has the IP address information of the new subnet and #seles still valid, the client sends a DHCP
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Figure 3.9: L3 handoff time using new approach

REQUEST packet to renew the leased IP address. Otherwibe, liéase of the IP address has expired or
the file does not have any information about the subnet, dsarDHCP DISCOVER packet to get a new
IP address. Therefore, the IP address acquisition time veasuned in each case and compared.

Table 3.1 presents the average IP address acquisition ¢inteef standard DHCP procedure and
for the new approach, in each case. We can see that when HeeHaa expired or does not exist, it took
more than 500 ms to get a new IP address using the DHCP pracddarto duplicate address detection,
while it took only about 138 ms (it is because of 130 ms of AR§pamse waiting time, which can be
optimized depending on environments). Actually, the ssaddHCP client implementation from Internet
System Consortium (ISC) should use a one second waitingftinaa ICMP response, but the waiting time
changes randomly from 10 ms to 900 ms because of an archikfiaw in the implementation. Thus, the
IP address acquisition time using DHCP would be more tharcdrebwithout the implementation flaw.

Also, when the lease has not yet expired, it took 7 ms on aedragenew it in the standard DHCP
client, while it took 1 ms using the new approach. This is beeahe standard DHCP client binds to the
IP addressfter it receives a DHCP ACK from the DHCP server, while the cliesing the new approach
first binds to the leased IP address, and then it starts thregsdor renewing it.

Total layer 3 handoff time

Fig. 3.9 shows the total L3 handoff time using each companémnthe original approach, there is no
standard way to detect the subnet change, and thus, the tlient did not initiate L3 handoff, and
Windows XP did but took more than 1 min. However, for the corigmm, it is assumed in the original
approach that the fast subnet detection mechanism deddribgection 3.2.1 is used together with the
DHCP process to acquire a new IP address, and the L3 hanaheffstiill takes 550 ms due to the long IP
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Table 3.2: Packet loss during L3 handoff using the new ambroa
No lease| Expired lease Unexpired lease
Number of packets lost 13 12 3

address acquisition time. We can see that in the worst casageo 1), we can reduce the L3 handoff to
a third of the original approach, using the new approach.
Fig. 3.10 presents all the components of the L3 handoff tmtbe worst case (scenario 1).

Packet loss

Table 3.2 shows the packet loss during L3 handoff. We used&MNolP traffic with 20 ms packetization
interval for the experiment. We can see that the number dfgiadost is roughly proportional to the L3
handoff time, as expected.

3.5 Related work

A lot of work has been done on reducing the L3 handoff delayydwer, very little has been done on
reducing the DHCP acquisition time itself. Also, most ofrtheequire changes in the infrastructure or
introduce new components, which the new approach in thiystianted to avoid.
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Kim et. al. [39] try to reduce the L3 handoff delay by proaetivreserving the new IP address
for the new subnet while still in the old subnet. In particuthey acquire a new IP address and update the
SIP session with the new address before performing the Ladfarunfortunately, this approach requires
changes to the DHCP protocol and to the network infrastrecais well because the IP request message
needs to be sent from the old subnet to the new subnet.

The Dynamic Registration and Configuration Protocol (DRF] is a new protocol intended
to replace DHCP. DRCP reduces the use of broadcast messagémnsaction, and the message size for
limited wireless bandwidth. DRCP reduces the addressatimttime allowing handoff times in the order
of a few hundred milliseconds [39], still too large for reiahé applications. This new protocol would also
require upgrading the entire network in order to be supplorte

Akhtar et. al. [2] compare the L3 handoff delay of two diffetr@pproaches, namely, SIP/DHCP
and SIP/Cellular-IP. SIP is used for macro-mobility whilélOP and Cellular-IP are used for micro-
mobility. They show how the SIP/Cellular-IP approach idnoes a delay of about 0.5 seconds while the
SIP/DHCP approach introduces, in the worst case scenadlielagt of about 30 seconds. The authors also
show how most of the delay introduced in the second appraadoe to the DHCP procedure. In any
event, both approaches are unsuitable for real time apiolica

Vali et. al. [82] introduce Hierarchical Mobile SIP (HMSIR)r micro-mobility of clients. A new
component, called HMSIP agent, is installed as a local Sgistrar in every domain, and every mobile
node registers with a HMSIP agent. When the IP address chahgesds to update the session to HMSIP
agent. This approach ignores the break during IP addresssitann time, and the new component should
be installed in every visited network.

Dutta et. al. [13] propose three methods for reducing apptia layer handoff time. The first
one places an RTP translator in every visited network. Whdeatgets a new IP address, it registers the
new IP address with the SIP registrar of the visited netwibrda), the SIP registrar asks the RTP translator
to forward the traffic associated with the old IP address éortew IP address. Another approach uses
a Back-to-back User Agent (B2BUA). There are two B2BUAs ie thiddle of mobile host (MH) and
correspondent host (CH), and when the IP address of the MHgesa MH just needs to update session
to the B2BUA. The last approach uses a multicast IP addresgn\ltlient predicts a subnet change, it
informs the visited registrar or B2BUA of a temporary mudist address as its contact or media address.
Once the client arrives at the new subnet and gets a new IRss]dirupdates the registrar or B2BUA with
the new unicast IP address. However, in both the first two aasththe time to acquire the new IP address
is ignored.

3.6 Conclusion

In this chapter, a novel L3 handoff approach was introdudedhe approach, to detect subnet changes,
clients send a DHCP REQUEST packet containing an invaliditPess which will cause the DHCP server
to send a DHCP NACK packet. Clients then extract the relaytageDHCP server IP address from the
DHCP NACK frame and use it as a subnet ID to detect the subraigeh A temporary IP address is
selected by sending ARP requests to a range of IP addresfied sm unused IP address. The temporary
IP address will be used until a DHCP server assigns a new IRessltb the client. In such a scenario, the
L3 handoff takes about 190 ms, including the session upéaten though this does not make the handoff
seamless, it represents a big improvement consideringttbaturrent Linux kernel does not support L3
handoff and that such a delay is more than 1 minute in WindoRs\When a client has already visited
the new subnet once before and the lease for such subnetthget eapired, the client can update its SIP
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session with the IP address first and renew the lease latéevawy a seamless handoff with the delay of
about 30 ms.

One of the goals of this study was to not change any infrastrec All the changes required by
the new approach are introduced on the client side. Only imoloides, namely, the wireless card driver
and DHCP client, need to be modified, and this makes the saluatiore practical.

However, not introducing changes on the infrastructure $idced to introduce some tradeoffs
between the total handoff delay and the duplicate addresmpility, even though it is very low. Therefore,
the next chapter introduces a server side solution for thg I1® address acquisition time, pDAD [15],
which eliminates the time consuming DAD procedure at DHGRegeso that the server can quickly assign
new IP addresses to clients.
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Chapter 4

Passive Duplicate Address Detection for
DHCP

4.1 Introduction

As explained in Chapter 3, the largest contributor to thed@mhandoff delay is the IP address acquisition.
A client side solution using a temporary IP address was megpan the last chapter, but the temporary
IP address approach has to make a trade-off between the tBsadatquisition time and the possibility
of duplicate IP address, despite of the advantage that ksiorany network only with changes on the
client side. If changes in the infrastructure are allowée, layer 3 handoff time can be further reduced
without such a trade-off. Therefore, a server side solufassive Duplicate Address Detection (pDAD),
is introduced in this chapter.

Fig. 4.1 shows the basic flow of the pDAD. pDAD is a framewor&ttimonitors the network
and detects IP addresses currently in use in one or moretsulane it collects information on which IP
addresses are in use in a specific subnet and informs the Del@& ®f such addresses. In doing so, the
DHCP server already knows which addresses are in use whamnarelquests a new address and therefore
it can assign the new address immediately without perfagnaimy further action during the assignment
process. This allows us to remove any delay caused by DAD a&®Kervers during the IP address
acquisition time.

It does not appear to be any directly related work to impraeeDAD procedure at DHCP servers.

Monitor Collect Update Respond

the network IP addresses IP list quickly to the request
160.123.234.31

V_| 160.123.234.32 -

160.123.231.32 V| 160.123.234.3 | Request
160.123.235.35 v 160.123.234.35 I Response
160.123.232.36 V[ 160.123.234.36 1 |
160.123.238.38 160.123.234.38

=t

.F!;“ -

Figure 4.1: Outline of Passive DAD operation
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Figure 4.2: DHCP procedure

Most of the work done in the network community for optimizibg\D addresses DAD in the particular
case of self-configuring networks such as ad-hoc netwo{d$3]. Other work has been done in the IPv6
context. In particular, the Optimistic DAD approach preaseénn [53], allows under certain assumptions,
the use of a particular IP address that has not yet succlyssbahpleted the DAD process. Therefore, this
work is the first effort to improve the DAD procedure at DHCPvees in IPv4.

4.2 Standard DHCP procedure

First, we review the standard DHCP [12] procedure and ifiemthy the current approach suffers from
long delay. Fig. 4.2 shows the DHCP procedure. First, diémbadcast a DHCP DISCOVER packet to
request a new IP address from the local DHCP server. When ti@dérver receives the DISCOVER
packet, it chooses an unused IP address from its IP addrekambperforms DAD. As a DAD procedure,
the DHCP server sends ICMP echo requests to the IP addressadisdor a response. When the timer
expires and it has not received any ICMP response from theldiReas, the IP address is assigned to the
requesting client by sending a DHCP OFFER packet. When taetaieceives the DHCP OFFER packet,
it requests the IP address from the DHCP server by sending @®DREQUEST packet to the DHCP
server. The DHCP server checks that the requested IP adsinegigl when it receives the DHCP request,
and it allows to use the IP address by sending a DHCP ACK paakbe client. When the client receives
the DHCP ACK packet, it binds the IP address to its networkiand starts to update application sessions,
if any. The assigned IP address is leased only for a certagelgéme by the DHCP server. When the lease
expires, clients need to update this lease by sending a DHEBPUEST packet to the server.
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The first problem of the DAD procedure is that host firewaltsafe blocks the incoming ICMP
echo request packet for security reasons, and thus, DA USMP ECHO is not safe. The more critical
problem for real time services is that it takes a long time] @@ network connectivity disruption is not
acceptable for such a service. We will see how pDAD can stlggtoblems in the following sections.

4.3 Framework of pDAD

Fig. 4.3 shows the framework of the pDAD, and as we can seeeifigire, pDAD adds a new network
component called Address Usage Collector (AUC), whichramts with the DHCP server.

43.1 AUC

The Address Usage Collector (AUC) collects information Bnalddress usage by monitoring ARP and
broadcast traffic for a particular subnet. To monitor sueffitrin an efficient manner, the AUC should be
installed on a network component that is traversed by masteofietwork traffic such as a router. Usually,
the AUC is installed in the DHCP Relay Agent (RA) which is altgd on a router of a particular subnet.
By monitoring ARP and broadcast traffic, the AUC builds a¢althere each entry contains an IP
address, the corresponding MAC address, and a timestanme @eftry creation time. Every time a new
entry is added to the table, the AUC sends a packet to the DieGfRrsthat includes the IP address and
MAC address pair. This information tells the DHCP servet thaode with the MAC address is using the
IP address, and therefore the IP address should not be eddigianyone else. Figs. 4.4 and 4.5 show
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| IP Address| MAC Address| Timestamp]|

Figure 4.4: Structure of entries in the AUC's table

Subnet Identifier (4 B)
MAC Address (6 B)
IP Address (4 B)

Figure 4.5: Structure of packets sent by the AUC to the DHGFese

the structure of an entry in the AUC's table and the structifithe packet sent by the AUC to the DHCP
server.

To keep the information about IP addresses currently in pge date, the AUC removes an entry
from the table when its timer for that entry has expired. & tR address for that entry is still in use after
the removal of the entry for the IP address, a new entry farlthiaddress will be added to the table when
the AUC detects the IP address.

4.3.2 DHCP server behavior

When the DHCP server receives a packet from the AUC, it chéskech an address was legally assigned
or not. If the IP address is in the unassigned IP pool, it méfaaissuch address was illegally taken, the
DHCP server then removes it from the unassigned IP addreds guod registers it to a bad-IP address
list which will also mark the IP address as currently in ugethle bad-IP address list, there is a similar
mechanism to the one used in the AUC’s table where each easnahimestamp. An IP address in the
bad-IP address list is removed from the list when its timer évgpired. This way, the DHCP server has
always up-to-date information on IP addresses currenthsa

By using pDAD, the DHCP server has also much more control twemnetwork. For example,
the DHCP server could configure the packet flow rules in thessgrouter that block the IP addresses that
have been illegally acquired by malicious users. Furtheemsome form of intrusion detection could be
also implemented.

In addition to the previous considerations, pDAD also afidive DHCP server to know about
duplicate addresses as they occur and not just when a ofignests an IP address. In such a scenario,
the DHCP server forces the legitimate user to renew the Iireaddby using the DHCP FORCERENEW
message [78]. Such an action cannot be forced to the madicieer as the malicious user does not use the
DHCP infrastructure.

4.4 Experiments

To verify the performance of pDAD, it was implemented using tSC DHCP software package (dhcpd)
[28], which is probably the most widely used DHCP server yodiawas modified to handle packets from

the AUC, and the AUC functionality was implemented into thky agent contained in the dhcpd software
package.
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4.4.1 Experimental setup

The experiment was performed in the network of the Depantmie@omputer Science, Columbia Univer-
sity, as shown in Fig. 4.6.

Dhcpd was installed on a desktop machine equipped with a 3@&itium 4 processor and 1GB
RAM, and the RA+AUC was installed on a linux server with a 3 GPEntium 4 processor and 1 GB
RAM. Linux kernel 2.6 was used on both machines.

The dhcpd processed packets from the AUC only, and the RAadookly as an AUC. No DHCP
traffic was generated in the infrastructure itself, and thgimal DHCP server for the CS network was
assigning IP addresses for the network. This was done i tyaieeasure traffic and CPU load caused by
pDAD only. The router of CS network forwarded all incomingdasutgoing packets of the CS network to
the server in which the AUC was installed. In order to collétaddress and MAC address information,
the AUC module in the RA sniffed all broadcast and ARP packets the router of the CS network. The
AUC then transmitted the address information packets t@tHEP server via Ethernet.

4.4.2 Experimental results

The experiments were performed a few times throughout agefitwo weeks, and the performance and
overhead of pDAD were measured.

IP address usage collection

Fig. 4.7 shows the distribution of the number of new IP adskeshe DHCP server detected in an ex-
periment. It detected 2092 IP addresses during one day, randd 1800 IP addresses among 2092 IP
addresses, about 86%, were detected within an hour and.a4fidP addresses were detected per second
at peak periods.

In order to verify the measurement results, the IP addrekaeaUC has detected were compared
with the DHCP log acquired from the administrator of the C8voek, and it was confirmed that AUC had
indeed detected all IP addresses assigned by the infraseUaHCP server during the day.

As shown in Table 4.1, some MAC addresses had multiple IPezddmappings; for example,
77 IP addresses were mapped to a single MAC address. Thenr@asahat a firewall with proxy ARP
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Figure 4.7: Number of new IP addresses detected by DHCP

Table 4.1: Observed umber of MAC addresses with multipleddresses
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Figure 4.8: Traffic volume between DHCP server and relay agen

enabled was installed in the node, and the node was respgptwall the ARP requests for nodes inside
the firewall. In another case, a node requested multiple tifeades from the DHCP server legitimately,
and it was identified as a VPN server of a lab. Also, the AUC aete136 unique IP address collisions
caused by a node with MAC address 'ee:ee:80:xx:xx:xx’, Wlappears to be a malicious node because
the 'ee:ee:80’ prefix is not registered as public Organiretily Unique Identifier (OUI).

Overhead incurred by DHCP server

Fig. 4.8 shows the traffic load between AUC and DHCP serveinduhe experiment. The inset graph
shows the same result of peak time, where the AUC sent 56 {zapke a second. However, only one
pair of IP address and MAC address was a new entry among thatha rest of them were already
in the table of DHCP server, which means that 55 IP addreskeseventries expired within a second
coincidently were detected.

Fig. 4.9 shows the cumulative distribution function of thenber of packets per second the DHCP
server received from the AUC. We can see that the DHCP sezueived fewer than 10 packets per second
from the AUC 99% of the time, and thus the network overheadsis @ery small. Each packet sent by
the AUC to the DHCP server contains a pair of IP address and ldd@ess and the RA IP address. The
packet payload is 14 bytes as shown in Fig 4.5 in Section Al®8idging the total (payload + headers)
packet size to 80 bytes. So, the bandwidth at peak time is BAS3(b6 packetsc 80B), and usually less
than 800 B/s.

Also, because of the small amount of the traffic to the DHCWesethe additional CPU load of
the DHCP server to process those packets is negligible, asavdirmed from the experiments.



45

CDF —+—

%

82 1 1 1 1 1 1 1
0 5 10 15 20 25 30 35 40

Number of packets / second

Figure 4.9: Cumulative distribution function of number afoets per second DHCP server received

Overhead of AUC

In the experiment, AUC received 10,200 packets every seoorayerage (Fig. 4.12). However, the AUC
has processed only 1% of the packets because it needs tepmig APR and broadcast packets to collect
IP address usage and discards other packets; the AUC peddess than 100 packets per second 90% of
the time and 273 packets per second at peak periods (Figaddl8.11).

Figs. 4.12 and 4.13 show the CPU load of the AUC and the cdioalavith the number of all
packets AUC received every second. The AUC used around 4@p& ebtal CPU power at peak time, but
for 90% of the time, the CPU load was less than 20%. As Fig. HakXshown, the CPU load of the AUC is
exactly proportional to the traffic volume to the AUC, whicleams that CPU was used mostly in filtering
uninteresting packets such as unicast and ARP packets fremouter. It can be also inferred from that
only less than 1% of the packets AUC received were used by AU¢bllect IP address usage. This is
because AUC received both incoming and outgoing packetseo€S network, even though AUC needs
to monitor only the outgoing packets from the CS network. réfare, the CPU load can be significantly
reduced if AUC can receive only outgoing packets from the €Svark.

Additional experiments were performed in the Columbia @nsity wireless network to measure
the performance in a wireless network, where clients joid ave the network more frequently, and
pDAD showed similar performance and overhead with thoskenwtired CS network.

4.5 Conclusion

In this chapter, | explained a new DAD mechanism called Rad3AD, which does not introduce any
overhead or additional delay during the IP address acgpndime, by introducing a new component, the
AUC. AUC collects IP address usage information by moniigtime entire traffic in the subnet and updates
in real time the IP address pool and a bad-IP address liseiDHICP server. Thus, when a client requests
a new IP address, the DHCP server can assign an unused IRswddifeout additional DAD procedure.
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Therefore, pDAD is particularly efficient in mobile envinments where handoff delays can be
critical for real-time communication. We can easily estienthe layer 3 handoff time from Fig. 3.9 using
pDAD in the visited network, by replacing the 138 ms IP actjois time with 20 ms, which was the
average round trip time of a DHCP packet in the experimentstlae total layer 3 handoff times including
all the session update become 79 ms and 57 ms with no leasegineddease, respectively, which allow
seamless handoffs for clients.

Also, pDAD performs DAD more accurately than the current DAiethod does using ICMP
ECHO because incoming ICMP ECHO request packet can be ldaakaany host firewalls. Additionally,
it helps identifying malicious users by detecting illegaldddress use in real time.
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Chapter 5

The VoIP Capacity of IEEE 802.11
WLANS

5.1 Introduction

Most papers have used simulations to measure the perfoentdnew or current MAC (Media Access
Control) protocols in IEEE 802.11 wireless networks beeanfshe difficulty of implementing the MAC
protocols, which are contained in the firmware of wirelessriiace cards. In particular, most of the papers
about the capacity for VolIP traffic, including [22], [83] af#l], have used simulation tools to measure the
capacity due to the necessity of a large number of wireldsatsland the difficulty of controlling them
and collecting data. To the best of my knowledge, very fewlists) such as [18] and [41]), have measured
the VoIP capacity experimentally in IEEE 802.11 wirelessmuoeks, however, without any comparison
with simulation results. Also, many of them failed to takéoimccount important parameters that affect
the capacity, which resulted in each paper reporting diffecapacities in each paper.

In this chapter, the VoIP capacity of IEEE 802.11 wirelessmoeks is measured using actual
wireless clients in a test-bed, and the results are compétbdhe theoretical capacity and our simulation
results. Additionally, factors that can affect the capabiit are commonly overlooked in simulations are
identified, and the effect of these factors on the capaciy@yzed in detail.

5.2 Theoretical capacity for VoIP traffic

First, we analyze the capacity for VoIP traffic theoretigadl get an upper bound, and compare it with the
capacity observed in simulations and experiments.

5.2.1 Capacity for CBR VOIP traffic

This section analyzes the capacity of Constant Bit Rate (ORI traffic numerically. The theoretical
capacity for VoIP traffic is defined as the maximum number dEdhat are allowed simultaneously for a
certain channel bit rate [35], and it is assumed that alle’cimmmunications are full duplex.

A CBR \oIP client generates one VoIP packet every packétizanterval, and the packet needs
to be transmitted within the packetization interval to avidie accumulation of delay. Thus, the number
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of VoIP packets that can be transmitted during one packaiizanterval is the maximum number of
simultaneous calls, and it is the capacity for the CBR Voi#fitt. Therefore, we can compute the capacity
for VoIP traffic as follows:

Nepr = P/(2-T)), (5.1)

whereN¢gR is the maximum number of CBR callg, is the packetization interval, ari is the
total transmission time of one voice packet including adl tverheadT; is multiplied by 2 because the
voice communication is full duplex.

The transmission of a VoIP packet entails MAC layer overheadnely, DIFS, SIFS, ACK, and
backoff time. To get an upper bound, transmissions are asguot to incur collisions. Thug;; can be
calculated as follows:

Ty =Tprrs + Tsirs + Ty + Tack + Ty, (5.2)

whereT,, andT ¢k are the time for sending a voice packet including all headadsan 802.11
ACK frame, respectivelyl} is the backoff timeT'p;rs andTs;rs are the lengths of DIFS and SIFS. The
backoff time is the number of backoff slotg’,, whereT; is a slot time, and the number of backoff slots
has a uniform distribution ovep, CW,,,.,,) with an average o€ W,,,;,, /2.

Many papers, including [22] and [85], use Egs. 5.1 and 5.2topute the theoretical VoIP capac-
ity. However, many of them result in different capacity netlass of the same VolP traffic configuration.
This is because the effect of the following factors has beemnlooked.

Computation of backoff time

Backoff is performed right after a successful transmissind affects the transmission delay only when
a wireless client tries to transmit frames right after thiempirame is transmitted. Therefore, the backoff
does not affect the uplink delay because wireless clieatsstnit a packet every packetization interval,
which is typically 10 ms to 40 ms, and because the uplink detayains very low even if the number of
\VoIP sources reaches the channel capacity [72]. Accordiraut experiments, the average uplink delay
is less than 3 ms when the channel reaches its capacity. ffraubackoff is added only to the downlink
traffict.
Therefore, the VoIP traffic capacitio g r) can be expressed as:

P
Tprrs + Tsirs + To + Tack) + Ts - CWinin/2

Negr = o (5.3)

Wang et. al. [85] include the backoff time in both uplink analahlink delay, resulting in a
smaller capacity than the simulations and experimentaltes this study. Hole and Tobagi [22] include
the backoff time of the AP only, however, because they asslimet backoff is done during the backoff
time of the AP. Even though the assumption is acceptablajhiek backoff time can be ignored for the
reason mentioned above, regardless of the assumption.

INodes start backoff again when they sense busy medium duti®g, but still we can ignore the backoff in uplink because we
assume no collisions.



Table 5.1: Parameters in IEEE 802.11b (11 Mb/s)

Parameters Time (us) | Size (bytes)
PLCP Preamble 72.00 18
PLCP Header 24.00 6
MAC Header+CRC 24.73 34
IP+UDP+RTP headers 29.09 40
\oice 116.36 160
ACK 56 14
SIFS 10.00

DIFS 50.00

Slot 20.00

CWumin 31 slots
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Computation of PLCP

PLCP (Physical Layer Convergence Protocol) is composeldeoPt CP preamble and the PLCP header.
The standard defines short and long preambles, which aregani 144 bits, respectively, and they are
transmitted with 1 Mb/s channel rate. The PLCP header siZ8 isits for both cases. However, while
the PLCP header is transmitted using 1 Mb/s in the long PLE@Rmble, 2 Mb/s is used in the case of the
short PLCP preamble. Therefore, the PLCP transmissionisit@2.s (PLCP preamble of 144s + PLCP
header of 48:s) with the long preamble, and $8 (PLCP preamble of 72s + PLCP header of 24s) with

the short preamble. In this study, the short preamble is f@aztbmparison with the experimental results
using actual wireless nodes, which also use the short pilealost papers use the long preamble. Only
Hole et. al. [22] mention the effect of the preamble sizeflyiwithout giving analytical or simulation
results. The effect of the preamble size will be discusseskiction 5.5.1.

Transmission time of ACK frames

The rate at which ACK frames are transmitted is not clearlgcded in the standard, and simulators
use different rates; for IEEE 802.11b, ns-2 [48] uses 1 Mi/ddfault, and the QualNet simulator [64]
uses the same rate as the data packet rate. The Atherosswioglils in the ORBIT wireless test-Bed
[66] use 2 Mb/s to transmit ACK frames. Thus, 2 Mb/s is usechis study for the comparison with the
experimental results. The effect of the transmission ripeaK frames will be described in Section 5.5.4.

As the voice codec, G.711, a 64 kb/s codec and 20 ms packetizaterval is used, which gen-
erate 160 byte VoIP packets not counting the IP, UDP, and RUOPHeaders. MAC layer parameters are
taken directly from the IEEE 802.11b standard [23]. All treggmeters used in the analysis are shown in
Table 5.1.

Using the parameters mentioned above and Eqg. 5.1, the tleabpacity for 64 kb/s CBR VolP
traffic was computed to be 15 calls.

5.2.2 Capacity for VBR VoIP traffic

Typically, the conversations via phone calls are half dupéther than full duplex considering that when
one side talks, the other side remains silent. Thus, in dedavoid wasting resources, silence suppression
can be used, which prevents sending background noise, ajemel/BR VoIP traffic. The VBR VoIP

2http://www.orbit-lab.org
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Table 5.2: Voice pattern parameters in ITU-T P.59

Parameter Average duration (s) Fraction (%)

Talkspurt 1.004 38.53

Pause 1.587 61.47

Double Talk 0.228 6.59

Mutual Silence 0.508 22.48
Talk Spurt

Pause
A ! : : ! : ! t

I Mutual | Single Talki Mutual | Single | Double | Single

 Silence : . Silence | Talk | Talk " Talk
B ‘ ‘ ‘ ‘ t
© Talk Spurt | Pause Talk Spurt

Figure 5.1: Conversational speech model in ITU-T P.59

traffic is characterized by on (talking) and off (silence)ipds, which determine the activity ratio and also
the capacity for VBR VoIP traffic. The activity ratio is defthas the ratio of on-periods and the whole
conversation time.

In this analysis, the conversational speech model with otatk described in ITU-T P.59 [30]
is used. The parameters are shown in Table 5.2, and the satioer model is shown in Fig. 5.1. The
activity ratio in the conversational speech model is aboB® ®ased on the fraction of talkspurts in Table
5.2.

The difference between CBR and VBR traffic is the number okptcgenerated every second,;
while a CBR VoIP source with 20 ms packetization intervaleyates 50 packets, a VBR VoIP source with
the same packetization interval and 0.39 activity ratioegates 19.5 packets on average every second.
Thus, to deduce the capacity for VBR traffi¥ g z), we rewrite Eq. 5.1 as follows:

Ncpr = (5.4)

% 22T
which means that CBR VoIP traffic generate’s® packets every second, and the capacity is computed as
the number of packets that can be transmitted per time unYBR, o/ P (« is the activity ratio) packets

are generated, and we dedu¥g s as follows, replacing /P with a/ P:

1
N =— 5.5
VBR 22Ty (5.5)
We can see that Eqg. 5.5 becomes the capacity for CBR wher, and finally, Eq. 5.5 becomes:
Nygr = NoBr/a, (5.6)

Using Eq. 5.6, the capacity for the VBR VoIP traffic with 0.39iaity ratio is computed to be 38 calls.
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Figure 5.2: Simulation topology

5.3 Capacity for VolIP traffic via simulation

In this section, the capacity for VoIP traffic is measuredsiaulations using the QualNet simulator [64],
which is a commercial network simulation tool and known teeéna more realistic physical model than
other tools such as ns-2 [69] [77].

In order to determine the capacity for VoIP traffic, the 90#rgentilé delay at each node was
collected with a varying number of wireless nodes. The oag-end-to-end delay of voice packets is
supposed to be less than 150 ms [29]. The codec delay is ad$arne about 30-40 ms at both sender and
receiver, and the backbone network delay to be about 20 mss, The wireless networks should contribute
less than 60 ms delay [35]. Therefore, the capacity of Vadfitris defined as the maximum number of
wireless nodes so that the 90th percentile of both uplinkdvehlink delay does not exceed 60 ms.

5.3.1 Simulation parameters

The Ethernet-to-wireless network topology (Fig. 5.2) wasdifor simulations to focus on the delay in a
BSS. In the simulations, the Ethernet portion added 1 msaasmission delay, which allows us to assume
that the end-to-end delay is essentially the same as théegsrezansmission delay. The same parameters
in Table 5.1 are used in simulations. Each simulation ra2@@rseconds and was repeated 50 times using
different seeds and VoIP traffic start time. (The effect &f thaffic start time will be explained in Section
5.5.3)

3To measure the QoS for VoIP traffic, 90th percentile value é&lue capture the fluctuation of the end-to-end delay, whiith w
be contributed to a fixed delay by a playout buffer.
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Figure 5.3: 90th percentile delay and retry rate of CBR Vo#fit in simulations

5.3.2 Capacity for CBR VoIP traffic

In order to determine the capacity for VoIP traffic, the 90#&gentile end-to-end delay of each VoIP flow
was collected, and the average of them was calculated inséaciation and the average of all simulation
results was computed. Fig. 5.3 shows the average of the @dtletile delay of CBR VoIP traffic across
simulations. The figure shows that the capacity for the Vodlfit is 15 calls, the same as the theoretical
capacity. The reason that the simulation result with doltis is the same as the theoretical capacity with
no collisions is that in simulations many nodes decreaselihekoff counters simultaneously while in the
theoretical analysis they are counted separately. Thétsegill be analyzed in detail later, compared with
the experimental results.

5.3.3 Capacity for VBR VoIP traffic

The VBR VoIP traffic with 0.39 activity ratio was implementadthe QualNet simulator, with exponen-
tially distributed on-off periods, following the speech deb described in Section 5.2.2. Fig. 5.4 presents
the delay and retry rate for VBR VoIP traffic. The downlink@gincreases slowly compared with that of
CBR \oIP traffic, and this is because only 50 kb/s (64 kb/& x 0.39) VoIP traffic is added to network
as one VBR call is added. As we can see, the capacity of VBR Yalffic is 38 calls, the same as the
theoretical capacity.

5.4 Capacity for VoIP traffic via experiments

| performed experiments to measure the capacity for Volffidrim the ORBIT (Open Access Research
Testbed for Next-Generation Wireless Networks) test-lddch is a laboratory-based wireless network
emulator located at WINLAB, Rutgers University, NJ.
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Figure 5.4: 90th percentile delay and retry rate of VBR Volfic in simulations

5.4.1 The ORBIT test-bed

ORBIT is a two-tier laboratory emulator and field trial netlwtest-bed designed to evaluate protocols and
applications in real-world settings [66]. The ORBIT tesths composed of a main grid called 'grid’ with
20 x 20 nodes and multiple smaller test-beds.

The main grid was used, which consists of 380 nodes with Athehipset (AR5212) wireless
cards (Atheros nodes) and 20 nodes with Intel chipset vasetards, and it forms a 20 20 grid with
one meter inter-node distance. Every node has a Pentium Wwiih 1GB memory, runs Linux (kernel
2.6.19). It has two wireless and two Ethernet interfaces, tae MadWifi driver 0.9.2 is used as the
wireless card driver. A center node was set up as the AP sdligtances between the AP and nodes are
within 10 meters, which is close enough to avoid the effectighal strength on packet loss. The RSSI
(Received Signal Strength Index) of each node was also zedhlgnd will be explained later.

A simple UDP client was used to send 172 byte (160 B VoIP pakted2 B RTP header) UDP
packets to a specified destination. The UDP client recorls¢nding time and receiving time in separate
files with the UDP sequence number, which is included as thP Packet payload, the data were used to
calculate the downlink and uplink delay and the packet Its®rder to synchronize the system clock of
the nodes, the Network Time Protocol (NTP) [50] was used.rfErmede updated the system clock every
serveral seconds using tipdateapplication through Ethernet because the system clockaf rade
started to skew slightly a few seconds after updating thekclo

The MadWifi driver was modified to print out the information aif transmitted and received
frames such as RSSI, retries, and 802.11 flags, which areteepom the firmware to the driver. The
information was used to calculate the retry rate and to aealye effect of RSSI and control frames.
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Figure 5.5: Node layout in the grid ORBIT test-bed

5.4.2 Experimental results

The experimental results showed higher fluctuation tharsittn@lations across experiments. Therefore,
each experiment was performed more than 10 times with a 2Q@ssienent time over four months.

Figs. 5.6 and 5.7 show the average 90th percentile delayetndrate of uplink and downlink
with CBR and VBR VoIP sources, respectively. We can see tiemtapacity of CBR VoIP traffic is 15
calls, and the capacity for VBR VoIP traffic with 0.39 actyatio is 38 calls, which are the same as the
theoretical capacity and the simulation result.

5.4.3 Analysis of the results and comparison with simulatio results
Delay

As the number of VoIP sources increases, the downlink delergase is much larger than the uplink delay
increase because of the unfair resource distribution atwelink and downlink [72], as will be shown
in Chapter 7. We can see this behavior in both simulationseapdriments. However, the delay increase
shows minor differences between the results from simuiatiand experiments results even though the
simulations and experiments have shown the same VoIP ¢gpatthile the uplink delay increases to
300 ms in simulations when the number of VoIP sources exciéedsapacity, it increases only to 80 ms
in the experiments. This is because of the difference in tiffebsize of the AP. The simulator has a
50 KB buffer and the MadWifi driver (0.9.2) limits the numbdrpackets in the queue as 50 by def4ult
The bigger buffer stores more packets and increases théngudalay. The effect of the buffer size
will be discussed in detail in Section 5.5.8. The downlinkagléncrease is also slightly different; while
the downlink delay increases almost linearly until 15 callghe experiments, it remains very low in

4The buffer size differs according to the version of MadWifidrs.
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simulations. The reason is that the retry rate in the expanimis higher than that of the simulations. Also,
we can see that the downlink delay increases slowly stanitig16 VoIP sources in both simulations and
experiments. This is because of the introduction of paass tue to the buffer overflow at the AP, and
the queuing delay at the AP does not increase much even withlls The packet loss rate with 15 calls
in the experiments is only 0.6% but increases to 5% with 16°\&wurces.

Retry rate

In both simulation and experiments, the uplink retry rateisch higher than the downlink retry rate. The
reason is that uplink packets collide with packets from pttients (uplink) as well as the AP (downlink).
This can be verified numerically: when the number of collisidbetween uplink and downlink 8
and the number of collisions among uplink packet€'is the retry rate of uplink and downlink becomes
(C1+ Cq)/(P + C1 + C2) and(C,/(Cy + P), respectively, wheré” is the number of packets sent in
each uplink and downlink, considering uplink and downliréffic volume is the same. We assume that
the uplink retry rate is always larger than the downlinkyette. Then, the following equation should be
always satisfied:

C1 4+ Co B (& <
P+Cy+C2 Ci+P

Then, it becomeg’; - P > 0 and is always satisfied sin€&, P > 0. Accordingly, the uplink
retry rate is always higher than the downlink retry rate.

0

5.5 Factors that affect the experimental and simulation results

The initial experimental results, which are not includedshehowed a big difference in the capacity from
the theoretical analysis and simulations, and some paeastitat are commonly ignored but affect the
experimental and simulation results were identified. s $gction, | discuss the factors in detail with
some additional experimental and simulation results.

I will focus on CBR traffic in the analysis because | want toidwbe effect of activity ratio, which
is a main factor in the experimental results with VBR VolHftcaand because the effect of the following
factors on MAC layer would be the same for both CBR and VBR \oéffic.

| found that the preamble size (Section 5.5.1), rate co(®ettion 5.5.2), VolP packet generation
offsets among VoIP sources (Section 5.5.3), and the chdraremission rate of ACK frames (Section
5.5.4) were the main factors that affect the VoIP capacity] #hat the signal strength (Section 5.5.5),
scanning APs (Section 5.5.6), the retry limit (Section B.5and the network buffer size (Section 5.5.8)
also affect the experimental results even though they didimange the VoIP capacity in my experiments.

5.5.1 Preamble size

The preamble size affects the capacity for VoIP traffic in EEBD2.11b networks, and simulators and
wireless cards use various sizes. The preamble is a patftéits @ttached at the beginning of all frames
to let the receiver get ready to receive the frame, and theréwa kinds of preambles, long and short.
The long preamble has 144 bits and the short one has 72 bitslohly preamble allows more time for

the receiver to synchronize and be prepared to receive Wigléransmission time becomes longer, since
the preamble is transmitted at a channel rate 1 Mb/s. BotlQtENet simulator and ns-2 use the long
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Figure 5.8: 90th percentile delay and retry rate of CBR VaHl#fic with long and short preamble via
experiments

preamble by default while recent wireless cards and theedriuse the short preamble due to advancing
RF technology, improving the utilization of channels. ThadWVifi driver in the ORBIT test-bed uses the
short preamble by default, and the type can be changed byfyiragglthe driver source code.

Considering the small packet size of VoIP packets and theramsmission speed, the preamble
takes up a big portion of a VoIP packet; 144 bits of 2064 bétkirtg up 4% in size, but 144s of 362 s,
which is 40% in the transmission time. Thus, the theoretiaphcity for the VoIP traffic in DCF decreases
from 15 to 12 calls when the long preamble is used.

Fig. 5.8 presents 90th percentile delay and retry rate fdR @8IP traffic using the long and short
preambles in the experiments. As expected, the uplink rateydoubled when the long preamble is used,
reducing the capacity to 12 calls, which is same as the tlieareapacity using the long preamble.

5.5.2 Rate control

Most wireless cards support multi-rate data transmissaonl, wireless card drivers support Auto-Rate
Fallback (ARF) to choose the optimal transmission rate @fiag to the link status. Generally, the trans-
mission rate decreases when the packet loss exceeds adbreshold and increases after successful
transmissions, but the specific behavior depends on the Agoffitlim.

A smart rate control algorithm improves the throughput dreddhannel utilization, however, only
when the packet loss is caused by wireless link problems. iBRkes the channel utilization and through-
put worse if the main reason for the packet loss are packésiook [67]. In this case, the transmission
with a low bit-rate extends the transmission time of framad iacreases the delay without improving the
packet loss, and the packet transmission with the highadiahle bit-rate achieves the best throughput.
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Figure 5.9: 90th percentile delay and retry rate of CBR Volfit with and without the AMRR rate
control algorithm in the experiments

The MadWifi driver supports three rate control algorithm$\@E [55], Adaptive Multi-Rate
Retry (AMRR) [45], and SampleRate [4]. The SampleRate abrtigorithm is used by default, but we
can change or disable it by modifying the driver source céd. 5.9 shows the experimental results with
the AMRR rate control algorithm. The capacity decreasesitwith that rate control algorithm, because
with 15 CBR VoIP sources, about 8% of the packets are tratsanitith lower transmission rates due to
the rate control algorithm. Fig. 5.9 also shows the retrg,rabd we can see that ARF helps slightly when
collisions are less (downlink), but it is detrimental wheamncollisions happen (uplink), and it increases
the delay. The effect of the rate control on the capacity ddp®n the algorithm and the RF conditions,
and the analysis of the algorithm is beyond the scope of thdys

The QualNet simulator supports a few ARF algorithms, an@ @dso has many external rate
control modules. However, generally a fixed transmisside isused in most simulations to avoid the
effect of the rate control algorithm, while many wirelessdcdrivers use a rate control algorithm by
default. Therefore, when comparing the results from sitinria and experiments, the rate control should
be disabled or exactly the same rate control algorithm shibelused in both simulators and the drivers of
all wireless nodes.

5.5.3 VoIP packet generation offsets among VoIP sources

In simulations, normally all wireless clients start to geie VoIP traffic at the same time, but the packet
generation offset between clients affects the simulatisuilts.

As soon as a VoIP packet is generated at the application dangksent to the empty network queue
at the MAC layer, it is transmitted to the medium without ket backoff if the medium is idle. This is
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Figure 5.11: 90th percentile delay and retry rate as a fanatif packet generation offset among VolP
sources

because backoff is done immediately after a successfudriremsion, and wireless clients generate VolP
packets every packetization interval, which is typicaldnis to 40 ms. We have shown that when the
number of VoIP sources does not exceed the capacity, upéfdyds very small, which means that the
outgoing queue of VoIP wireless clients is mostly empty.

Therefore, generally, when two VoIP sources generate VatiRRgts at the same time, the collision
probability of the two packets becomes very high. Convgrsehen the VoIP packet generation times of
all VoIP sources are evenly distributed within a packeiratnterval, the collision probability between
nodes becomes lowest.

Fig. 5.11 shows the 90th percentile end-to-end delay amd rate of the VoIP traffic in simula-
tions with 15 VoIP sources and 0 to 968 packet generation offsets. We can see that the delay desreas
as the offset increases. With 200 offset, the delay drops below 50 ms, changing the capaaiy t4

calls to 15 calls. The retry rate becomes lowest atjgbpacket generation offset, and it starts to increase
again after the point. This is becausé&V,,,;, is 31 and the initial backoff time is chosen between 0 and
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620us in 802.11b; when the offset of two packets from two differelignts is larger than 620s, the two
packets cannot be transmitted at the same time regardl#ssiobackoff time, and the probability that the
two packets collide each other drops to zero. However, avéinis case, still collisions happen between
uplink and downlink, and if the uplink packets are retrartadi due to the collisions, uplink packets can
collide with other uplink packets regardless of the largsetf

We have seen that the capacity of VoIP traffic varies from 185@alls according to the offset.
Therefore, in the simulations, the starting time of eachPVeburce was chosen randomly between 0 to
20 ms (packetization interval), as this corresponds to xpe@ments.

5.5.4 Channel transmission rate of Acknowledgment (ACK) fames

An ACK frame should be sent to the sender for each succegsfatismitted unicast data frame. Thus,
it takes a significant amount of bandwidth, and the trandomssate affects the capacity. The channel
transmission rates of ACK frames are not specified in thedstiah and simulators and wireless cards
use different transmission rates: the QualNet simulates tise data rate, ns-2 uses the lowest rate, and
the Atheros nodes in the test-bed use 2 Mb/s by default, wtachbe changed by modifying the driver.
Transmitting ACK frames with a lower data rate reduces thaler of retransmissions due to ACK frame
loss when the wireless link is unreliable, but when chanbelsome congested, it increases collisions
instead and increases the delay due to the long transmigsienFig. 5.12 shows the retry rate and delay
of VoIP traffic when ACK frames are transmitted with 2 Mb/s dridMb/s. We can see that the retry rate
of both uplink and downlink decrease when ACK frames arestratied using 11 Mb/s, increasing the
capacity to 16 calls, also because of the short ACK transomigane.

In the theoretical analysis, when 11 Mb/s is used for ACK feanthe transmission time reduces
from 15245 to 106us by 46us, about 6% of the total transmission time of a VoIP frameudiig backoff,
increasing the capacity for the CBR VolIP traffic from 15 c&ll4.6 calls, as in the experimental result.

5.5.5 Received Signal Strength Indication (RSSI)

The weak signal strength can be the main reason for the frasseim experiments, but it is commonly
ignored in simulations.

Fig. 5.13 shows the RSSI of uplink and downlink flow in eacheno@ihe vertical bar shows the
range of the RSSIs of a node, and the height of the box and ttierde represent the standard deviation
and average of RSSls across the experiments, respectidehgover, in order to identify the correlation
between the RSSI and the distance from the AP, the RSSI ofremthis plotted according to the distance
between the node and the AP.

We can see that the RSSIs of most of the nodes fall within ttegval -55 to -70 dBm, and the
fluctuation of RSSI of each node across the experiments watyneithin 5dBm. Only Node 6 had a
relatively weak signal, but it was still within effectiverrge. Also, any correlation between the RSSI and
the distance from the AP was not found: the weak signal wabexduse of the distance from the AP.

Furthermore, in order to check the effect of signal strermgththe experiments, the correlation
between the signal strength and the retry rate was anallgaédp correlation was found in both downlink
and uplink. This means that the signal was strong enoughm@ntiterror was not caused directly by the
weak signal. However, the frames with the RSSI below -76 dBom( Node 6 in Fig. 5.13) had a higher
retry rate than the other nodes in uplink, in particularhwiZ VoIP sources. The behavior was caused
by the capture effect where the frame with the stronger $iggya be captured by the receiver through a
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5.5.6 Scanning APs

Probe request and response frames were observed in theénespts, while they are not observed in
simulations.

Probe request frames are transmitted from wireless cltergsan APs for handoff, and response
frames are transmitted from the AP [23]. Typically, wirededients transmit a probe request frame to
a channel and scan all channels, for example, 11 channels5E B02.11b. The handoff procedure is
implemented in the firmware of wireless cards, and each vemsks different algorithms, as explained in
Chapter 2. Thus, it is hard to determine the exact reasomegpsiitting probe request frames. However,
typically, wireless clients start to scan APs to find bett®sAvhen the signal strength of frames from the
current AP drops below a threshold and also when they expezia certain amount of packet loss [84].
It was also found in the experiments that as the number of ¥olRces increases, the retry rate and the
number of probe request frames also increases (Fig. 5.14).

Probe request and response frames increase the delay op&okets due to traffic increase and
the higher priority of management frames over data frames&nEhough the effect on the capacity of
VolP traffic was negligible in the experiments, the effeqieleds on the handoff algorithms of the wireless
cards; for example, some wireless cards regularly scan 8iPsfficient handoff [84]. In this case, the
effect of scanning APs becomes bigger. Therefore, the Habdbavior of wireless cards needs to be
investigated before performing experiments with them.
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Figure 5.14: Probe request frames and retry rate in the emnpets

5.5.7 Retry limit

IEEE 802.11 standard defines two kinds of retry limit, lond ahort. Unicast frames can be retransmitted
until the number of retries reaches the retry limit. The shetry limit is typically used when the MAC
frame size of packets is equal to or smaller than the RTShbtéwalue, and the long retry limit is used
otherwise [23]. Although the specific values are not defimethé standard, seven and four are accepted
as appropriate long and short retry limit values, and gédiyeteey are not configurable in wireless cards.

The wireless cards with the Atheros chip-set in the ORBIT-Ibesl used the long retry limit even
if the RTS threshold value was set to off (infinite). Fig. 5dfows the distribution of the number of
retransmissions in the experiments. According to the figuheen the number of VoIP sources exceeds the
capacity, packets are retransmitted at most 11 times, whdibates that the long retry limit is 11 in the
Atheros nodes. However, the QualNet simulator uses 7 andheahort and long retry limit, respectively,
and the short retry limit is used when the packet size is @n#ian or equal to the RTS threshold value,
as in the standard.

The retry limit affects the packet loss and delay. Fig. 5i&ns that the retry limit did not cause
packet loss as long as the number of VoIP sources remained ltleé capacity, 15 calls; there was no
packet loss due to the retry limit before the number of VolBrses reached the capacity, and the packet
loss due to the retry limit is also negligible, even with 11R/@alls. Fig. 5.15 also shows the cumulative
distribution function of the number of retransmitted paské\ccording to the figure, we can see that the
packet loss would be the same even if 7 was used as the rettyrlithe experiments, which shows that
the difference in the retry limits did not affect the expegims.

5.5.8 Network buffer size

The packet loss rate is another metric to measure the capamit QoS for VoIP traffic, and it is known
that 1 to 3% packet loss is tolerable for VoIP traffic [29]. Wit5 VoIP sources, which is the capacity of
CBR \VolIP traffic, the packet loss rate was only 0.6% in the @rpents, which satisfies the condition.
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The packet loss happened only in the downlink in the exparimend we have already seen in
the previous section that the packet loss due to exceedingtty limit was almost zero, which means that
it was caused by buffer overflow at the AP. Therefore, the agtwuffer size at the AP directly affects the
packet loss as well as delay. In order to identify the retetidp among the buffer size, delay, and packet
loss, a formula for computing the maximum queuing delay duded using the buffer size. The maximum
gueuing delay D,,....) can be easily computed as follows, using Little’s Law.

Dmaw =M - Havg = g * Havg,

where) is the maximum number of packets in the buffey,, is the average transmission time
of the IP packetp is the buffer size, and is the an IP packet size. For example, if a packet size is 200 B,
the average transmission time of a frame at the MAC layer is,2amd the buffer size of the AP is 10 KB,
then 50 packets can be stored at the AP, and the maximum guéelay is computed as 100 ms. Using
this equation, we can also deduce the minimum buffer di%g; () to avoid affecting the capacity. If the
threshold queuing delay for the capacitylds;,, thenB,,,;,, becomeqS - Dy;)/pavg. The experiments
usedM = 50 since MadWifi driver 0.9.2 limits the number of packets inltudfer as 50 ang,,, = 2ms
with 15 calls. ThenDD,,., becomes 100 ms, which is larger than 60 ms, the thresholdhécapacity.
Thus, we can confirm that the buffer size of the MadWifi driviek bt affect the capacity.

Therefore, we can conclude that having a longer buffer atteloes not improve QoS of VolP
traffic, although it can reduce the packet loss.
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5.6 Experimental capacity for VoIP traffic with 802.11e

The Atheros chipset supports Wireless Multimedia Extem$WME) that implements the 802.11e stan-
dard, and the capacity for VoIP traffic was measured usin§®2el1e feature. The IEEE 802.11e standard
was explained in Chapter 1 Section 1.3.5.

5.6.1 Capacity for VoIP traffic in IEEE 802.11e

Fig. 5.16 shows the uplink and downlink delay of VoIP trafic AC_.VO and ACVI. When AC.VO

is used for VoIP traffic, the downlink delay remains low, hesathe AP can transmit multiple frames
during its TXOP (transmission opportunity), which is theation nodes are allowed to transmit frames
without contention for, fully utilizing the TXOP. Howevehe uplink delay increases drastically when the
channel becomes congested, because the uplink needs tantihihe AP finishes transmitting frames
during its TXOP. While the AP uses the whole TXOP, the uplinksloot because a client has only three
frames on average even with 17 VoIP calls in the outgoing guauthe start of TXOP, as the average
delay was less than 60 ms with 17 VoIP calls. Also, we can saetiie capacity is the same as that of
DCF regardless of 3ms TXOP, which reduces the overhead dfabkoff time: during 3 ms, six VoIP
frames (3/0.428|°) can be transmitted, and thus only five of six (83%) downlirgnfes are transmitted
without backoff, theoretically. The low capacity is caussdthe significantly increased retry rate, as we
can see in Fig. 5.17. The downlink retry rate of A is almost 30%, which is six times larger than
that of DCF in Fig 5.6, and the uplink retry rate also incrsasignificantly as the number of VoIP sources
reaches the capacity. According to additional experimants analysis, it was found that this happens
because of TXOP; when 3 ms TXOP was set with DCF configurati@ntetry rate increased in the same
way. The reason was that some clients could not detect thentiasion of the AP, and they transmitted

STt =T, + SIFS+Tscx + SIFS, T, :ZGQLS, Tack = 152,&5, SIFS = 1018
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Figure 5.17: Retry rate of CBR VoIP traffic in ABO and ACVIin 802.11e

frames during the TXOP of the AP. Even though the distancevdsert the AP and all clients are close
enough to detect the transmission of the AP theoreticalipesclients could not, in reality. It was actually
confirmed in the experiments that the transmission of the g its TXOP was interrupted by some
clients, by using the second wireless card in the every nedleeamonitor mode and sniffing all frames. If
clients transmit frames during the TXOP of the AP, the frafnes clients collide with the frames from
the AP because the AP does not detect the medium when tréingnfitkmes during TXOP, following the
standard. This causes the significantly higher retry ratimnlink.

In the case of ACVI, the capacity increased by only one call even though th©PXncreases to
6 ms, due to the TXOP problem described above.

Figs. 5.18 and 5.19 show the delay and retry rate of VBR VaR/itrusing ACVO and ACVI.
The capacity decreased slightly by one call, because thalddwetry rate increases to 44% with 39 VoIP
calls due to the TXOP problem.

5.6.2 Effect of TCP traffic on VoIP traffic

In order to identify how the IEEE 802.11e standard can ptdtee QoS of VoIP traffic against back-
ground traffic, the capacity for VoIP traffic was measurechWi€P traffic, setting the access category of
TCP traffic as ACBK. As the traffic generator, the Test TCP (ttcp) utility [#84s used with the default
configuration.

Fig. 5.20 shows the results. We can see that the effect of T&ficton VoIP traffic is minor:
the maximum increase of uplink delay due to TCP traffic is atb80 ms, reducing the capacity by one
call. Considering that the capacity of VoIP traffic in DCF deases to 5 calls when TCP traffic is present
according to our experiments, it shows that 802.11e workkasalesigned.

The commercial 802.11b/g wireless cards that do not su@@#tlle features use DCF, whose
parameters are the same as those ofB¥cexcept AIFS (DCF and ABE use 2 and 3 as AIFSN, respec-
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tively), for any type of traffic, and the 802.11e wirelessdsaalso use A@BE for any traffic by default
unless applications specify the traffic type. Thus, the saxperiments was also performed using BE
for TCP traffic, and Fig. 5.21 shows the results. The total T@Bughput and the delay of VoIP traffic
was the same as in the ABK case.

Fig. 5.22 shows the results with VBR VoIP traffic. As in the CB&se, the capacity decreased by
only two calls. However, we can notice that the throughpuhef TCP traffic is much smaller than that
in the CBR case. This is because of the higher retry rate of WBfic (refer to Fig. 5.7) and the larger
number of VoIP sources.

Moreover, it was found that the number of TCP sources doesffextt the QoS for VoIP traffic
in both CBR and VBR VolIP traffic. This is because all TCP pasletluding TCP ACKs use one queue
with AC_BK at the AP, regardless of the number of TCP flows. For thisaeathe total TCP throughput
was the same regardless of the number of TCP flows. The totalghput in Figs. 5.20 to 5.22 show the
average TCP throughput of the three cases.

From the experimental results, we can conclude that QoSabfiree traffic like VoIP traffic can
be guaranteed well using IEEE 802.11e standard.

5.6.3 Impact of each 802.11e parameter

In Section 5.6.1, we saw that using AZ and AC VI for VoIP traffic does not increase the capacity due
to the TXOP problem. Then, what if we disable the TXOP in_¥O? Also, in Section 5.6.2, we saw
that the impact of TCP traffic using ABE on VoIP traffic is the same as that using 8K. It could
mean that QoS for VoIP traffic can be protected against TCfctianly by assigning different TXOP
values, because the difference between the two ACs is oely &IFSN values (ACBE uses 3, and
AC_BK uses 7). In order to investigate the problems, the imphetoh 802.11e parameter was identified
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Table 5.3: Experimental configuration

Traffic VoIP traffic TCP traffic Effective
Params | CWmin/CWmax| AIFS [ TXOP || CWmin/CWmax| AIFS | TXOP | parameter
Config 1 7115 2 0 31/1024 2 0 CW
Config 2 7115 2 0 7115 7 0 AIFS
Config 3 7115 2 0 31/1024 7 0 CW + AIFS
Config 4 7115 2 3264 31/1024 2 0 TXOP

via additional experiments. The delay of VoIP traffic (64kbhd 20 ms packetization interval) and TCP
traffic throughput were measured by setting different valioeeach parameter in each experiment (Table.
5.3), and Fig. 5.23 and Fig. 5.24 show the results.

We can see that the capacity decreases from 15 calls to K3vdadin VoIP traffic is prioritized
with only either CW or AIFS (Fig. 5.23(a) and Fig. 5.23(b)hdawhen both are applied, the capacity
still decreases to 14 calls (Fig. 5.23(c)); the delays wittcalls in Figs. 5.23(a) and 5.23(b) are below
60 ms, but the packet loss rate is about 5% according to Fige(d and 5.24(b), which does not meet
the requirements of the QoS for VoIP traffic explained in ®&c5.5.8. In the same way, while the delay
with 15 calls in Fig. 5.23(c) is under 60 ms, we can see thap#uofet loss rate is not acceptable from Fig.
5.24(c). However, prioritizing VOIP traffic using TXOP onéan protect the QoS of VolIP traffic against
TCP traffic, keeping the capacity to 15 calls, even thoughddlay slightly increases (Fig. 5.23(d)).
Instead, the throughput of TCP traffic decreased; with 13°\&murces, TCP throughput decreased from
1.2 Mb/s in other three cases to 0.8 Mb/s by 0.4 Mb/s. Howetertotal throughput decreases by only
0.3 Mb/s according to Fig. 5.24. This is because the downlinbughput of VoIP traffic using TXOP only
is slightly bigger than other cases due to the lower paclestilate.

5.7 Related work

Hole et al. [22] provides an analytical upper bound on theacdyp for VoIP applications in IEEE 802.11b
networks, evaluating a wide range of scenarios includitfigréint delay constraints, channel conditions
and voice encoding schemes using analysis, assuming onliptly preamble. The capacity of 64 kb/s
CBR VolIP traffic with the low bit error rate was the same as nyyegimental results.

Veeraraghavan et al. [83] analyzed the capacity of a systamuses PCF, where clients can
transmit data frames only when they are polled by the AP, BR@nd VBR voice traffic, using Brady’s
model [6] for VBR voice traffic. In their analysis, they usezlves of 75 ms and 90 ms as the CFP interval,
which causes a delay that is not acceptable for VoIP traffi@ dapacity for VoIP traffic with a 90 ms CFP
interval was 26 voice calls, but the maximum delay was 303 ms.

Chen et al. [9] evaluated the capacity of VoIP traffic, viasliations with IEEE 802.11e Enhanced
DCF (EDCF) and Enhanced PCF (EPCF), which are called EDCAHMDGA in the 802.11e standard.
They used G.711, G.729 and G.723.1 as voice codecs and ats€iBfetraffic. IEEE 802.11e provides
low end-to-end delay for voice packets even if mixed withtledfort traffic.

In [18] and [41], the capacity for VoIP traffic was measuregerimentally. However, most of
those factors mentioned in the previous section were n@ntékto account, and no comparison with
simulation results was provided.

Sachin et. al. [18] experimentally measured the capacityddP traffic with a 10 ms packetiza-
tion interval and the effect of VoIP traffic on UDP data traffic802.11b. They found that the capacity of
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such VolP traffic is six calls and the effective availabledaiuth is reduced by ongoing VoIP connections.

Anjum et. al. [41] also measured the capacity and the pedioga of their new scheme, Backoff
Control and Priority Queuing (BC-PQ) experimentally. Heee in order to determine the capacity for
\oIP traffic, they used the packet loss rate, which depends®metwork buffer size of the AP in DCF,
unless the wireless link is unreliable, as shown in SectiérB5 They found that the capacity with 20 ms
packetization interval is 10 calls, which differs from oesults. We believe that the difference is due to
the effect of the Auto Rate Fallback (ARF) and preamble dipé¢ such parameters are not mentioned in
the paper.

5.8 Conclusion

In this chapter, the capacity for VoIP traffic was measurededperiments with actual wireless clients
in the ORBIT test-bed, and compared it with the theoretieglacity and simulation results. Also, some
factors were identified that are commonly ignored in simarfet and experiments but affect the capacity
significantly, and the effect was analyzed in detail withiiddal experiments and simulations.

Also, it was confirmed that after considering all those fesstave can achieve the same capacity
among simulation, experiments, and theoretical analys&jlting in 15 calls for CBR and 38 calls for
VBR \oIP traffic.

The capacity with the 802.11e standard was measured imgjuke effect of TCP traffic on VolP
traffic. From the experiments, it was found that when using, 80e, the QoS for VolP traffic is protected
well, but the capacity is not improved even with a few milisads of TXOP due to significantly increased
retransmissions during TXOP.

Even though the effect of those factors on the VoIP capac#y analyzed in this study, those
factors affect any experiment and simulation with 802.11 WIsAand this study can be utilized in their
analysis and comparison.
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Chapter 6

Improving VolP Capacity in PCF:
Dynamic PCF

6.1 Introduction

This chapter introduces a new media access schemes basétFaffP&int Coordination Function), Dy-
namic PCF (DPCF). It improves the capacity for VBR VoIP tialy up to 30% by minimizing the unnec-
essary polling and Null Function frames. Also, it has a giyomechanism for VoIP traffic and protects
the QoS of VoIP traffic against background traffic like TCHftcaachieving higher TCP throughput than
that of EDCA.

6.2 Problems of using PCF for VBR VoIP traffic

In this section, the problems of using PCF for VBR VoIP trafiie identified. As we have reviewed
the PCF MAC protocol in Chapter 1, PCF does not suffer fromaverhead of collisions and backoff.
However, instead, the polling frames can waste some amdurmaralwidth in the following situations
described in the section below.

6.2.1 Polling during silence period

In full duplex traffic like CBR VolIP traffic, poll bits can be @éfluded in downlink data packets from the
AP, and polling does not waste any bandwidth. However, ihdwgblex traffic like VBR VoIP traffic, the
AP needs to send CF-Poll frames for clients to sent data packed if clients are polled when they do
not have any data packet to send, they need to send Null fumittimes, and those frames as well as the
unnecessary poll frames waste the bandwidth.

We can compute the bandwidth wasted from the unnecessals/ gad Null Function frames
using the speech model introduced in Section 5.2.2. In théeineilence period is about 60% of the total
conversation time, and on average 60% of 50 polls, that id@ every second are wasted per client
assuming that clients are polled every packetizationvaterConsidering that a CF-Poll frame and Null
function frame is composed of MAC header and the PLCP headecan easily compute the air time of
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those packets assuming 11 Mb/s data rate: 1 MAC frame = 241824 = 216.73:s. Thus, the total air
time taken from unnecessary polls and Null Function frara$6.73 x 2 x 30 = 13 ms every second per
client, which is 143 kb/s (13 mg 11 Mb/s) per client. Thus, if the capacity for such VBR VoIEBftic is
30 calls, the total waste of bandwidth is about 4.3 Mb/s. DB@es the problem using a dynamic polling
list, which will be explained in Section 6.3.1.

6.2.2 Synchronization between polls and data

Polls during talking periods can be wasted if the polls aresymchronized with the data frames. As
shown in Fig. 6.1(a), if a poll frame arrives before data phdk generated, a null frame is sent from the
client, and a pair of a CF-Poll and Null frame just waste thedvédth. If the packet is sent during the
contention period (CP), the next poll is wasted again. Eyediyt most of the CF-Polls are wasted and most
of the packets are sent during the CP. This is a synchroaizptioblem between CF-Polls and data. If this
synchronization problem happens in many nodes, the cootefinee period (CFP) decreases, CP increases
so that the more packets can be sent during CP, and the vityolgsis repeated, as depicted in Fig. 6.1(b).
It was also confirmed via simulations that polls and data@eguently not synchronized, and only a small
portion of VoIP packets are sent during CFP. DPCF solvesitbielgm by limiting transmissions of VolP
packets in CP, which will be explained in Section 6.3.2.

6.2.3 Multiple packetization intervals

In PCF, the CFP interval should be no longer than the packéiiz interval to deliver packets without
delay. However, VoIP clients can use different packetiratntervals ranging from 10 to 50 ms. When
more than one packetization interval is used in a wirelessork, the choice of the CFP interval affects
the capacity and quality of VoIP traffic. For example, we assthat client A and B use 10 ms and 20 ms
as their packetization intervals, respectively. In thissgavhen 10 ms is used as the CFP interval, the client
B is polled twice per packetization interval, and a pair of il and Null Function frame for the client B
wastes bandwidth every 20 ms. When 20 ms is used as the CFRalntee client A generates 2 packets,
but only one packet can be sent during a CFP interval (20 msgst is polled only once during a CFP
interval. The other packet will be sent in CP or in the next @RErval, which causes significant delay, in
particular, if such delay is accumulated. DPCF solves tbblpm using thenore databit, as we will see

in the next section.

6.3 Dynamic Point Coordination Function (DPCF)

In this section, we will see how DPCF can solve the problenf3@F mentioned above.

6.3.1 DPCF at the AP: Dynamic Polling List

In order to minimize the waste of bandwidth from unnecesgpaltis during silence periods, the AP man-
ages a dynamic polling list in DPCF. The dynamic polling it list of the active nodes only, that is,
nodes generating VoIP packets. When a node stops talkingptteis removed from the list, and when it
starts to talk, it is added back to the polling list.

1Long preamble is used.
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Removing a client from the Polling List

When a client stops talking, it sends a Null function frame ésponse to CF-Polls, and therefore, it
needs to be removed from the polling list. However, congigesynchronization problem and overhead
of putting the node back to the list, the client is removedratie AP receivesconsecutive Null function
frames from the client. Generally, once a node is removat fiee list, it takes at least two CFP intervals
to get a CF-Poll again. Thus, the minimum interval between &#-Polls is three CFP intervals when
a client is removed and added back to the list. Thereforenwie silence period is less than three CFP
intervals, it is better to keep the node in the list, and thlisge is used akvalue in DPCF. It was also
confirmed via simulations that three is the optirhaehlue.

Adding a node to the Polling List

When the client that was removed from the polling list stastgénerate VoIP packets again, the node
needs to be inserted to the polling list as soon as possibleoid delay. One possible approach for adding
a node to the polling list is to use statistical propertie¥aP traffic. If we can estimate the duration of
the next silence period precisely, the client can be addedi@ polling list before it starts to send voice
packets. Ziouva et al. [94] proposed a scheme where a nodbecadded into the polling list aftdr
CFP intervals, with 1 and 2 dsvalues. Thus, the statistical approach is tested usingTIRB9 [30] for
statistical parameters and 500 ms as threshold value fimgdchode to the polling list. That is, the client
is added to the polling list 1.5 s after it is removed, sinaeakierage silence period is 1.5s in ITU-T P.59.
However, because the silence period was exponentiallsitdigéd, clients were added either too early or
too late, and the bandwidth were wasted with CF-Polls and Raimes or many VoIP frames were sent
during CP.

Therefore, in DPCF, when a client starts to generate VolRgdacit sends the first VoIP packet
during CP. When the AP receives the VoIP packet sent duringt @&ls the client to the polling list, and
the client is polled starting from the next CFP. The only peab with this method is that if CP is very
congested, the first packet of a talk-spurt can be delayéldiwmnext CP. However, even if the first packet
is delayed, the delay is not accumulated because dfittre Datafield; the client will set the field when
there are more than one VoIP packet to send, and the AP pelksatine client again when the field is set.
TheMore Datafield will be explained in detail in the next section.

6.3.2 DPCF at client side

First, clients need to send a VolP packet during CP to betedén the polling list, as in the standard
PCF. After the client is added to the polling list and receigeCF-Poll from the AP, the client can transmit
a VolP packet during CFP. At this time, it can set tfiere Datafield if there are more than one VolP
packets to send, so that it can be polled again and transeniethaining VoIP packets. Thdore Data
field is a bitin the 802.11 Frame Control field and is definethalEEE 802.11 standard. It is mainly used
in power-save mode to indicate that at least one additioni#ited MAC Service Data Unit (MSDU) is
present at the AP for the same client. Also, fhere Datafield solves the third problem in PCF, explained
in Section 6.2.3. In DPCF, when more than one packetizatitarval is used, the AP uses the largest
packetization interval as the CFP interval. The client veithaller packetization interval generally will
have two packets a CFP and it just needs to transmit two papleetCFP usind/lore Datafield. Even
though half of the packets from the client will be delayed gy packetization interval, it is not a problem



because such delay is neither accumulated nor larger tleapaitketization interval. Fig. 6.4 shows an
example of packet transfer of 10 ms packetization interedP\fraffic using 20 ms CFP interval in DPCF.

If a VoIP packet is generated after a poll arrives, then thek@ianeeds to be sent during CP.
However, DPCF allows clients to send the packet during CR ibtthey have more than one packet in the
outgoing queue. This is to avoid the vicious cycle of asyaohus polling, mentioned in Section 6.2.2.
By preventing clients sending the last VoIP packet in theuguguring CP, the packet will be sent during
CFP when the client is polled. In this way, the poll is not wedstand thus CFP duration will not shrink.
Even though the packet can be delayed slightly, but the delagnaller than the CFP interval and is not

accumulated.

Application Layer

MAC Layer

Figure 6.4: Packet transfer in DPCF mode with 20 ms CFP iaterv
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6.3.3 Differentiation of traffic types

HCCA has been proposed in the IEEE 802.11e standard [26ptegirthe QoS for real time traffic like
voice and video traffic against other type of traffic. DPCFampletely compatible with the standard and
works on top of the HCCA. However, DPCF itself also providesay to protect the QoS for VolIP traffic
against background traffic by differentiating traffic.

In DPCF, clients transmit VoIP packets during CFP, and aRdf @ey have more than one packets
to send. However, best effort traffic packets must be segtdwring CP. This offers higher priority to VolP
packets and reduces the delay due to background traffic. @ifigrmance of this method will be evaluated
in Section 6.5.2.

6.4 Simulations

In order to evaluate the capacity of VoIP traffic, DPCF waslengented in the QualNet simulator [64].
The same network topology and similar network parameteris &ection 5.3 were used. Also, long
preamble and 11 Mb/s ACK rate were used in the simulationthegsare default values in the simulator.

6.5 Results and analysis

6.5.1 Capacity of VoIP traffic

Figs. 6.5 show the average of the 90th percentile of the erahtl delay of VBR voice packets against
the number of wireless VoIP clients in DCF, PCF, and DPCF foit eate of 11 Mb/s. We can see that the
capacity for VolP traffic is 28, 30, 37 calls in DCF, PCF, andd@¥Prespectively.

DPCF improves the capacity from 30 calls (PCF) to 37 calls@2This is because while PCF
wastes bandwidth from unnecessary CF-Polls and Null fandtiames, DPCF minimizes the number of
unnecessary CF-Polls and Null function frames. Fig. 6.6shine hnumber of polls and Null function
frames in PCF and DPCF with 30 VBR VoIP clients. As we can daenumber of polls decreased to
a half in DPCF, and the number of Null function frames deada® 10%. In the experiment, DPCF
eliminated 98,500 unnecessary frames during 130 secomdation time, and it corresponds to 56,000
VoIP frames, which is 430 frames per second. Considering that a VolRyealérate 40 packets on average
every second with 0.4 activity ratio according to our motiet,improvement gain corresponds to about 10
VBR calls, even though actual improvement was 7 calls becadditional VoIP calls also increases polls
and Null function frames slightly.

6.5.2 Capacity of VoIP with data traffic

The performance of DPCF was evaluated with data traffic, hami€P connection that runs at the max-
imum sustainable rate, to see how much VoIP and data intewigh each other in terms of throughput.
DCF, PCF, and DPCF were tested with 28 VoIP clients, whiclhésdapacity of VoIP traffic with DCF
using the long preamble, and 1 to 3 clients exchanging dafiféctr

Figs. 6.7 show the 90th percentile of the end-to-end delaypike packets and data throughput.
We can see that while the end-to-end delay of voice packdCiR and PCF increases dramatically, the
delay in DPCF remains low, as the number of data sessionsages. Furthermore, the figures show that

2We convert the number of frames to the total air time of the framwed the air time is converted to VoIP frames
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Figure 6.6: Number of polls and Null function frames in PCH &PCF with 30 VBR VoIP clients

the data throughput is larger in DPCF than those in DCF and B@fata throughput is 1.5 Mb/s in DPCF
with 3 data traffic, while it is about 600 kb/s in DCF and PCF.apPtries to put voice packets into CFP
as much as possible in order to reduce the total number ofdllE-&hd Null function frames. This also
reduces the number of voice packets in CP, allowing oth#fdiuch as data to be transmitted during CP
without increasing the end-to-end delay of voice packets.

6.6 Comparison with IEEE 802.11e

While DPCF can be combined with HCCA to give the higher opputjuto VoIP traffic, DPCF also
supports such a differentiation mechanism by itself, asaéxed in Section 6.3.3; DPCF allows only VolP
packets to be sent in CFP while best effort traffic must be @elgtduring CP. In this section, we compare
the performance of DPCF and EDCA in IEEE 802.11e.

Basically, EDCA does not improve the VoIP capacity becatgssi gives higher priority to VolP
traffic by using smaller CW, AIFS, and the larger TXOP, as showSection 5.6.1 of Chapter 5. Therefore,
in terms of the capacity with VoIP traffic only, the perforncarof DPCF is better than that of EDCA.

Also, the TCP throughput of DPCF was higher than that in EDTle performance of EDCA
with TCP traffic was evaluated in NS-2 [48] with TKN EDCA modyB8] using the same parameters in
simulations of DPCF, using 26 VoIP calls because the capatiDCF and EDCA was 26 calls in NS-2,
and Fig. 6.8 shows the result. We can see that the delay rerfwminregardless of TCP traffic also in
EDCA. However, the TCP throughput is much lower than that BIGB with 28 VoIP cald and TCP
traffic (Fig. 6.7(c)); the TCP throughput in DPCF is 1500 kiw'sl that in EDCA is only 500 kb/s. It was
also confirmed via simulations that the capacity with TCRitrin DPCF is 35 calls, which is much larger
than that of EDCA, allowing the difference of the two simolat Therefore, we can conclude that DPCF
performs better than EDCA both in the VoIP capacity and thhqut of TCP traffic.

3| used 28 VolIP calls for comparison because the capacity of B@FualNet is 28 calls.
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6.7 Related work

Many papers including [75],[21], [92], [86], and [8] propms methods to improve the VoIP capacity in
DCF, and the followings are methods to improve PCF MAC protoc

Suzuki et al [76] proposed a multiple-polling-list schemenihich VoIP clients are listed in the
high-priority list. In their scheme, the PC (Point Coordira polls clients in the high-priority polling list
first. They used a two-state Markov on/off model for VolPfitafvith exponentially distributed talk-spurts
(1 s) and silence periods (1.5s). Their scheme can reduqeattiet loss probability of VoIP traffic from
5% to below 1% with 11 VoIP calls when VoIP and other trafficxiee However, they did not consider
reducing the number of Null function frames.

Yeh et. al.[91] evaluated their various polling schemes 6FFsuch as Round Robin, FIFO,
Priority, and Priority-ELF via simulations, and they eatied the advantages and disadvantages of each
scheme. But they tested only CBR \VoIP traffic. Chen et. al] Edlimated the capacity for VBR VolP
traffic with PCF via simulations, using various voice modeatts as Brady [6]. However, they they did not
identify the overhead of polling during silence periods.

The following papers tried to reduce the polling overheadBR VoIP traffic. Kospel et. al.
[42] evaluated the performance of DCF and PCF theoreticsigg a radio channel model. As a part of
this study, they also tried to improve the performance of BZEinimizing the unsuccessful polls. They
just assumed that nodes should be removed right after amgoessful poll. However, they did not realize
that polling can fail because of the synchronization probletween polling and data and did not identify
overhead of putting nodes back to the polling list, becaheg tlid not perform any simulation for the
scheme.

Kim et. al. [40] also proposed an adaptive polling schemeGi.FEach node notifies the AP of
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the empty queue when it sends the last packet in the queughar&P removes the node from the list.
However, unless the channel is heavily congested, the qgire®f each node is mostly one or zero, and
nodes will be removed too frequently even during talkinggus. They also use a talk-spurt detection
algorithm where the AP polls the nodes removed from the B#gimultiple time intervals, which are
determined by a theoretical analysis. Even though theyhesgrétical analysis to estimate the talk-spurt
starting time, it is difficult to predict it, as it is confirmeth simulations, and the bandwidth is wasted due
to the polls to check the restart of talk-spurt.

Ziouva et al. [94] presented a new polling scheme called C&yRBlic Shift and Station Removal)
for efficient support of VoIP over IEEE 802.11 networks, amgbioved the capacity by up to 18%. One
similarity with DPCF is the use of an “active polling list”. iy active nodes in the active polling list
are polled by the AP. However, there are many differencest,Rhe polling list management scheme is
different. In the CSSR polling scheme, a node is removed ftwrpolling list when the start of a silence
period is detected and it is added to the polling Aigiolling cycles after it is removed. In DPCF, a node
is removed when the AP detects three consecutive Null fonétames, and a node is added when the AP
gets a packet from the node during CP (Section 6.3.1). S&cdhd CSSR polling scheme uses a cyclic
shifting of the position of the nodes in the polling list, irder to guarantee a uniformly distributed packet
loss among the nodes. This packet loss occurs because if pasket is generated before the previous
packet has been transmitted, the older packet is discandin iCSSR polling scheme. In DPCF, when
a node has more than one packet in its queue, all the pendakgtsaare sent using the More Data field
without introducing any additional packet loss. This matkespolling list management scheme in DPCF
much simpler than that in CSSR, not requiring any cyclictghibcess. Also, the CSSR scheme does not
differentiate classes of traffic.

6.8 Conclusions

PCF wastes a lot of bandwidth from unnecessary polls andfiuttion frames in VBR VoIP traffic, and
DPCF minimizes the polling overhead by using efficient mamagnt of dynamic polling list, the more
date field, and synchronization between polls and data packe

DPCF was implemented using the QualNet simulator, and itc@asirmed that DPCF improves
the capacity of VoIP traffic by 30%, by decreasing the unreagspolls to a half and Null function frames
to 10%.

DPCF can be combined with 802.11e HCCA, but it has also a nmésinao give a higher priority
to VoIP traffic over background traffic. Simulations conficintat DPCF can protect the QoS of VolP
traffic against TCP traffic, achieving the higher TCP thrqugtand VoIP capacity than those of 802.11e
EDCA.
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Chapter 7

Improving VolP Capacity in DCF:
Adaptive Priority Control

7.1 Introduction

In current IEEE 802.11 wireless networks, as the number o Wows increases, the downlink delay
increases while the uplink delay stays very low, as we hage ge Chapter 5 (Fig. 7.1). The reason is
that while the AP needs to send more packets than each node gkxbts the AP and nodes the same
chance to send packets. In other words, the delay is unteddecause resources are distributed unfairly.
The unbalanced uplink and downlink delay decrease the VapRdty because both uplink and downlink
delays need to meet the requirement for QoS of VoIP trafficer@fore, to increase the VoIP capacity
and to reduce the impact of the temporary channel congestieruplink and downlink delay need to be
better balanced. In this chapter, | introduce Adaptive RyicControl (APC), which adaptively balances
the uplink and downlink delay while increasing the capafat\olIP traffic by roughly 25%.

Section 7.2 describes the algorithm of APC, Section 7.3yaealthe APC algorithm theoretically,
Section 7.4 shows the simulation results, Section 7.5 eégpthe implementation of APC and the experi-
mental results, Section 7.6 presents the experimentdtsagith IEEE 802.11e, and Section 7.7 describes
two methods to implement APC without modifying clients.

7.2 Adaptive Priority Control (APC)

The imbalance between uplink and downlink delay is causatdowynfair distribution of channel resources
in DCF, as mentioned in the introduction. The uplink and dawkndelay are dominated by the queuing
delay when the channel is very congested, consideringhibatansmission and propagation delay in IEEE
802.11 wireless networks are very small compared with tieiopg delay. Also, the queue size of the AP
is much larger than that of wireless clients with a large nends VoIP sources, because the AP receives
all packets to all the wireless clients. Thus, the queuirgydat the AP is also much bigger than those
of the wireless clients, which causes difference betwedinkupnd downlink delays. Therefore, the AP
needs to be given more chances to transmit frames; APC sesedhe priority of the AP relative to that
of the wireless clients adaptively according to wirelesargtel conditions and the uplink and downlink
traffic volume.
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Figure 7.1: The uplink and downlink delay of VoIP traffic in BC

7.2.1 Priority mechanisms at the MAC layer

Before we see how to set the optimal priority of the AP to bedatihe uplink and downlink delay, we will
see how to grant the priority to the AP at the MAC layer. In IE&®.11, there are three well-known
methods to control the priority of wireless nodes, nameadytml contention window, control interframe
space, and burst frames. All three methods are used in IERELB® to differentiate the priorities of
frames according to the Access Category (AC).

Control contention window (CW)

The first method controls contention window (CW) size. Thekb#dime of a frame is chosen randomly
between 0 and CW measured in slots. When nodes have a smaltiowsize, the backoff time decreases
and the transmission rate increases. However, this mettooeadses the collision rate as the window size
decreases [56], and that it is difficult to accurately cdnttne priority since the backoff time is chosen
randomly within the CW size. The increased collision ragm#icantly reduces throughput, as shown in
Section 7.4.2.

Control InterFrame Space (IFS)

The second method changes the Inter-Frame Spacing (IF&ndde with the smaller IFS has the higher
chance to gain access to the channel when two nodes are toyirapsmit frames simultaneously. How-
ever, we cannot accurately control the transmission ratgikis method because the backoff time is still
decided randomly, as in the first method.

Contention Free Transmission (CFT)

The last method transmits multiple frames contention freg,without backoff, when a node gets a chance
to transmit a frame. The IEEE 802.11e standard [26] propthégscalling it Contention Free Burst (CFB).
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However, in CFB the frames are sent contention free for a fa@dunt of time, called Transmission
Opportunity (TXOP). | propose a variant called CFT, where tlumber of frames to be sent contention
free changes in real time according to the dynamically cimngriority of the node.

APC uses CFT because it allows us to control the transmissi@nprecisely according to the
priority without collision overhead; every node includitige AP has the same chance to transmit frames
on average in IEEE 802.11 [23]. Thus, if the AP setiSames contention free when it gets a chance to
transmit a frame, then the AP has exad#lyimes higher priority than other wireless clients.

7.2.2 APC algorithm

To achieve the fairness between the downlink (the AP) anidkiflvireless clients) in a BSS, when uplink
and downlink have the same amount of traffic, the AP needs &bleto send the same number of packets
as the total number of packets that all wireless clients sétidn a given interval. Then, intuitively, the
AP needs to send/ frames whileN wireless clients transmit one frame each. | call this 'senptive
priority control (sSAPC)’ because it is adaptive to the chamgthe number of the active wireless clients
only. In VoIP traffic, when the same packetization intergalised for all VoIP traffic in a BSS, the uplink
and downlink traffic volumes are symmetric, with large numbiVolP sources, and thus sAPC would
balance the uplink and downlink delay in the case. Howevieemmore than one packetization interval or
codec is used for VoIP traffic in a BSS, the traffic volume oftpénk and downlink becomes asymmetric:
even when the number of active wireless nodes and wired nadethe same, the number of packets
from the wireless nodes and the wired nodes depends on tlketation intervals of the active nodes.
For example, when 10 wired nodes with 10 ms packetizaticeniat and 10 wireless nodes with 20 ms
packetization interval are talking at the same 64 kb/s vbiteate, the volume of the downlink traffic from
wired nodes is larger than the uplink traffic volume becatdskeoverhead to transmit a VoIP packet such
as MAC/PHY headers. In such a case, we need to consider ffie Waume of uplink and downlink in
deciding the priority of the AP.

In order to consider such traffic volume changes, APC usestigeof the number of packets in
the queue (queue size) of the AP and an average queue sizevire#dss clients as the priority of the AP
(P) when the queue of wireless clients is not empty, and the eurobactive wireless clients when the
gueue of clients is empty. That iB,is calculated as follows:

o {(%“:1 if Qo > 1 -
N, if Qc <1

where,Q 4 p is the queue size of the AB)¢ is the average queue size of the wireless clients, and
N, is the number of active wired nodes.

For instance (Fig. 7.2), if four wireless clients, from C1Q4d, have two packets in each queue,
and the AP has six packets in its queue, then the average gimuef the wireless client€):) is 2,
and the priority of the AP@ 4p) becomes 3 (=6/2). Thus, in APC, the AP sends three framdsmion
free when it acquires a chance to transmit a frame. If we asghat every node gets the same chance
to transmit frames, then the average number of packets iqubae of the wireless clients and the one
of the AP become one and three, respectively, and both of Hemome zero after the next transmission.
Therefore, transmittin@ 4 p/Q  packets contention free results in the same packet procgisie in the
AP and wireless clients, which means that the AP and wiralksists have the same queuing delay. This
is proved for the general case in the next section.
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Figure 7.2: Packet transmission in APC

Using this metric, the priority of the AP changes adaptiwehen the traffic volume of the uplink
and downlink changes. When the amount of traffic to the AP ames, the queue size of the AP increases
and the priority also increases to balance the downlinkydeith the uplink delay. When the queue size
of the clients increases, the priority of the AP decreases.

Instead of using the number of packets, we could also usedbleepsize to compute the ratio
between the uplink and downlink traffic volume. However, dar application, the overhead to transmit a
voice packet is very large compared to the small voice data $i was already shown in Chapter 5 that the
voice data takes up only 18% of the total VoIP frame size in D€Was also confirmed via simulations
that using the number of packets queued performs betteutiag the packet size.

7.3 Theoretical analysis

In this section, it is proven that the APC algorithm (Eqn.) halances the uplink and downlink delay.
The symbols used in the analysis are defined as follows:

AQ ap = Change of the number of packets in the queue of the AP foranslec

Qap = Number of packets in the queue of the AP

Q¢ = Average number of packets in the queue of all wireless tdien

D 4 p = Queuing delay of the AP (second)

D¢ = Queuing delay of a client

N, = Number of active (talking) wired nodes

x 4p = Transmission overhead (backoff, deferral, and retryhatAP (second)

I = Packetization interval (second)

T, = Transmission time of one VoIP frame including ACK

A = Packet arrival rate

1 = Packet transmission rate

P = Priority of the AP to balance the uplink and downlink delay



93

The dominant component of delay is the queuing delay coriagi¢hat the transmission delay and the
transmission overhead are very small. Furthermore, thermésion delay is the same in the AP and wire-
less clients assuming that they use the same transmisseTae transmission overhead, which includes
backoff, deferral and retransmissions, is also similarttier AP and wireless clients, while the queuing
delay of the AP is much larger than those of the wireless tdiefherefore, balancing the queuing delay
of the AP and wireless clients results in the balanced ugimit downlink delay. Thus, it is shown that
APC balances the queuing delay of the AP and wireless clients

We can compute the queuing delay by multiplying the transimistime by the queue size ac-
cording to Little’s law QOsystem = Qsystem/Isystem). Then, we can compute the queuing delay of the
AP (D 4p) and the clientsD) as follows:

1

Dap=Qap - ——
HAP

1
Dc=Qc-—
Hc

We consider the priority of the APH) in two cases: When the queue size of clients is greater than
or equalto 1 Q¢ > 1) and when the queue size of clients is less tha@@d & 1).

7.3.1 Non-empty client queues@- > 1)

When all wireless nodes including the AP have packets toinansvery wireless node as well as the AP
has the same chance to transmit packets due to the fairn€&MA/CA on average, thatig,ap = pc in
DCF. Then, in APCuap = P - uc because the AP transmifspackets when it gets a chance to transmit
packets while each client transmits only one packet. Thug; can be rewritten as:

1

Dap=Qap
P LA S

Then, we can get the optim&l value for balancing the delay of wireless clients and the s\RoHows:

Dap = D¢
1 1
Qap - iz =Qc-—
e 2%e]
Then,
P— %.
Qc

7.3.2 Empty client queues)c =0

The queue size of wireless clients decreases when the tissiemrate of clients at the MAC layer is
bigger than the packet generation rate at the applicatyer,lthat isuc > 1/I, which is always satisfied
if Qo = 0. In order to bring the queuing delay of the AP down to zero ctienge of the queue size of the
AP needs to be less than or equal to zek@)(, p < 0). In order to get the priority value of the AR}
that satisfies it, we derive the equation fvé€) 4 p .

The change of the number of packets in the queue of thed®4p) is the packet arrival rate to
the AP minus the packet transmission rate from the AP:

AQap = Aap — pap
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When the AP sendB packets contention free, the transmission time of a pasketir + T, - P)/P, and
transmission rate{4 p) becomesP/(zap + Ty, - P). Then,AQ 4 p is rewritten as follows:

N, P

A = 7.2
Qar =~ cr TP (7.2)
Here, forAQ 4p < 0,

N, P
R 7.3
I — xap+T,-P (7:3)

Ne-xap

P> " 7.4
e (7.4)

According to Egn. 7.4P value is proportional to the transmission overhead of theadBhown
in Fig. 7.3; the longer the AP takes time to get access to m#uianore packets the AP needs to transmit
contention free.

Here, the transmission time of the AP should not exceed thié packetization interval because
the wireless clients need to send at least a packet withiglkegiaation interval to keep their queues empty.
That is,

zap+T, - P<I (7.5)
Then,
I —z4p
P < — 7.6
< (7.6)

Eqns 7.4 and 7.6 are plotted in Fig. 7.3 with = 560 #s?!, N, = 15 andI = 20mss, and the shaded
region represents the one that satisfies Eqn. 7.4 and EqnAdct6érding to the two graphs in Fig. 7.3, we
can see thaP should be less than or equalAg. We can also get the same result when we combine Egn.

7.2 and Egn. 7.5:
Ne P - P

Til‘AP-FTv-P_T

1The T, value is calculated with 160B (20 ms packetization interval &.711 codec) payload in 11 Mb/s transmission rate
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P<N.,

Therefore, the optimaP value that satisfies the two equations in any possihlg value isN..

7.4 Simulation results

In order to evaluate the performance of APC, APC and sAPC igsiemented in the QualNet simulator
[64], and the uplink and downlink delay were measured withoues packetization intervals. The simula-
tion parameters were those used in Section 6.4, that is,rarrgit-to-wireless network topology in IEEE
802.11b with 64 kb/s VBR VoIP traffic.

7.4.1 Evaluation of APC
VolP traffic using single packetization interval

The graphs in Fig. 7.4 show the simulation results for a 20 ecketization interval and 64 kb/s VolP
traffic. Both the 90th percentile and average value of updiné downlink delay were plotted because the
90th percentile value is a good measure of the capacity &o¥thP traffic, and the average value is used
to check the balance of the uplink and downlink delay. Actaydo graphs, even though APC performs
slightly better, both sAPC and APC balance the uplink andrdiok delay effectively when all VolP
sources use the same packetization interval. If we compasetwith the results for DCF (Fig. 7.1), we
can see that APC improves not only the balance between ugptididownlink delay, but also the capacity
for the VoIP traffic by 25%, from 28 calls to 35 calls.

VolP traffic with mixed packetization intervals

Figs. 7.5 show the simulation results when half the noded.Qses and the other half use 20 ms as their
packetization intervals. We can see that the uplink and diolwlelay are unbalanced in sAPC as the
number of VoIP sources increases, while the two componeatstél balanced in APC. This is because
when more than one packetization interval is used, thedradfiume of uplink and downlink diverge, and
APC changes the priority of the AP adaptively to the changtefuplink and downlink traffic volume,
while sAPC adapts only to the change of the number of activel@ss nodes.

VoIP traffic with larger packetization intervals

In order to verify the performance across a variety of paiethe performance of APC was evaluated
with other packetization intervals, because its impact o 3 larger than that of the packet size change.
Fig. 7.6 shows the simulation results for APC using VolPfizdiaving only 40 ms packetization inter-
val, and Fig. 7.7 shows the simulation results for VoIP tcafjually divided between 20 ms and 40 ms
packetization intervals. The two figures illustrate thaiG\Rorks for various types of VolIP traffic.

Instant delay of VoIP traffic in APC

In order to see how the uplink and downlink delays change amaetibn of simulation time, the two
components were plotted throughout the simulation timd, Fig. 7.8 shows a sample simulation result
with 36 VBR VoIP sources (64 kb/s and 20 ms packetizatiormiratg. We can see that uplink and downlink
delay are balanced throughout the whole simulation.
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7.4.2 Comparison with CW control method

Section 7.2.1 mentioned that many papers change CW to toh&@riority or the transmission rate of
the traffic, but it has the overhead that the collision ratedases. In order to verify it, the approach was
implemented and the performance was measured.

Fig. 7.9 shows the results of using CW to control the transimisrate. The priority of the AP
was calculated using the same algorithm as for APC (Eqgn.n7Section 7.2), and the priority?) was
converted to the transmission of the AP as follows.

CW = maX(CW]\/“'N/P, 1),

whereP > 1fromEqn. 7.11 < CW < CWysrn, and theCWy,; x is the minimum contention window
size defined in IEEE 802.11. When the priority of the AP is vaghi{P > CWj,;n), CW decreases to 1,
and the AP transmits packets almost without backoff. Whermptlwity is 1, the CW becomeSWy,rn,
and the AP has the same transmission rate as the wirelesssclids shown in Fig. 7.9, although the
balance improves somewhat compared with DCF, the uplirkydelmuch larger than the downlink delay,
which means that the AP is given too high a priority. The reaiscthat even if the CW of the AP is
changed td /P of CWy,x, the transmission rate of the AP is not exaddtimes because the backoff
time is chosen randomly within the CW size. Another probldrthis approach is the high retry rate, as
shown in Fig. 7.10. We can see that the retry rate of the AP ind@Wirol approach increases significantly
as the number of VoIP sources increases, while APC maintiansame retry rate as the number of VoIP
sources increases. This is because using a smaller CW witls wigeless nodes increases the collision
probability in DCF. The reason why the retry rate of the AP iRQis lower than that in DCF is that
contention free transmission of the AP decreases the pilipath packet collision.
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7.5 Implementation and experiments

The APC algorithm was implemented in a wireless card driver the performance was measured in the
ORBIT test-bed.

7.5.1 Implementation
Sending client queue size

To report the queue size of each client to the AP, the first tytesbof the frame body was used as the
gueue size field. In clients, the driver added the two byteth@fcurrent queue size at network layer to
the body when constructing the MAC layer packet, when theedrieceived the data packets from kernel.
The AP extracted the first two bytes in the body and used it topege theP value when it receives the
packets from the clients, and the rest of the body frame wattedernel.

Implementation of CFT

Ideally, the CFT needs to be implemented in wireless cardifara and the driver just need to be able to
set theP value, but CFT was emulated in the driver because we canndifyrtbe firmware.

Thus, to implement CFT, the CW and AIFS values were changecdenttie driver successfully
transmits a packet using the normal backoff proceduretstG®/,,; y andC'Wy, 4x Values to zero and
AIFSN value to 1 so that the following packets can be sentartitn free, and when the number of packets
sent contention free becomésvalue, it sets the CW and AIFS values back to the normal vali¥©P
in IEEE 802.11e can be used to emulate CFT, but it was not usealse the Atheros chipset does not
allow the driver to control the TXOP duration dynamically.

The problem of this implementation method is that the aagudrops slightly, because the
firmware takes time to notify the driver of the completion rismissions, which degrades the perfor-
mance of APC slightly, as we will see in the next section iradet

7.5.2 Experiments

Fig. 7.11 shows the experimental results for 64 kb/s CBR \fedRic. As we can see, regardless of the
problem mentioned above, the average uplink and downlitkydes well as 90th percentile ones are well
balanced until the number of VoIP calls reaches the capanityeasing the capacity from 15 calls to 17
calls.

As mentioned in the previous section, there is slight timjjagp between the completion of a
transmission and setting the new CW value. When the firmwaesves an ACK frame, it calls a function
to notify the completion of a transmission to the driver, dniger gives a command to change the CW size
to the firmware, and the firmware sends the next frame usingeieCW size. The gap varies depending
on the processing time of kernel and firmware, and the effsotdepends on the number of frames on the
firmware queue. Thus, to check the difference between thev@kies the driver computed and the values
the firmware actually applied at the MAC layer, the CFT valaethe driver and the number of packets
sent contention free were measured, and the frequency afRc€ibe two values were plotted. Fig. 7.12
shows the CFT values. The frequency shows the fraction d&f €&T. For example, when the fraction of
CFT value 17 is 8%, it means that 8% of the CFT used 17 as the @K€ ¥17 packets were transmitted
contention free). We can see a slight difference betweeR€Hvalues at the driver and the actual CFT,
which degrades the performance slightly. It was also fohatlthe difference determines the performance;
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when the difference was small, the two delays were more bathrand when it was large, the difference
of the two delays was also large. Therefore, we can infert®RC is implemented in the firmware, then
the difference would be eliminated, and the APC will balatheetwo delays more effectively.

Fig. 7.13 shows the experimental results with TCP trafficolder to give a higher priority to
VolIP traffic, TCP traffic used ABK as the 802.11e access category. We can see that the delayFof
traffic is not affected by TCP traffic, balancing uplink andwidink delay very well. Comparing with
experimental results of 802.11e EDCA in Section 5.6.2 (6ig0), the capacity of APC is larger than that
of EDCA, allowing also higher TCP throughput; the capacitff®@CA with AC_VO is 15 calls and the
TCP throughput with 15 VoIP calls in EDCA is 130 KB/s. Themefowe can conclude that APC performs
much better than EDCA in terms of both VoIP capacity and TGBuphput.

7.6 APC and IEEE 802.11e

As explained in Chapter 5, the IEEE 802.11e standard wa®peafto protect the QoS of real time services
like voice and video, and in the EDCA, which is an extensioD@f, the traffic is differentiated into four
access categories, by using different CW, AIFS, and TXOBResl In particular, TXOP works similarly
to CFT, and the nodes are allowed to transmit frames withowotention for the fixed TXOP duration; for
example, in ACVO (access category for voice traffic), 3026 of TXOP duration is granted.

APC works with IEEE 802.11e replacing the TXOP feature atARewith CFT, and the perfor-
mance of APC with 802.11e was measured via experiments. Fity$ show the experimental results. We
can see that both uplink and downlink are still balanced thinumber of VoIP calls reaches the capacity,
and the capacity is also improved to 18 calls. The additioaphcity improvement comes from the packet
transmission during TXOP at the clients, which eliminatestiackoff and reduces the collisions, and thus
it also allocates more bandwidth to the AP. Table 7.1 showdrdction of packets sent using CFT at the
AP and during TXOP at clients. We can see that 10% and 17% gqietbieets are transmitted during TXOP
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Figure 7.14: Delay and retry rate as a function of the numb®blP sources in IEEE 802.11e
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Table 7.1: Packet transmission in APC with 802.11e
MAC protocols APC APC+AC. VO

Number of VoIP sources 17 calls| 17 calls | 18 calls
Fraction of packets sent 37% 41% 48%

using CFT at the AP
Fraction of packets sent 0 10% 27%
during TXOP at clients

at clients, with 17 calls and 18 calls, respectively, andthiie fraction of packets sent using CFT at the
AP also increased from 37% to 41% with 17 calls.

Also, we can see from Fig. 7.14(b) that CFT in APC does notiase the retry rate while using
TXOP in IEEE 802.11e increase the retry rate significantlwashave seen in Chapter 5. The downlink
retry rate is only 14% with 17 VoIP calls, which is less thare#f bf the downlink retry rate with AGVO
(30%). This is because the CFT mechanism in APC allows thelegis card firmware of the AP to detect
any transmission during CFT, by using 1 slot time + SIFS al=i8 and thus it prevents collisions when
clients transmit frames during CFT of the AP. This is also wHy capacity with APC AQ/O is larger
than that of 802.11e AG/O.

7.7 APC without knowledge of the client queue size

In order to use the ratio of the queue size of the AP and a disrihe priority value of the AP, the AP
needs to know the queue size of all wireless clients as wélsamsvn queue size. In the simulations and
experiments, this was implemented by inserting the quezeeci each client to the body frame of each
VolP packet. However, this method requires changes not iontile AP but also in the clients. Even
though it can be implemented only with modifying the wiraleard drivers of clients, it would make APC
more practically deployable if APC requires changes onthatAP. Therefore, this section proposes two
approaches to avoid changing clients.

7.7.1 Estimating the queue size of the client

One way to implement APC without changing the client is taneate the queue size of the clients. The
gueue size of the clients is the number of packets genenatibe iapplication layer minus the number of
packets sent to the AP. The AP can compute the number of zasf®t to itself. Also, it can calculate the
number of the packets generated at the wireless clientkifatvs the number of active wireless clients,
by dividing it by the packetization interval, and the numbérmctive wireless clients can be estimated
by checking the received packets from wireless clients;ef@mple, if 10 wireless clients are sending
VoIP packets with 0.02 s packetization interval, 500 (=102) packets are generated from all wireless
clients every second. Therefore, the equation to estirhatavterage queue size of wireless clients can be
summarized as follows:

Y (B~ Ry)
Qi = Qi1+ %7

whereQ); is the estimated average queue size of wireless clierits aampling timeV; is the number of
active wireless clients a@th sampling timet, is sampling interval in milliseconds, is the packetization
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interval of the wireless clientsin milliseconds, and?; is the number of packets the AP received from the
wireless clientj.

This algorithm was implemented and integrated into APC. Fi@5 shows the simulation results
of APC with the estimated queue size. Comparing this with Figd(b), we can see that there is no
difference in the performance between two results, thuéirooimg that the estimated queue size can be
used instead of the actual queue size of wireless clientapteiment APC.

7.7.2 Controlling the downlink delay with PID control

The main goal of the PID control approach is not the fair resedistribution between uplink and down-
link, but maximizing the usage of CFT at the AP until the dawkidelay meets the QoS requirement. As
we have seen, using CFT decreases the waste of bandwidtt&ckoffs and collisions, and thus the more
we use CFT, the more we can increase the utilization. Themolglem is that the uplink delay increases
because uplink transmissions needs to be deferred unflRfeCFT finishes. This is the exactly opposite
results of the case in DCF. As in the case of DCF, it is not deérthat only either uplink or downlink
delay is very low and the other is very high. Thus, we need ¢otiie CFT only until the downlink delay
satisfies the condition for QoS, which is 60 ms as we have se@hapter 5. In this case, the downlink
delay keeps 60 ms, and the capacity is determined by thekugélay. Even though uplink delay and
downlink delay are not always balanced, at least when thebeuwf VoIP calls reaches the capacity, the
downlink and delay will be balanced.

In order to control the downlink delay to 60 ms, PID (Propmmtl, Integral, and Derivative) con-
trol method [16], which is the most general control methodswsed.P reacts to the current errdd
reacts to the change of errors, anckeflects the summation of the past errors. GenerBlighanges the
output proportionally to the current errdd, quickly moves the output to the target, ahdhanges the
output slowly eliminating the oscillations from other texfii6]. Since the downlink delay is already very
sensitive to the transmission rate, we do not lugerm in APC, and because lower delay than the target
value does not hurt the system, we seerm only when the delay exceeds the target delayerm is
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Figure 7.17: PID controller in APC

used to decrease the transmission rate slowly and conpi@disely. Fig. 7.16 shows the effect®fand
D terms.

Figs. 7.17 show the diagram for the general PID controller tve PD controller used in APC.
The sensor measures the queue size of the AP, and the queuis ®inverted to an estimated delay using
a QP method, which will be explained in the next chapter. Thamerror between the target delay and the
estimated delay is processed in the PID controller, and tihemext CFT is computed. Finally, the new
CFT value is applied in the CFT (actuator).

In the controller, CFT values is computed as follows:

CFTvalue= P+ D

P = Kp x err, (whenerr > 0)
D = Kp x dt(err)

whereKp = 1 andKp = 1. By doing this, when the delay exceeds the target delay, Giies increases
by the error according to the factor, and thus, the delay drops to the target delay quitklyen the delay
decreases below the target deldyfactor works and the CFT value starts to decrease slowlyeptang
oscillations of delay, and then the delay converges to tiyetalelay.
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The approach was implemented in the MadWifi driver, and thiiopmance was measured in the
ORBIT testbed. Figs. 7.18 show the experimental resultst,Fo check the performance of the controller,
the target delay was set to 40 ms, and Fig. 7.18(a) shows thdkamd downlink delay. We can see that
the downlink delay remains 40 ms even if the number of VolRreesiincreases, while the uplink delay
significantly increases. The capacity is 16 calls, becaduseaontroller allowed too much resources for
downlink to keep 40 ms downlink delay. Fig. 7.18(b) shows dieéay with the target delay of 60 ms,
which maximizes the capacity. The downlink delay keeps 6@&mthe capacity increased to 17 calls
due to the fair resource distribution at the time of 17 cdiisom the two figures, we can confirm that the
controller can adjust the downlink delay very well, and tHeQwith the control method can allocate the
resources efficiently, maximizing the capacity, withowg kmowledge of the client queue size.

7.8 Related work

Many papers have studied fairness among wireless nodels[g[1[1] [61]), and some papers have also
considered the fairness between the AP and wireless ndgtds [33]). However, they have focused only
on throughput fairness and failed to consider the balantteeoénd-to-end delay, which is more important
for VoIP traffic. | have also confirmed via simulations thag thain's Fairness Index [32], which was
computed including all wireless and wired nodes, is venselto 1, meaning that all nodes share the
throughput equally, even when uplink and downlink delaysagaificantly unbalanced.

The following papers considered the balance of uplink andntiok delay. Wang et al. [86]
introduced the New Fair MAC to improve the fairness and defayolP traffic. When a station wins a
transmission opportunity, it is allowed to transmit a bufgtackets instead of a packet. However, allowing
stations to transmit a burst of packets does not help muckidi traffic because only one VolP packet
is sent every packetization interval. Also, for fairnestieen stations, they introduce Max Transmission
Time (MTT) in the client transmissions, which is similar it XOP at client side and different from CFT
in that the CFT value changes dynamically. Considering teketization intervals are usually 10 ms to
40 ms and the uplink delay is very low even when the number ¢® Vimdes exceeds the capacity, as we
have seen, only one packet will be sent during the MTT as in,2@# for this reason, the uplink delay
decreased by only a few milliseconds.

Casetti et al. [8] improved the fairness for VoIP betweenamdnd the AP in IEEE 802.11e
Enhanced Distributed Channel Access (EDCA) by differdiminframes based on traffic type and also
direction. They found the optimal Contention Window (CW)ues for the best fairness and throughput
of WoIP traffic via simulation and improved the capacity oflRdraffic by around 15%. However, they
tested the optimal CW values with only one type of VoIP tradiind failed to show that the optimal value
works for other types. We have already seen that the optiaralpeters should be changed according to
the number of VoIP nodes, type of VoIP traffic, and traffic vokj and also changing CW values to control
the priority of frames has limitations, as shown in SectiohZ.

7.9 Conclusion

As the number of VoIP sources increases, in DCF the downlaiydincreases significantly while the
uplink delay remains low. This is because every wirelessrindliuding the AP has the same chance to
transmit frames in DCF, while the AP needs to transmit mockes than wireless nodes. In this chapter,
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| have proposed APC, which controls the priority of the APdely according to the traffic volume and
balances the uplink and downlink delay, by allowing the ABamsmitQ 4 » /Q¢ packets contention free.

It was shown that APC balances the uplink and downlink dedayg the APC algorithm was
implemented using the QualNet simulator, and it was showhAPC balances the uplink and downlink
delay effectively in VoIP traffic with various packetizatiintervals.

Furthermore, APC was implemented using the MadWifi drivel ttuie performance was evaluated
in a wireless test-bed. Also, APC can be combined with 8@24rid it was confirmed via experiments
that APC works better than the standard 802.11e in terms I6f ¥apacity and throughput of background
traffic.
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Chapter 8

Call Admission Control using Queue
size Prediction by Computing
Additional Transmissions (QP-CAT)

8.1 Introduction

When the number of VoIP calls in a BSS exceeds the capacit@alseof all calls significantly deteriorates,
and thus we need to protect the QoS of existing calls usingdatission control. Call admission control
in IEEE 802.11 differs from that in Ethernet due to the chimastics of 802.11 wireless networks. While
most of the admission control algorithms for wired netwoake based on the end-to-end QoS, that in
wireless networks is mainly to protect the QoS of flows betwtne AP and clients in a BSS. Therefore,
most of the legacy admission control algorithms for wiretiveeks are not applicable. Furthermore, the
admission decision in wireless networks is more difficudtrtithat in wired networks. To make admission
decisions, the AP needs to predict the QoS of all VoIP flowsutinog new flows. However, the voice
quality changes according to the data rate, collision &atd,other factors, even with the same number of
active nodes and same \OIP traffic type. Therefore, thistehaptroduces a new call admission control,
QP-CAT (Queue size Prediction using Computation of AddgioTransmission), which uses the number
of VoIP packets in the queue of the AP as the metric for theityumhd accurately predicts the increase of
the queue size of due to the admission of new VoIP flows.

8.2 Correlation between the queue size and downlink delay

An accurate metric to estimate the channel condition is tbstrrritical factor for call admission control,

and QP-CAT uses as the metric the queue size of the AP, whieasig to compute and allows accurate
estimation of the QoS of all VoIP flows. To check the accurdog, correlation between the queue size
of the AP and the downlink delay of VoIP traffic was identifidgshcause downlink delay represents the
QoS for all VoIP flows for the following reasons: first, we haeen in Chapter 5 that only the downlink

delay increases as the number of VoIP sources increasesisHacause of the unfair resource distribution
between uplink and downlink explained in Chapter 7. Seggnié downlink delay exceeds the threshold
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first before the packet loss rate does, when the number ofs@miRces exceeds the capacity [73], as shown
in Section 5.5.8. Lastly, all VoIP sources in a BSS have thelai downlink delay, because the queuing
delay at the AP dominates the downlink delay.

In order to identify the correlation between downlink ané tjueue size of the AP, the queue
size of the AP and downlink delay were measured in the ORBIEless test-bed, described in Section
5.4. G.711 as voice codec with 20 ms packetization intereddlyng 64 kb/s CBR VolIP flows and 11 Mb/s
fixed transmission rate were used in 802.11b. Also, 14 to 1P ¥ources were used in the measurement
because the channel starts to get congested at 14 or mores®doitEes using the configurations. Fig. 8.1
shows the experimental resdltsWe can see that the queue size of the AP and downlink delagggyr
correlate with each other; as the queue size at the AP iresetiee downlink delay also increases linearly.

| have verified the correlation also by analysis. The dowknlielay (D) is composed of the
queuing delayD), transmission delayl{r), and propagation delay. We can ignore the propagatiorydela
because itis very small. Theh, = Dqg + Dr. We can compute the queuing deldy) by multiplying
the transmission delayXr) to the queue size&) from Little’s law (Dysterm = Qsystem/ [system). ThEN,
we can compute the queuing delay of the AR, as follows:

1

Do=Q -—=Q Dr
HAP

Therefore, the downlink delayX) becomes
D=Q -Dr+Dr=(Q+1)Dr,

where Dt is the average time to transmit one VoIP packet includingpedirhead. D was measured
at the driver in the experiments, as shown in Fig. 8.1. In theré, the straight line is the theoretical
relationship between the queue size of the AP and downlitdyds the VoIP traffic, and we can see that
the experimental results are exactly following the theoaémodel.

1The maximum queue size in the MadWifi driver is 50 frames by defhektended the maximum queue size to 200 frames only
in the experiments to see the correlation more clearly.
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Figure 8.3: Basic concept of QP-CAT

In order to identify the accuracy of the model, the cumutatiistribution function (CDF) of the
errors between the actual downlink delay and the estimatedising the theoretical model was computed
and plotted in Fig. 8.2(a). We can see that the 95th pereeatibr is below 10 ms with 14 to 16 VoIP
calls. With 17 VoIP sources, the error becomes larger becdugschannel is extremely overloaded and the
transmission delay fluctuates significantly due to the iasee retransmissions and deferrals. However,
this is not a problem because when the call admission castegplied appropriately, this situation never
happens. Fig. 8.2(b) shows the accuracy of the model as &idaraf the downlink delay. It shows that
with 14 to 16 VolP sources, the model maintains a similar esgueven when downlink delay increases.

As shown in Figs. 8.1 and 8.2, the downlink delay can be atelyrastimated using the queue
size of the AP and the theoretical model, and thus the queeeoéithe AP is an accurate metric for the
call admission control.

8.3 Queue size Prediction (QP) using Computation of Additional
Transmission (CAT)

The best way to decide the admission of a new VoIP flow is to oreafie queue size of the AP after it
has been admitted. However, it is not appropriate to disecintime admitted flow when it was discovered
that it degrades the QoS of all VoIP flows. Another way is thginathe call admission control methods
for wired networks, probing flows can be transmitted instefdctual VoIP flows [49], but this wastes a
certain amount of bandwidth because clients should kedgimgon wireless networks, which is a critical

disadvantage because of the limited bandwidth.

QP-CAT is a simple and accurate technique to predict theeaize, without wasting any band-
width, but achieving the same performance as using actoaimg. The basic concept of the QP (Queue
size Prediction) is to predict the future queue size of theualrg the simulation of a new VolP flow
and the Computation of Additional Transmission (CAT), wh#re number of packets to be transmitted
additionally is computed in real time by monitoring the chalstatus. The basic operation of QP-CAT is
shown in Fig. 8.3. First, VoIP packets from a new virtual V@ilR®v is generated following the behavior of
the traffic and inserted into a virtual queue (Fig. 8.3 (af)ef, by monitoring the channel, we compute
how many VoIP frames can be additionally transmitted usidd (Fig. 8.3 (b)). Lastly, the number of
additionally transmittable frames is subtracted from thieual queue size, and then the total number of
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packets in the actual queue and virtual queue becomes ttietae queue size.

8.3.1 Emulation of new VoIP flows

In order to emulate a new VoIP flow, two counteldCounterandDnCounter which count the number
of the uplink and downlink packets of a new VoIP flow, respesyi, are introduced. The counters are
incremented following the behavior of the new VoIP flow. Faammple, for the VoIP traffic with 20 ms
packetization interval, both of the counters are incremiy one every 20 ms (Fig. 8.4). The counters
are decremented in real time according to the number of packenputed using CAT. They are decre-
mented alternatively because the chance to transmit paiskiite same between the uplink and downlink.
Consequently, the actual queue size of the AP pin€ounterbecomes the predicted future queue size of
the case when the VoIP flow is admitted.

8.3.2 Computation of Additional Transmission (CAT)

The number of additionally transmittable packetg)(is computed by looking at the current packet trans-
mission behavior. That is, a clock starts when medium besarle and stops when busy medium is
detected (Fig. 8.5). When the clock stops,is computed by dividing the clock tim&() by the total
transmission timel;) of a VoIP packet (Eqn. 8.1).

ny = |Te/T}] (8.1)

The transmission time of a VoIP packet comprises all heaidegach layer, IFSs, backoff and an ACK
frame (Fig. 8.5). Thus, the transmission tinT&)(is computed as follows:

T, =Tprrs +Tpy + Ty +Tsrrs +Tack,
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Table 8.1: IEEE 802.11b parameters (11 Mb/s)

Parameters Time (us) | Size (bytes)
PLCP Preamble 72.00 18
PLCP Header 24.00 6
MAC Header+CRC 24.73 34
SIFS 10.00
DIFS 50.00
Slot 20.00
CWyrn 31 slots
additional
T DIF§‘ o T
| | Iy |
- -
DnCounter-- UpCounter-  DnCounter--
CAT
Additional frames N Additional frame is transmitted first
DIFSW ¢
Kb koff
Actual frames acko Actual frame is transmitted later

*additional DIFS
Simulation of actual transmission

Figure 8.6: Handling the remaining tim&,(: whenT,. > T,

whereT’, andT' 4o are the time for sending a voice packet and an ACK frame, otispéy, T}, is the back-
offtime, Tphrrs andTs; g are the durations of DIFS and SIFS. The backoff timdusnber of Backoff Slots
Ts10t WhereTy,,: is a slot time, andNumber of Backoff Slotsas a uniform distribution ovet), CWj,;n)
with an average ofT st x CWarrn/2) (Fig. 8.5).

For example, with 64 kb/s VoIP traffic with 20 ms packetizatiaterval, the voice data size is
160 B, the WoIP packet size including IP, UDP and RTP [70] leeadecomes 200 B, and then the to-
tal transmission time becomes 791,88 including the average backoff time (318Y and 14 B ACK
frame (130.18us), in IEEE 802.11b with 11 Mb/s transmission rate (refer &bl& 8.1 for the 802.11b
parameters). Thus, for example, wHEnis 1200us, thenn,, is 1 according to Eqn. 8.1.

However, in real environments, the frames from new VoIP sesiare not always transmitted in
between the frames from existing sources. Sometimes, thlégecwith the frames from existing VolP
sources, and the existing VoIP sources need to defer tlagisrmissions due to the new flows. Therefore,
the effect of collisions and deferrals need to be also censitlin CAT, by handling the remaining clock
time (7)) as described below.
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Handling the remaining clock time (T’.)

Generally,T, is not always a multiple of ;, and we have remaining tim&}). 7T;. is defined as follows:
T, =T.—n, x T (8.2)

WhenT, > 0, T, is added to the next idle timel(;), causing an additional DIFS. That is,
T.=Tew + T, —Tprrs. We can check the reason in two possible cagesy T, andT,. < Ty. First,
when the remaining time is larger than the backoff tifie & T;), the virtual additional frame needs to
be transmitted first, and then the actual frame would be tnétesd, if the new VoIP call is admitted. In
this case, the additional frame interrupts the backoff tohthe actual frame from an existing flow, and
another DIFS is required to resume the backoff and trangmisscording to the 802.11 standard. This
is why additionall’p; s is added in the next computationf. Fig. 8.6 shows the emulation result and
comparison with the result of CAT. We can see that the totailmer of transmitted frames durifig-; and
T in CAT is the same as the emulation result (three additioahés). Secondly, when the remaining
time is larger than or equal to the backoff tin¥e. (< T3), the actual frame is transmitted first, and then the
additional frame can be transmitted (Fig. 8.7). This caseesponds to the real transmission, and we can
see that CAT is consistent with the simulation result.

Emulation of collisions

To predict the queue size at the AP more accurately, we neednsider collisions, which congest the
channel and cause additional delay. A simple way to emuldtisions is to apply the average retry rate
for a certain amount of time to additional transmissionscaithe retry rate can be easily measured in
the firmware or the driver. For example, if the average redtg of downlink traffic is 3%, then three is
added tdDnCounterevery time the counter is incremented by 100. However, vthiemethod is easy to
implement, it cannot reflect the increase of collisions dutaé admission of new calls. Therefore, in CAT
we emulate collisions following the actual collision meotsan.

2Even though the average backoff time was used in the exampl®aitkoff time is generated using a random value between 0
and CW size in the implementation, as in the standard.
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As we can see in Fig. 8.8, If. is exactly the same as the backoff time plus DIFS (that is,
T. = Ty + Tprrs), transmission of the additional frame is attempted at Hmestime as transmission
of the actual frame (refer to the emulation part in Fig. 8'B)us, it is considered as a collision in CAT.
If an actual collision happens, both frames need to be retnitted (we ignore the capture effect, where
a packet can be transmitted through the collision, becauseely happens). However, the actual frame
is not retransmitted here because collision did not happéimei real transmissions. Therefore, the actual
frame retransmission needs to be emulated by adding a Mrame toDnCounter(since the downlink
frame transmission is delayed due to the retransmissiergffiect is the same). That is, the impact of a
collision is transmission of additional two frames, andstPil; is considered as one frame transmission in
CAT, eventually.

In summary, the algorithm of QP-CAT is shown in Fig. 8.9. Eime measurd, by checking
the channel idle and busy time. Next, we check if there is &myaining time 1.) from the previous
computation. If any, check if the virtual collision happdrend handle the collision. Otherwise, com-
pute newl, using7,.. Then, we compute the number of additionally transmittéditzsienes ,,), update
DnCounterusingn,, and compute the future queue si£g ] using the actual queue size of the AR 4)
andDnCounter

8.4 Simulations and their results

In order to verify the accuracy of the QP-CAT algorithm, QRIGvas implemented in the same QualNet
3.9 simulator [64] as the other simulations shown in eadiepters.

8.4.1 Simulation setup

The same simulation setup was used as other simulationiimsg in Chapter 5. Voice packets were
transported using UDP and RTP, and various VoIP packet sidgpacketization intervals were used to
evaluate the performance of QP-CAT extensively. Also, IBBE.11b and a fixed 11 Mb/s date rate were
used. RTS/CTS was not used because it is not generally usedRrtraffic due to its overhead.
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Figure 8.9: Flowchart of QP-CAT algorithm

8.4.2 Simulation results

Fig. 8.10 shows simulation results with 16 to 18 CBR VolP<ER kb/s and 20 ms packetization interval).
Fig. 8.10(a) shows the actual queue size of the AP with 16 &nieblP calls and the predicted queue size
for an additional call; during the first 70 seconds, thersteb® actual calls, and the predicted queue size of
17 calls case indicates that an additional call does notidedte QoS of existing calls. Hence, the actual
17th call is initiated and admitted at 70 seconds. After thaiasion of 17th call, we can see that the queue
size remains stable as QP-CAT predicted. Also, QP-CAT ptedhat the queue size would increase to
400 packets causing buffer overflow if the 18th call is adedittFig. 8.10(b) shows the case of 18 actual
calls compared with the case of 17 calls plus one virtual gtlthe time of 70 seconds, 18th call starts
and the actual queue size exceeds 400 packets causingddfiow, as predicted by QP-CAT.

Like all admission control algorithms that monitor the chahstatus to decide admissions, such
as [17] and [93], the prediction takes time in QP-CAT. Thegenwe monitor the channel, the better
decision we can make. In Fig. 8.10, it took five seconds fopptieelicted queue size to increase up to 400
packets. According to experiments in this study, the cayeece time depends on the channel status. If
the channel is almost saturated with existing calls, theipted queue size increases very fast, and if an
additional call exceeds the capacity very slightly, themdheue size fluctuates and increases very slowly.
According to simulations, in the worst case, it can take upd@econds for the queue size to converge to
the maximum buffer size. However, note that QP-CAT does nase a 5 to 20 second call setup delay
since the prediction by QP-CAT can be done continuouslyadlo# the actual call arrival, without any
overhead of probing traffic. Thus, if the call arrival ratéagger than 20 seconds, it is not a problem at alll,
but if more than two calls arrive at the same time or within arstime, the second call user needs to wait
until the decision is made via additional measurement #feeffirst call is added. However, in QP-CAT,
this problem can be avoided by serial execution of QP-CAT¢ckvivill be explained in Section 8.6.2.

More simulations were performed with various types of Valfic and different number of VoIP
sources. As we can see in Fig. 8.11, CAT can predict the iserefithe queue size of the AP in all the
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Figure 8.12: Simulation results of QP-CAT with 14 CBR VolRismes with increasing the collision rate

types of VoIP traffic when the number of VoIP sources exceledsapacity of each VolP traffic type.

However, the above four cases could be simple cases whemethg is very small when the
number of VoIP sources is below the capacity and an additMm® source causes a significant increase
of delay. In order to check the performance of QP-CAT moremsively, additional simulations were
executed with 14 CBR VoIP sources (64 kb/s and 20 ms packietizenterval), increasing the collision
rate. Fig. 8.12 shows the simulation results. We can seenthah the retry rate increases to more than
13%, the queue size exceeds the threshold value for theitaftae straight line), and CAT predicts the
increase very well. QP-CAT slightly over-predicts at theyreate of 13%, but it is a false positive case,
which does not hurt the QoS of existing flows. When the retrg natreases above 15%, the queue size
is underestimated a little bit, but the predicted queue aimady execceds the threshold for QoS, and it
is enough to decide to reject the further calls. Note that Bi@?2 is not meant to explain the relationship
between retry rate and the predicted queue size, but to diawatimission control using QP-CAT can
protect the QoS of existing calls very well, catching thetuthange of channel status and fully utilizing
the channel.

Additionally, the accuracy of QP-CAT was evaluated for VBBRIF traffic. The available band-
width is more difficult to measure and the QoS is more diffitalpredict for VBR VoIP traffic since the
bandwidth used by existing VoIP flows fluctuates much more. \IBR traffic, the usual conversational
speech model in ITU-T P.59 [30] was used, as explained ini@ebt2.2, which has 1.0 second average
talk-spurts and 1.5 second pauses, resulting in an actiiiy of 0.39. Fig. 8.13 shows the experimen-
tal results with 64 kb/s VBR VolP traffic using 20 ms packeti@a interval. We can see that QP-CAT
maintains roughly the same accuracy as in the CBR case.

8.5 Implementation and experiments
In order to verify that QP-CAT is easily implemented in commai@ wireless cards and to check the

performance in a wireless test-bed, QP-CAT was implemametd) the MadWifi wireless card driver and
the performance was tested in the ORBIT wireless test-bed.
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8.5.1 Implementation

In order to implement the algorithm, we need to know when th&noel becomes busy and idle. QP-
CAT could be easily implemented in commercial wireless sdrdcause the firmware in wireless cards
always check the medium status as part of the CSMA/CA MACrlalewever, | implemented QP-CAT
in the MadWifi wireless card driver because the firmware sswade of wireless cards is not open to
experimenters.

Use of the second wireless card

| had to use additional wireless card for QP-CAT due to thétéition of the Atheros chipset; the Atheros
chipset notifies the timestamp whenever it finishes recgi(itX timestamp) and transmitting (TX times-
tamp) a frame, but while the resolution of the RX timestanspgsie microsecond, the resolution of the TX
timestamps is one millisecond, which is not enough to comphe precise channel idle and busy time for
QP-CAT. For this reason, the second wireless card was usbéd &P, configuring it as a monitor motle
so that it can capture both downlink and uplink frames, aedtiecise channel time can be computed via
the RX timestamps.

Computation of the idle time (T.)

The idle time {.) was computed by deducting the transmission complete timdrame (RX timestamp)
from the transmission start time of the next frame, whichlbawomputed by deducting the transmission
time of the frame from the RX timestamp. The transmissioretofeach framel;) was computed using
the frame size and the data rate used, which can be obtaioedtifre RX descriptor reported from the
firmware. NamelyZ; = PLCP* + (MAC header + frame size) / data rate.

3The MadWifi driver supports Virtual AP (VAP) monitor mode, whiallows us to monitor and transmit frames at the same time.
But, | did not use it because it is known that frames are loshdunonitoring and delayed in transmission.

4There are two types of PLCP, long and short in 802.11b. TheFPtiiGe is the same for any frame once the type is fixed. Also,
802.11b and 802.11g use different size, but b/g can be detedfriom the data rate since only 802.11g uses higher ratelthi&lb/s.
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Figure 8.14: Experimental results of QP-CAT with 64 kb/s @&@dns packetization interval CBR VoIP
traffic in various channel status

8.5.2 Experimental setup

| have performed experiments in the ORBIT (Open Access Rels@astbed for Next-Generation Wireless
Networks) test-bed, which is explained in Section 5.4 iraileThe network topology and parameters are
the same as those of the simulations in Section 8.4.

8.5.3 Experimental results

Figs. 8.14 show the experimental results for QP-CAT usingl#d CBR VolIP traffic with a 20 ms pack-
etization interval. Fig. 8.14(a) shows the actual queue air the predicted queue size of the AP using
QP-CAT, using 11 Mb/s data rate for all nodes. Furthermdre data rate of one to three nodes was de-
creased to 2 Mb/s to check the performance of QP-CAT in varahannel conditions. We can see that in
all four cases, QP-CAT can predict the queue size of the APPwell.

Fig. 8.15 shows the experimental results of QP-CAT for 32 K ms packetization CBR VoIP
traffic, where the impact of an additional VoIP source on th@mel is smaller and the prediction is more



125

a1
o

Predictea —_—
Actual ---x---

w B S
ol o o

w
o

N
o

[
o

Queue size (number of frames)
N
(%))

10

Il Il Il Il
26 27 28 29 30 31 32 33
Number of VoIP sources

Figure 8.15: Experimental results of QP-CAT for 32 kb/s afdné packetization interval CBR VoIP
traffic; the capacity for the VoIP traffic was 28 calls

TXOP limit
< TXOP used :

Figure 8.16: QP-CATe: when background traffic is transrditiefore using up the TXOP of the AP, the
remaining TXOP duration is considered’&s

difficult. We can see that QP-CAT still works very well for ¢itiype of VoIP traffic and predicts the queue
size accurately.

We notice that the queue size in experiments is much smaber that observed in simulations.
The difference is explained by the network buffer size (mmaxin queue size) of the AP in the MadWifi
driver and the QualNet simulator. While a buffer size of 50 KBused by default in the simulator, the
MadWifi driver (version 0.9.3) limits the maximum queue stee50 packets by default. The effect of
buffer size on the delay and packet loss was already explam®ection 5.5.8.

8.6 Extensions for QP-CAT

8.6.1 QP-CAT with IEEE 802.11e (QP-CATe)

In real environments, background traffic such as HTTP andtR2fit often coexists with VoIP traffic, tak-
ing some amount of bandwidth. Thus, the IEEE 802.11 stanoarumittee has proposed IEEE 802.11e to
protect the QoS of real time services in WLANS, as explaine8dation 1.3.5. Therefore, we assume that
802.11e feature is used when background traffic is allowédhtesmit together with VoIP traffic in a BSS
because call admission control for VoIP traffic is meanisgleithout the 802.11e feature; background
traffic will degrade the QoS of VolIP traffic, without 802.11e.
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traffic and a TCP flow; the capacity for the VoIP traffic was 1Bsca

In order to support IEEE 802.11e feature, QP-CAT needs tshigidification, which | call QP-
CATe. When TCP traffic exists, it uses up all available banthyidnd thus the channel idle time becomes
very short even with a small number of VoIP flows. However, whew VoIP flows are added, they have
higher priority than TCP traffic, TCP bandwidth is reducea] ¢he QoS for VoIP is protected as long as
the number of VoIP flows does not exceed the capacity. Theref@P-CAT needs to be modified to take
the priority mechanism into account.

Even though three parameters (CW, AIFS, and TXOP) are usaiffeécentiate traffic in 802.11e,
it was explained in Section 5.6.3 that TXOP is sufficient tfiedéntiate the traffic, and thus QP-CATe
considers only TXOP to simplify the algorithm. Therefordyem measuring.. in CATe, if any background
traffic frame is found right after VoIP downlink frames an& thXOP is not finished (that is, the TXOP
used is smaller than the TXOP limit), then the remaining amofi TXOP is considered as extia (Fig.
8.16), because if the AP had more downlink packets due tossilom of new flows, TXOP would be fully
utilized by transmitting the additional frames.

Additional experiments were performed with TCP backgrowaffic by setting its access category
to AC_BE (access category for best effort traffic) and VoIP trafic®C_VO (access category for voice).
Fig. 8.17 shows the experimental results. We can see thae @R-CAT over-predicts the queue size
due to the TCP traffic, QP-CATe can accurately predict thaiguize by considering the effect of TXOP.
QP-CATe can be automatically turned on because the wirebskdriver or firmware is aware of using
802.11e in the BSS.

QP-CATe is another strong point, which cannot be achievethar methods that use channel idle
time to compute the available bandwidth, like [17] and [93}ey cannot simply ignore the TCP traffic in
computing the channel idle time because TCP traffic stiksakome amount of bandwidth regardless of
the 802.11e priority feature as we can see in Fig. 8.17, deitrg the capacity for VoIP traffic. Therefore,
the 802.11e mechanism needs to be considered for accuratesémh decision like in QP-CATe.

8.6.2 Running multiple instances of QP-CAT

More than one QP-CAT process can be executed at the AP to angtile types or multiple VoIP calls.
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Parallel execution

Multiple types of VoIP traffic can be checked for admissiothatsame time by running multiple QP-CAT
processes in parallel and independently, which allows tRetéAmake the admission decision without
additional QP-CAT processes when admission is requestehfotype of VoIP traffic.

Serial execution

Serial execution of QP-CAT allows the AP to check the adraissif more than one VoIP call. If admis-
sions for two VoIP calls are requested at the same time and/olfecall was determined to be allowed,
then one call can be admitted, but the admission for the atideneeds to be investigated after the admis-
sion of the first call, which takes time and the user needs tbumél the decision is made.

In QP-CAT, to avoid this problem, the AP can run two QP-CATslksto-back and the admission
for the second new call can be checked at the same time. Faetia@ execution of QP-CAT, another
two counters DnCounter2and UpCounterd need to be added, and they are incremented emulating the
behavior of any desired second VoIP traffic. In CATnif is larger than the sum of the first two packet
counters PnCounterlandUpCounter), then the remaining,, value ¢.,— DnCounterl— UpCounter)
is deducted from the second counters, and the queue size ARtffor the two new calls can be predicted
by addingDnCounter2to the predicted queue size for the first new c@l) .

8.7 Related work

Yang Xiao et al. [90] proposed an admission control alganithased on the 802.11e EDCA MAC layer.
The AP computes the available bandwidth using TXOP durai@arrent flow and announces it to clients.
While this method guarantees a certain amount of bandwidtlogs not guarantee low delay. Because of
it, this approach is mainly applicable to video traffic.

Pong et al. [63] estimate the available bandwidth with aydical model. When a client requests
a certain bandwidth, the AP computes the collision prolitgtily passively monitoring the channel, and
computes the available bandwidth changing the CW/TXOP aadicifithe requested bandwidth fits. This
method shares the same problem as [90] in that it guaranéeesMidth only. Also, the assumption of the
analytical method that channels are always saturated fiofartrue in real environments, as we have seen
in Chapter 5.

Sachin et al. [17] proposed a new metric for admission ctrtine channel utilization estimate
(CUE), which is the fraction of time per time unit needed snsmit the flow over the network. The CUE
is computed per flow using the average transmission rateurezhfor a short time and the average backoff
measured at the AP, and total CUE is calculated by summingpeiCtUEs of all flows. Assuming that
15% of the total network capacity is wasted due to collisjansich is measured with 10 clients in their
previous study, they use 0.85 as the maximum total CUE (CltHWiax). Even if we assume the CUE is
computed accurately, applying the fixed collision rate toETotalMax can degrade the QoS of VoIP or
waste the bandwidth because according to our measurenseitsrie a test-bed, the collision rate changes
from 5% to 60% even with the same number of VoIP sources. Alsodifficult to correctly estimate the
QoS of a new flow using the remaining CUE value.

Zhai et al. [93] proposed a call admission scheme using there#l busyness ratidz,), the ratio
of the time that a channel is determined to be busy, whichnidlai to CUE. However, unlike CUER,,
is computed in every client by looking at the actual MAC andYPldyer behavior. When a new call
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[ Methods [ Metric | Assumption] Adaptability(1) | Wasted BW| Extensibility(2) [ 802.11e |
Theoretical | CW/TXOP Saturated | Bad Low Good Applicable
[90][63][44] | Computed BW| channel
CUE/CBR CUE/CBR Max CU Bad(3) Middle (3) Good N/A
[17][93]

Actual Delay No Good High Bad N/A

probing [49] | packet loss

QP-CAT Queue size No Good Low Good Supported
of the AP

(1) Adaptability how they adapt to the change of channelstat real time
(2) Extensibility: how they can be extended to check multiplenber or types of VoIP flows
(3) Due to the fixed MaxCU (= 0.85, 15% could be wasted)

is requested, the transmission rate is changed to the a&/ehamnel utilization@U) and peak channel
utilization (CUpeqr) and they are sent to the AP. Then, the AP computes the @itabnd CUpeqr, and
compare it with the maximum CU, which was measured in advahicsvever, the maximum CU varies
according to the traffic type and channel condition and thengrmaximum CU wastes bandwidth or
impairs the QoS. Also, according to their simulation resuli0% of the resources were wasted after the
admission control, which shows the inefficiency of the cdthéssion control algorithm.

Kuo et al. [44] used an analytical model to decide the admissf a new call. When a new call
is requested, the expected bandwidth and delay are compsted an analytical model. However, the
assumptions used in the analytical model have the samegoncdd those in [63].

Rosario et al. [19] proposed another analytical model basdidadmission control algorithm,
which uses the channel occupancy tirfig.() computed using an existing IEEE 802.11e model. When
T.c. is larger than the packetization interval of VoIP trafficethfurther calls are rejected. Here, the
802.11e model that they used assumes non-saturated chamthéhus this method would be more realistic
than other theoretical approaches. However, they testegdtformance only via simulations using ideal
environments without any background traffic even thougir thedel is for 802.11e.

8.7.1 Comparison with other CAC methods

Table 8.2 compares the call admission methods with QP-CAbrding to several criteria. They were
evaluated from three points of view, namely, adaptabitityannel utilization (waste of bandwidth), and
extensibility.

Adaptability : Adaptability evaluates how the method adapts to the chafgavironments or
channel status in real time. The theoretical approachesarso adaptive to the changes because mostly
their models are based on some ideal environments. CUE/@BRaches also do not because the maxi-
mum CUR/CBR values are measured in advance in an environi@ECAT and probing methods adapt
to the changes in real time because they measure the cuh@miel status.

Utilization of channel (Waste of BW). Theoretical approaches do not waste any bandwidth,
assuming that they work appropriately as in the ideal ennrents. CUE/CBR slightly waste bandwidth
because they reserve some amount of bandwidth for colisistich do not happen always. Actual
probing method wastes bandwidth by that of the probing fl&®R-CAT has no such overhead.

Extensibility: Theoretical approaches, CUE/CBR, and QP-CAT can checladmissions of
multiple number of new VoIP flows without any overhead, wiiileéhe actual probing method, the waste
of the bandwidth increases as the number of probing flowsasas.
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8.8 Conclusion

| have proposed a novel call admission control in IEEE 80¥V1 ANSs, called QP-CAT, which predicts the
impact of new VoIP calls accurately and allows the AP to mat@ieate admission decisions, protecting
the QoS of existing VoIP flows and minimizing wasted bandtuidit uses as the metric the queue size
of the AP, which strongly correlates with the downlink deksyshown theoretically and experimentally.
It predicts the queue size of the AP before new VoIP flows amitdeld, by computing the number of
additionally transmittable frames using CAT.

In order to evaluate the performance, QP-CAT was implenteintthe QualNet simulator 3.9 and
also in the MadWifi wireless card driver, and we have showrsiriaulations and experiments in a test-bed
that it can accurately predict the impact of the additior@Pflow on the existing flows and that it can be
easily implemented in commercial wireless cards.

Furthermore, QP-CAT can be easily extended to QP-CATe, whipports the IEEE 802.11e
standard. QP-CATe can accurately predicts the effect of Vi@® flows and background traffic in IEEE
802.11e. Also, multiple QP-CAT processes can be execut@llger in parallel to support admission of
multiple types of VoIP traffic and simultaneous admissioaisien of multiple VoIP flows.

Even though only VoIP traffic was used in this study, QP-CAM ba used for admission control
of any other traffic like video traffic, if we know the behavigracket interval and size) of new flows. |
also believe that QP-CAT can predict the change of the backgt traffic throughput and delay of real
time traffic according to the access category of new flows B1BDe, so that we can choose the best access
category for new flows to maximize the total throughput whil@imizing the delay increase.



130

Chapter 9

Conclusion

While the usage of VoIP traffic in 802.11 wireless networksxigeeted to increase in the near future, the
quality of service for VoIP traffic is still an unsolved preioh. In this thesis, sources of the QoS problem
were investigated, and solutions were proposed, dividiegoroblems into three areas, namely, mobility,
capacity, and call admission control.

9.1 QoS for user mobility

When users move around with mobile devices, handoffs ocaweess APs, and communication is dis-
rupted during handoffs. When handoffs cause a change of sulieemobile devices need to acquire
new IP addresses in the new subnet and update the existisigrsgswhich causes an extended network
connectivity disruption. To reduce the network connettidisruption time during handoffs, | proposed a
new handoff procedure and architecture, namely, SeleSth@émning and Caching for fast layer 2 handoff
(Chapter 2), and seamless layer 3 handoff using the tempiftaddress (Chapter 3) and pDAD (Chapter
4) in DHCP.

Table 9.1 shows the total handoff time using combined smigti We can see that total layer 2 and
3 handoff time decreases from a few seconds to only 12 ms whehi@y for layer 2 handoff and pDAD
for layer 3 handoff are used.

Many papers have proposed new algorithms to reduce the fidgimde between APs, and a few
algorithms would work better than Selective Scanning andh@®@ in specific situations. However, |
believe that Selective Scanning and Caching algorithnilistst best practical solution for seamless layer
2 handoff in that it requires only changes in client wireleasd drivers, and it is very simple to implement
while achieving significant improvement.

Table 9.1: Total handoff time using combined solutions
Layer 2 handoff
Selective Scanning Caching
No layer 3 handoff 130ms 4ms
Layer 3 handoff Temporary IP address 234ms 138 ms
(with fast subnet detection pDAD 108 ms 12ms
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Currently, IEEE 802.11 Working Group R (802.11r) is workitegstandardize fast roaming be-
tween APs, and the 802.11r standard will be released in 20B338mostly focused on the fast handoff with
security enabled. Therefore, 802.11r can be combined vellacBve Scanning and Caching for seamless
layer 2 handoffs when security is enabled.

As mentioned in Chapter 1, Mobile IP was proposed in 1996tfirstipport seamless IP mobility,
and new RFCs for Mobile IP (RFC 3344 [60] for IPv4 and RFC 3734 ffor IPv6) were proposed in
2002 and 2004. However, regardless of the efforts to impnowbile IP, it has not been widely deployed
yet. Also, the partial deployment is not useful because itk&@nly when both clients and infrastructure
and both home and visited networks support mobile IP. Uniikdbile 1P, the solutions proposed in this
thesis requires the changes of only either client or infuastire of visited network, rather than both; the
client side solution, layer 3 handoff using the temporaradi@ress, requires the change in clients, and the
modified clients can achieve fast IP layer handoff in anytetshetwork. Also, the server side solution,
pDAD, requires change in visited networks, and any clieats acquire new IP addresses very quickly,
reducing the IP layer handoff time. When both clients andeseside can be modified, the combined
solution with fast subnet change discovery and pDAD wouldwperfectly for seamless IP layer handoff.

9.2 V\OoIP capacity

Beyond the handoff problem, the QoS of WoIP traffic in WLANs detps mostly due to the limited
resources, and thus, increasing the capacity for VolP draffproves QoS. In this thesis, | proposed two
improved MAC protocols, APC based on DCF and DPCF based on RRE improves the capacity by
balancing the uplink and downlink delay using CFT. DPCF &lates the polling overhead caused in VBR
\oIP traffic and improves capacity by up to 30%.

While most of the new MAC protocols to improve the VolP capaoitquires the changes in both
clients and the APs, APC and DPCF require the changes onheiAP. Thus, any client associated with
the AP using APC or DPCF can experience the better QoS. Tdrerehe administrator can selectively
upgrade the firmware or drivers of the APs, for example, amigrowded areas such as conference rooms
and hotel lobbies.

Also, APC can be used to achieve fair resource distributimorgy clients. In this study, APC
was applied only at the AP to control the downlink transnaissifor the fairness between uplink and
downlink. However, APC can be applied to all clients for th@riess among clients by controlling the
uplink transmissions. Clients can overhear the uplink pteckom other clients, extract the queue length
of other clients, and control their transmission rate ushgyratio between their own queue length and
the average queue length of other clients. Also, using tied®htrol, all the nodes including the AP
can control their transmission rate targeting 60 ms delay,then all nodes including the AP achieve fair
resource distribution.

DPCF also can be combined with the HCCA MAC layer in 802.11gerEthough this thesis
showed that PCF works better than DCF for VoIP traffic and tlblems of PCF for VBR VoIP traffic
was eliminated in DPCF, PCF is not implemented in most of th@roercial wireless cards. For the
reason, the performance of the DPCF was not verified expatéatig since PCF cannot be implemented
in the wireless card driver. However, when HCCA is implengerin wireless cards in the future, we can
apply the algorithm of DPCF to HCCA, and we can improve thdquarance of HCCA significantly by
minimizing unnecessary polls and Null Function frames.
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9.3 Call admission control

Even though we significantly improve the capacity for Vol&ffic in IEEE 802.11 wireless networks, the
QoS of VolIP traffic would degrade if the number of VoIP calleeads the capacity. Therefore, to prevent
the QoS degradation of existing calls due to new calls, wel madl admission control. In this thesis, |
have proposed a new call admission control, called QP-CARpEer 8).

Efficient call admission control in wireless networks isfidiilt because the capacity for VolP
traffic changes dynamically according to the channel caordis well as VoIP traffic types. Thus, many
approaches reserve some amount of bandwidth for the cake ehainge of channel status. It is a safe
and easy solution but wastes some amount of bandwidth, @&ndvirall capacity decreases. Therefore,
the ultimate goal in call admission control is to protect @eS for VoIP traffic while fully utilizing the
channel bandwidth.

QP-CAT uses as the metric the queue size of the AP, which cdirdxtly converted to the delay
of VoIP traffic as proved via experiments, and thus it camestie the QoS of VoIP traffic precisely. In
order to predict the impact of new VoIP calls, QP-CAT emudatee packet transmission of new VolP
calls by monitoring the current actual transmissions, w@rsg virtual deferrals and collisions, and it
computes the queue size increase incurred by the virtuaMogw/flows.

Generally, multiple types of VoIP traffic can be used in a B&8] call admission control algo-
rithms should be able to support any type of VoIP call. Thugltiple QP-CAT processes can be executed
in parallel for multiple types of VoIP traffic, without ovezld. Also, to handle the admission decision of
multiple new VoIP calls in a short period, more than one QPF@focesses can be executed serially to
predict the impact of more than one \VoIP calls.

Furthermore, QP-CAT can be extended to support backgraaffectin IEEE 802.11e standard,
and the extension is called QP-CATe. QP-CATe can computéntpact of new VoIP calls under the
existing background traffic, by emulating the frame trarssioin in EDCA.

QP-CAT does not define any framework for call admission aineend the behavior of clients
application and the AP is not also defined. The framework afgal admission control in IEEE 802.11
wireless networks is already standardized in the IEEE 8@2slandard [26], and the call admission control
protocol at the application layer such as resource resenatotocol (RFC3312 [7] in SIP [68]), Resource
ReSerVation Protocol (RSVP) [5], or Next Step In SignaliNg(S) [20] is also already defined. Thus, QP-
CAT should be combined with such a MAC layer framework andiapfion protocols for call admission
control.
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